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leads to the development of a new interpretation of 
the database projection operator. 

The second set of papers provides techniques for pro-
cessing and modeling spatial data. The first paper 
by Havran provides a new approach for memory map­
ping of binary search trees that can improve spatial 
locality of data and thus spatial query performance. 
In the next paper by Chung and Wu, some improved 
spatial data structure representations including linear 
quadtrees are presented. These representations are 
shown to have better compression performance. Fi-
nally, the paper by Forlizzi and Nardelli describes the 
lattice completion of a poset to model spatial relation-
ships. They prove some of the needed conditions for 
valid intersection and union relations among spatial 
objects with this representation. 

This special issue of Informatica focuses on several 
research topics in the area of spatial data manage-
ment. Spatial databases have developed as extensions 
to ordinary databases in response to rapidly develop-
ing applications such as Geographic Information Sys-
tems (GIS), CAD systems, and many multimedia ap­
plications. These applications dictate the need for (1) 
additional data types, including point, line and poly-
gon; (2) spatial operations such as intersection, dis-
tance, e tc ; and (3) the ability to handle some combi-
nation of objects (vector data) and fields (raster data). 
The nature of spatial data requires multi-dimensional 
indexing to enhance performance, and much research 
has been devoted to this topic. 

The first set of papers in this issue provides descrip-
tions of extensions to the standard functionality in GIS 
databases. In particular, these first three papers dis-
cuss extensions for space-time visualization, sound as 
a spatio-temporal field and the inclusion of network 
facilities in a. GIS. A reahzation of visual aspects of 
the space-time conceptual framework of Hagerstrand 
is discussed in the first paper by Hedley, Drew, Arfin 
and Lee. They demonstrate one of the first examples 
of an implementation of this approach and provide a 
real-world čase study of visualizing worker exposure to 
hazardous materials. In the second paper (Laurini, Li, 
Servigne, Kang) a field-oriented approach to auditory 
data in a GIS is described. The special semantics of au-
ditory Information are presented and some techniques 
for indexing of such data are indicated. The third 
paper in this set adds additional levels of abstraction 
to extend the semantics of GIS networks. The au-
thors, Claramunt and Mainguenaud, then show this 
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Technological advances have rapidly changed the nature of spatial analytical tools in recent years. 
A tendency is for tool development to outpace theoretical and conceptual development. Occa-
sionally, some conceptual frameworks naust await the arrival of tools that can operationalize the 
elegance and sophistication they embody. This paper calls for reconsideration of a conceptual 
framework introduced by Hagerstrand (1970). It has taken until the late 1990s for tools appro-
priate for implementation of Hagerstrand's framework to develop, so that we may apply it in a 
meaningful and accessible manner that is grounded in pragmatic applications. This paper shows 
that the visual component of Hagerstrand's space-time conceptual framework may now be oper-
ationalized, using advanced spatial analytical visualization technigues. We demonstrate a robust 
visual representation, its value in a real-world čase study, and discuss the potential for future ap­
plications ofthis technique. A key theme in this work is that the fusion of space-time conceptual 
frameworks and appropriate spatial analytical visualization techniques (such as GIS) can make 
significant progress in facilitating user access to spatial data bases (in terms of understanding 
the data, as weU as physical access). This is necessary to foster more democratic processes in 
coUaborative settings. The project described in this paper meets that challenge, and appears to 
be the first example of an implementation that explicitly attempts to bridge this gap. 

1 Introduction This work demonstrates the potential of space-time 
visualizations as a povverful tool for facilitating user ac-

o , - i j i u r i x i inT-i. - J cess to spatial databases. Space-time representations 
Spatial databases are powertul tools. VVhen paired . , , . ^ , n , - • , 

.,, . i.- 1 1 • J i J- are implemented m a manner that reilects the visual 
with rigorous spatial analysis, new understandmgs ^ .^^ ,, „„„„ , , . C - 1 1 • J X J I, component of Hagerstrand s (1970) conceptual frame-01 previously unknown or misunderstood phenomena , . ° . „ ., , , ^^r, ̂  , . , - j c i - i j i . - J I J - work, using commercially-available GIS (geographic may be gained. Spatial data are widely used in re- . . ' . ° \ r rr̂ , . , , 

, J . , ,,. rr..- • r -i-j. i. J u iniormation system) soitware. This work suggests that 
search and commercial settings. ihis is tacilitated by , ^ •, . ^ . . r . 

, . ,, r J i r the use or this approach to representmg iniormation 
ongoing improvements in the periormance and cost oi , , . , , , . „ , ° 

, , J ri. J • • has value in real-world settings. We suggest that this 
Computer hardware and soitvvare, and an mcreasing , , . , , . , . r 

J.. r ,. , 1 1 1 • , approach has particular value in the representation oi 
acceptance ot information technology by society. . ^ . , , ., , . ^ 

interactions between mobile and stationary objects in 
However, while tool development has progressed, multiple levels of abstraction of time and space. This 

the greatest advances are to be made where a fu- work is one of the first projects to fuse Hagerstrand vi-
sion of technological and conceptual innovation occur. gual space-time concepts, advanced spatial analytical 
In the geographic domain, a clear conceptual innova- tools, and a contemporary real-world application. Fi-
tion occurred in 1970, when Torsten Hagerstrand in- nally, this work shows a methodological approach that 
troduced his space-time geography concepts (Hager- inay enhance spatial databases accessibility by users 
strand, 1970). This paper discusses the elegance and in both expert and non-expert domains. 
utility of Hagerstrand's framework, how it was appro-
priated, and also why its implementation was not as 
frequent as it might have been. 
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2 Time Geography - A 
Neglected Framework 

Torsten Hagerstrand (1970) is known in geography for 
research in spatial diffusion processes (Mark, 1997). 
His most lasting contribution to geography is known 
as 'time geography'. Associated with spatial diffusion 
processes, the space-time framework provides a con­
ceptual framework of space and time as (limiting) con-
straints on spatial interaction and accessibility (Miller, 
forthcoming; Mark, 1997; Hagerstrand, 1970). 

In 1970, Hagerstrand presented "space-time 
prisms", as a component of new time-geography 
conceptual frameworks . Lenntorp (1976), Parkes and 
Thrift (1980), Miller (1991), Chai and Wang (1997), 
Chrisman (1997) and Mark (1997) acknowledge its 
value as a means to conceptualize space and time. 
While the framework had great potential, actual 
implementations were infrequent (Miller, 1991). By 
1998, they numbered less than ten. Of those ten, 
the majority aim to develop methodological tools 
to predict spatial diffusion ba^ed on alternative 
constraint models. Insufficient work has been done 
on the descriptive visualization of spatial data in the 
context of space-time representation. 

3 Purpose and Function of the 
Space-Time Framework 

Hagerstrand's (1970) approach joins space and time 
in a reference system for phenomena.: "...we need to 
understand better what it means for a location [or in­
dividual] to have not only space coordinates but also 
time coordinates." (Hagerstrand, 1970: p.9-10). A 
more recent articulation of space and time (based on 
time-geography), is: "Time and space act as contain-
ers of the material world; thus space and time are ex-
ternal or absolute." (Chrisman, 1997). Hagerstrand's 
framework has a highly visual conceptual design. Ge-
ographic space is coUapsed into a two-dimensional 
plane, and the vertical (z) dimension represents time 
(increasing with height). It is in this setting that he 
proposed the representation of interacting life histories 
of individuals (Mark, 1997). 

Hagerstrand's framework (1970) proposed the rep­
resentation of 'paths' of mobile objects through space 
and time (see Figure 1 (i)). Focusing on spatial dif­
fusion models, he extends this to 'space-time prisms', 
where a space-time volume bounds the maximum ex-
tent of ali space-time paths of an individual based on 
space, time and accessibility constraints (Figure 1 (ii)). 

The space-time 'prism' is acknowledged as a cen­
tral idea in time geography (Mark, 1997). Space-time 
prisms have been applied in spatial diffusion, trans-
portation, and planning settings (Miller, 1999; Kwan 

1998; Kwan and Hong, 1998; Miller, 1991; Lenntorp, 
1978). 

Its use of space-time prisms is most beneficial in pre-
dicting individuals' behavior and potential for move­
ment in space, in the face of constraining factors. The 
research presented here focuses on space-time trajec-
tory visualization as a mechanism by which the space-
time interaction of individuals in a real-world geo-
graphic space may be described. 

The adoption of Hagerstraiid's framework has been 
infrequent in the literature. Although much of the 
work done has great utility to measure, calculate, and 
predict individual movement based on constraining 
factors in an environment, examples are needed to 
demonstrate the value and utility of space-time rep­
resentation for the communication of complex spatial 
data in applied settings. While the framework was 
acknovvledged as both powerful and elegant (Miller, 
1999), a challenging duality also surrounded the frame-
work. Allen Pred (1977) articulated this concern, 
while addressing the time-geography concept as a 
whole: "...the tiTne-geography frametvork is at the 
same time disarmingly simple in composition and am-
bitious in design." (Pred, 1977). 

At the time of their introduction, space-time repre-
sentations, while innovative and elegant, represented 
a major challenge to implement. The framework was 
highly visual and was commonly depicted as a per-
spective (or "2.5-D") sketch as shown by Figure 2, 
above. Perspective representations give the impression 
of three dimensions, by projecting three dimensions 
onto two. So, the space-time illustrations of Lenntorp 
(1978), Parkes and Thrift (1980), and Chrisman (1997) 
(see Figure 2) are 2.5-D representations. This is prob-
lematic. 

While the concept developed by Hagerstrand is use-
ful, depiction of space-time trajectories has typically 
been presented as a perspective sketch (Chrisman, 
1997). While skilled artists may be able to give per­
spective (2.5-D) views, this approach makes some sig-
nificant assumptions about the audience's ability to 
extract meaning from the diagram. These assump­
tions might include user experience with technology, 
Information representation, or perhaps perceptual dif-
ferences. In the version found in Chrisman (1997: 7, 
displayed in Figure 2 in this paper), where is the route 
taken by the woman on the bicycle with the child? 
Which objects move along vvhich vectors? How do 
the movement vectors relate to possible routes in the 
road network shown. It is simply not clear or easy 
to determine this. An inherent Umitation of 3D-to-2D 
projections is that Information will invariably be lost. 
This difficulty must be resolved in order for the full 
utility of space-time representation to be seen. 

Space-time implementations using Hagerstrand's 
(1970) space-time conceptual framework have been in-
frequent in the literature. This appears to be largely 
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Figure 1: Principle space-time trajectory (i) and prism (ii) concepts, and application of trajectories to collocation 
(iii). Note: i and ii redrawn based on Miller (1991, p.290). 

due to technical and technological difficulties in op-
erationalizing the framework in a form that truly re-
flects the source concept (Mark, 1997; Pred, 1977). 
The examples that do exist in the literature (Miller, 
1999; Miller, 1991; Lenntorp, 1976; Lenntorp, 1978; 
Kwan, 1998; Kwan and Hong, 1998) appear to focus 
on predictive, calculative modeling applications in the 
research domain (versus applied real-world settings). 

Our response to this challenge is to produce manip-
ulable dynamic 3D space-time visual representations. 
Three-dimensional representation is not an adequate 
response on its own. For to respond only with static 
3-D would be to effectively produce the same end prod-
uct but with a different generative procedure. To fully 
employ the power of Hagerstrand's conceptual frame-
work, we employed 3-D representation tools in which 
the user can move around and visually query the ob-
jects in view. This is especially useful to examine ob-
jects that appear to fioat or are difficult to locate in 
space-time (such as the bicycle in Figure 2). 

4 Čase Study: A Recent 
Implementation based on 
Hagerstrand 

Objectives. This research focuses on visualizing the 
space-time paths of workers and their exposure to ra-
diological waste at Hanford Reservation, using the vi­
sual component of Hagerstrand's conceptual frame-
work (Hagerstrand, 1970). The practical application 
of this is to allow a diverse stakeholder audience to 
understand the vulnerability of workers as they move 

about a site during spent nuclear fuel cleanup and 
relocation activities. The primary target user group 
of these visualizations are human resource managers 
(those who plan the roles, tasks and movements of 
workers in the cleanup process at Hanford). 

Substantive challenge: Visualizing worker ex-
posure to hazardous material The Hanford Nu­
clear Weapons Production Facility (known as the 
'Hanford Site') is a former nuclear weapons man-
ufacturing facility that occupies approximately 560 
square miles in south-central Washington State, in 
the Northwest of the United States. Prom 1943-
1989 Hanford produced weapons grade plutonium 
for nuclear weapons. In 1989, with the end of 
the Cold War, the mission of Hanford was dra-
matically changed from plutonium production to 
Waste Management (safe disposition of residual ra-
dioactive materials) and Environmental Restoration 
(clean-up of the contaminated areas on the site) 
(http://www.hanford.gov/top/welcome.html, 1998). 

The cleanup effort at Hanford is a highly complex 
human and environmental resources management sys-
tem. By definition the project necessitates the produc­
tion and dissemination of complex interrelated spatial 
and temporal Information to range of end-users. 

This work focuses on the lOOK area which is located 
close to the Columbia River (see center of, Figure 3). 
Preparations are underway to move spent nuclear fuel 
rods from the lOOK to the 200 East site, to reduce 
risks of environmental contamination due to the en-
croaching water table close to the Columbia River. A 
key element of planning, strategy and evaluation for 
the lOOK to 200 East project is to determine expected 

http://www.hanford.gov/top/welcome.html
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CAHADA. 

Waslmgtoii State 

Figure 3: Map showing location within Washington State, map of the Hanford Reservation (center), and its 
representation in a 3D GIS (right). 

radiological exposure for workers at aH stages and lo-
cations of the spent nuclear fuel relocation process. 

The location and character of radiological hazards 
at Hanford is information which must be accessible to 
a range of end users, or 'stakeholders'. Stakeholders 
include (but are not limited to) research scientists, de-
cision and policy makers, and interested and affected 
public groups alike. There is a distinct need to move 
towards a situation in which information from data 
may be presented to audiences in a vaxiety of set-
tings. Such settings might include round-table 'open-
ness' meetings of technical specialists, interested and 
affected parties, decision and policy makers. Alterna-
tively, information may be disseminated within each 
of these primary stakeholder types. 

A fundamental concern at Hanford is communica-
tion of information. As a result, information architec-
ture that facilitates the efficient transmission of infor­
mation within and between groups is a major inter-
est. This is particularly critical at Hanford, as a very 
diverse range of stakeholder groups (including govern-
ment, research and public interest groups) ušes infor­
mation. This work focuses on a particular čase study 
at Hanford (worker paths) to demonstrate the value of 
operationalizing Hagerstrand's space-time representa­
tion. This has significant potential to foster seman-
tic consistency in and across diverse information user 
groups. 

Conceptual Basis. Employing Hagerstrand's 
(1970) space-time path concept, we can visualize the 
space-time trajectories of workers, groups and spatial 
entities (objects that have a spatially-located compo-

nent, including people, buildings, Spent Nuclear Fuel 
handling rooms). More significantly, we may analyze 
the space-time intersections of people and radiological 
hazards. 

The space-time path (or trajectory) approach is par-
ticularly significant for the Hanford čase study. By 
being able to co-locate the space-time paths of work-
ers and the spatial entities they interact with, we may 
quickly understand and communicate the character of 
their exposure at locations with known radiological 
doses. The cumulative radiation dose received by an 
individual is determined primarily by location relative 
to source, and duration of exposure. Using space-time 
trajectories, we may represent data and information 
in a way that makes their space-time relationship ex-
plicit. This allows us to express often difficult to access 
data in a form that requires less 'unpacking' (such as 
how data from a specific table relate to a management 
report of worker behavior). The data for worker expo-
sure to radiological hazards have not to our knovvledge 
been brought together in this manner previously. By 
identifying the trajectory segment that represents a 
given individual's co-location with a known hazardous 
source, we may quickly see the spatio-temporal inter-
section of the two (see Figure 4, below). 

5 Data and Tools 
Data were acquired from a variety of sources in order 
to develop the 3D GIS representation of the Hanford 
Reservation, the Department of Energy buildings, the 
radiological exposures associated with specific build-
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Figure 4: Applying Space-Time Trajectory Concept to Radiological Hazard Exposure. 

ings, and finally the prescribed route of a generalized 
worker. 

Bechtel Hanford Inc, the Hanford site contractor 
for Environmental Restoration (remediation/cleanup 
of contaminated areas), maintains the Hanford Ge-
ographic Information System (HGIS) and has made 
it available to the public through their internet site. 
Also, the Hanford Remedial Action Environmental Im-
pact Statement, available on CD-ROM, represents the 
best publicly available characterizations of Hanford's 
environmental conditions. We also obtained the Radi­
ation Exposure System, which contains historical ra­
diation dosimetry data for over 150,000 people who 
have worked at the Hanford site. Several text-based 
reports were also used to develop the worker trajec-
tory and the databases that corroborated it. They 
include the Spent Nuclear Fuels Operational Staffing 
Plan, The Spent Nuclear Fuels/Idaho National Envi­
ronmental Engineering Laboratory Environmental Im-
pact Statement, The Waste Inventory Data System, 
and the Columbia River Comprehensive Impact As-
sessment (see Data Sources at the end of this doc-
ument). The tools employed for this research in-
cluded a single SOOMhz Pentium class desktop com-
puter equipped with 64MB RAM. The software used 
was Environmental Research Systems, Inc.'s ArcView 

GlS(tm) version 3.1, plus the software extension Ar-
cView GlS(tm) 3D Analyst(tm). 

6 Method 

The visualization of a space-time trajectory for work-
ers in the lOOK area at Hanford was developed from a 
model day "scenario" for workers handling spent nu­
clear fuel in the 105KE building. This scenario was de­
veloped based on interviews with members of the Con-
sortium for Risk Evaluation with Stakeholder Partici-
pation (CRESP) personnel based at Richland , Wash-
ington, and integrated with an existing set of GIS data 
using ArcView GIS( 3.1. 

Each worker 'behavior' (such as "walk from A to 
B along route X") was associated with line and/or 
polygon features from existing data in ArcView GIS( 
shapefiles. This was done in order to preserve the 
shape and orientation of transportation routes espe-
cially (so that the space-time trajectory did not end 
up being straight-line vectors between floating z-value 
points). A time index for a given behavior (such as 
moving an object from location A to location B) was 
added to this data. 

Due primarily to the fact that the ArcView GIS( 
extension 3D Analyst( is relatively new and that 
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tatxt.xAiim\. 

Figure 2: Illustration in Chrisman (1996) provid-
ing a conceptualization of space-time trajectories. 
Note: this diagram was redrawn from Parkes and 
Thrift (1980), which itself was based on Lenntorp 
(1978).Courtesy of John Wiley & Sons. 

this research approach adopts a speciahzed concep-
tual framework, implementing the space-time trajec-
tory visualization using this package required creativ-
ity to sidestep the package's Hmitations. A distinct 
challenge was the vertical sections of the space-time 
vector. One possibiHty in 3D Analyst( was to create 
a surface from data, bring it into a project view as a 
theme, then to drape a vector theme over the surface 
as a 3D shapefile. Making the surface transparent (in-
visible) would result in the illusion of the remaining 
vector hovering above the x, y geographic plane. This 
approach is problematic. 

The main problem has to do with a worker using the 
same x, y route at different times (z-values) during the 
course of the period represented. While a worker route 
that never crosses an earlier segment can be repre­
sented using the surface-draping technique described 
earlier, it is very difRcult to implement this for in-
stances where the same routes are used at different 
times. Using the procedure just described, problems 
are quickly encountered when one surface is superim-
posed on another. 

The solution to these implementation problems was 
to decompose the task duration Information (from the 

CRESP interviews) into minute-by-minute elements. 
For each time step, a z-value was associated. This al-
lowed the derivation of individual vector segments for 
each minute spent by vvorkers in that location. The re­
sult was the ability to 'stack' vector segments on top 
of each other, according to the space-time already de­
ri ved in the *.dbf file. The theme table for the result-
ing shapefile ended up having over 600 records, each 
corresponding to one minute of time in a worker's day. 
In this section, the visualization products produced 
in ArcView GIS( 3D Analyst( are presented in a log-
ical sequence that reflects the movement of workers 
through time and space according to the data gath-
ered from CRESP personnel interviews. 

7 Results of Implementation 
The result of our work is the visualization of a gener-
alized 'worker' trajectory based on prescriptive guide-
lines laid down by management at Hanford. The tra-
jectory exists in a full-color 3D GIS environment that 
may be dynamically explored by the movement of the 
user using ArcView GlS(tm) 3D Analyst(tm). The re-
productions presented here are illustrative, and read-
ers are encouraged to contact the primary author for 
color imagery and demonstrations of the dynamic en­
vironment. 

The appearance of the worker trajectory in the 
space-time visualizations shown must be explained. 
Reconstruction and representation of the physical 
landscape and the structures on it (such as buildings) 
at Hanford is straightforward from the sources already 
mentioned in the Data and Tools section. Data on 
the space-time behavior of specific worker roles is far 
harder to come by. There is no formal data produced 
to track worker behavior in Hanford project tasks. As 
a result, the worker trajectory seen in the čase study 
shown had to be constructed from Information given 
by Hanford personnel management, during interviews 
via email. This Information was limited in that it 
gave no indication of rates of movement. The Infor­
mation only indicated locations and route segments 
within which a worker would be during a given stage 
of a shift. The appearance of the trajectory - that of 
vertically 'extruded' trajectory segments - results from 
temporal aggregation inherent in the Information ex-
tracted from personnel manager interviews. 

On the right side of Figure 3, we see an oblique-
angle view of the Hanford Reservation. This image 
was produced to provide readers with a modest intro-
duction to the appearance of objects in 3D Analyst(. 
This view demonstrates the ability to fairly realisti-
cally represent the 'lay of the land' at Hanford, using 
an elevation model over which objects are draped and 
encoded. 

Figure 5 (above) presents the main section of the 
space-time trajectory. The time is the vertical (z) axis. 
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Figure 5: Worker Space-Time trajectory entering lOOK area at Hanford. 

The additional white arrows indicate the space-time 
'flow' of the worker trajectory. There are some inter-
esting features to note here: 

— One can see the difFerence in time taken (verti-
cal dimension of trajectory segment) to get from 
the Hanford entrance (ofl image, to the right) to 
the entrance of the lOOK area (Figure 5, item i), 
compared with the time taken to get from the 
lOOK entrance to the parking area (Figure 5, item 
ii). This is a good illustration of the logic struc-
ture operating in our implementation of Hager-
stand's visual components using Hanford man-
agement infrastructure-based worker Information. 
We were provided only a generahzed account of 

: worker movements around the lOOK area. As a 
result of this, it was only possible to represent this 
in terms of time spent by a worker in a given route 
segment or building based on typical time taken to 
complete the entire task at/in that location. This 
explains the abrupt transitions between adjacent 
space-time trajectory segments. 

— Along the left edge of the image, we see the main 
portions of a worker's day. From the parking lot 
(the right-hand green area), the workers follow 
the magenta surface route to the 105KE building, 
via ofRces and dressing area. The thick trajectory 
segment that joins with the bottom of the vertical 

space-time trajectory structure reflects this latter 
transition. In this vertical segment of the trajec-
tory, we see the workers' first main shift of the 
day represented by the first segment of the tra-
jectory (a 3-hour shift, item iii in Fig. E). The 
slight displacement to the right, half-way up the 
vertical stretch (item iv, Fig. E), indicates work-
ers dressing down, going to lunch, and dressing 
up again ready for the afternoon shift (2 hours 
and 20 minutes). Note the stability of location 
in space during the main shifts of the day. Next, 
workers are debriefed and make their way to the 
parking lot and then to the entrance of lOOK. 

Figure 6 (above) completesthe day's space-timetra-
jectory for a worker, joining the lOOK area with the 
Hanford entrance along the previously traveled route. 
Note the spatial (x, y, z) relationship between the en-
try space-time trajectory segment (lower) and the de-
parture space-time trajectory segment (upper). This 
illustrates the problem of using the same path in space 
in two or more different time periods discussed earUer. 
Up until this point, we have shown the construction 
of the workers' space-time trajectory. The images in 
figures E and F begin to demonstrate the power of 
adopting the space-time representation in identifying 
the spatio-temporal relationship between workers and 
potential exposure to hazardous material. 
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Figure 6; Complete Space-Time Trajectory for one worker). 

The fifth image (Figure 7, above left) shows the ad-
dition of the space-time trajectory of the 105KE build-
ing, where workers spent most of their working day. 
Notice that the worker trajectory remains vvithin the 
105KE trajectory volume for a lengthy period. This 
represents the workers' vulnerabiUty to hazard expo-
sure for this duration. 

The next image (Figure 8, above right) does not rep-
resent the trajectory of 105KE (though it is stili there). 
The green volume represents the space-time trajectory 
of the spent nuclear fuel handling room vvithin the 
105KE building. However, notice that examination of 
the intersection of the worker trajectory and the han­
dling room trajectory reveals that more of the worker 
time is spent in the handling room than is spent in the 
105KE building alone. We know that worker vulner-
ability to hazard exposure is greater in this area than 
in the generai 105KE building. This visualization ap-
proach is useful to express this difference. Combin-
ing radiological dose for this particular building and 
area with space-time Information allows us to observe 
space-time intersections of workers with areas of dif-
ferent radiological exposure within the same building. 
This can be seen in Figure 9 (above). The space-time 

trajectory of workers passes through the 105KE build­
ing, but while inside, it also passes through the spent 
nuclear fuel handling room. This is a highly significant 
application for determining cumulative worker expo-
sure, and understanding the space-time composition 
of that exposure. Finally, Figure 10 (above) visualiza­
tion work provides a sense of the relative proportions 
of the space-time trajectory for workers at the lOOK 
area with respect to the larger Hanford landscape. 

8 Discussion 

Visualization in 3D GIS The images shown in 
this paper do not do justice to the real environment 
in which this space-time visualization has been con-
ducted. Using the mouse, a user may freely navigate 
through ali environments shown in these images, view-
ing them from any angle. We suspect that the ability 
to manipulate rotation about three axes is more pow-
erful for Information exchange than previous static, 
perspective, non-3D space-time depictions. The abil-
ity to interactively switch themes (essentially objects) 
in the view on and off allows focused subsets of data to 
be viewed and minimizes occlusion difEculties. This is 
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Figure 7: Addition of Space-Time trajectory of 105KE building and resulting intersection with worker Space-
Time trajectory. 

often encountered when information is presented us-
ing three dimensions, and clearly a problem for earlier 
2.5-D representations. 

Evaluating Utility: Initial Responses There is 
great value in presenting the spatio-temporal relation-
ship between worker movement and hazardous mate­
rial location and extent as we have done here. Once the 
basic 'rules' are explained (e.g., that the z-dimension 
is time), users may determine the intersection of ob-
jects. Early findings suggest that users become rapidly 
engaged by these representations. This is obviously 
something that should be empirically tested in a more 
thorough study of user interactions with this tool. Our 
working 3D GIS visualization was formally presented 
to research and management personnel from Hanford, 
primarily from the Consortium for Risk Evaluation 
with Stakeholder Participation (for more information, 
see http://www.cresp.org). Initial feedback was pos-
itive, and points to the value of such visuahzations 
for technical specialists (e.g., scientists) and decision 
and policy makers. These responses indicate that in 
a more developed state, these visuahzations would aid 
decision-making, policy analysis, and human resource 
and safety management at Hanford. The greatest un-
known at this point seems to be the value to general 
public stakeholders. These unknowns include the abil-
ity to engage stakeholders with space-time data with-
out ahenating them as a result of the technology used. 

or the conceptual frameworks underpinning the repre­
sentations. 

CoUaborative Applications Analyses using 
space-time geography are useful in the Hanford con-
text for several reasons. They could provide a bet-
ter way to build shared understanding among groups 
discussing occupational health vulnerabilities on site. 
Our approach provides a different way to introduce 
complex issues to those unfamiliar with the problems 
and circumstances at Hanford. This approach could be 
used for capturing and tracking cumulative exposures 
to radiation for individuals. The apparent potential 
for this approach to be extended to networks of work-
ers, additional hazardous materials, and different oc­
cupational risk data, is great, as shown in the future 
directions discussion. Using 3D GIS allows powerful 
expression of the time dimension, it helps keep track 
of project status and progress, and it can combine indi-
vidual trajectories to aggregated expressions of risk or 
vulnerability. Real-world settings that strive to attain 
ideal semantic consistency conditions in collaborative 
settings may find this conceptual framework an invalu-
able tool to illustrate and make accessible important 
environmental characterization and remediation infor­
mation in pubHc forums. 

Data Considerations, Aggregation, and Mis-
interpretation Our visualization development was 
tailored to less-than-ideal data. While we were able 

http://www.cresp.org
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Figure 8: Spent Nuclear Fuel (SNF) Handling Room. 

to represent the worker data we were provided, this 
involved significant temporal aggregation.. This raises 
questions about how 'better' (less aggregated) data 
would look, and impact users' spatial reasoning pro-
cesses. It is suspected that above a certain temporal 
resolution, the resulting space-time trajectories may 
become challenging to interpret. With more detail, 
one might anticipate finer, smoother characteristics of 
the trajectory. While this would be beneficial in terms 
of precision, information such as rates of motion might 
cause difficulties in the interpretation of these visual-
izations. DifFerent rates of motion might give an inac-
curate impression of what is going, when viewed by the 
user. There is significant risk of misinterpretation of 
rate-of-motion slopes in the trajectory for route curva-
ture.. The trajectory suspended in the time (z) dimen-
sion above the fiat landscape might confuse users in 
mentally referencing different trajectory segments to 
the on-the-ground roads and pathways. Curved roads 
and pathways might compound this problem stili fur-
ther. Curved trajectories are likely to be more difficult 
for users to detect and reference to space-time met-
rics. There certainly appears to be a tradeofF to be 
made between revealing more information with linear 
trajectory segments instead of aggregated ones, versus 
misinterpretation of linear trajectory segments due to 
illusions caused by different rate-of-motion slopes and 
viewing angles. 

Another opportunity for misinterpretation might 
arise from the use of conventional cues in unfamiliar 
ways. This is an observation that has been made in 
the cartographic literature (MacEachren, 1995). An 
example in the space-time visualizations discussed so 
far, might be the 'extruded' space time paths of build-
ing footprints being mistaken as volumetric buildings 
themselves. This issue could be addressed in the next 
stage of development, by developing a basic visual cod-
ing system for possible objects in a given 3D visual-
ization. 

Use of 3D GIS The implementation described in 
this work coUapses the elevation dimension of the real-
world landscape into a flat two-dimensional plane. A 
common use of 3D GIS is the representation of to-
pography using some geometric model. This raises a 
challenging question for the space-time visualization 
presented here: Is it possible to represent both eleva­
tion and time simultaneously in the same z-dimension? 
We suspect that landscapes with large variations in el­
evation will complicate the process of efficiently repre-
senting time on the z-axis, while landscapes with min-
imal variations in elevation (such as the Bonneville 
Salt Flats in Utah, USA), would have neghgible im­
pact on the space-time trajectory. Bear in mind how-
ever, that 'large' and ' minimal' variations would be 
defined by the investigator and would depend upon 
the specific čase. The general idea however, would be 
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Figure 9: Space-time trajectory of the spent nuclear fuel. 

that the start time would coincide with the maximum 
landscape elevation for that spatial location. Ali time 
dimensions would be added to that z-value. 

Our čase study at Hanford dealt with buildings. 
Fortunately for us, the buildings were single-level. 
What if they had multiple levels where a worker could 
move through? How would that situation be dealt 
with? This is particularly problematic to represent us-
ing the strategy we have proposed so far. The use of el-
evators or stairs (especially descending) would greatly 
complicate the meaning of the trajectory. At this time, 
there is no easy solution to this challenge. Perhaps in-
stead, this is a situation whose characteristics are in-
compatible with the space-time trajectory strategy we 
use. This situation may help us identify the bound-
aries of an 'ideal' or appropriate operating resolution 
of Information for workers. This might be a situation 
where an alternative representation strategy is used. 

3D GIS and not VRML A natural question arises 
from this work: why 3D GIS and not something like 
VRML as a tool to represent the space-time trajec-
tories of data at Hanford? VRML could comfort-
ably deal with the geometric challenge posed by the 
same spatial path being used in multiple time peri-
ods. However, it was our intention from the beginning 
to maintain as much accessibility to the underpinning 
GIS data. VRML has distinct advantages over Ar-
cView GlS(tm) 3D Analyst(tm) in terms of ability to 
manipulate 3D geometric models. Although 3D Ana-
lyst(tm) is equipped with a VRML conversion macro, 
being a new extension it is not fully reliable in trans-
forming input data into VRML worlds yet. This was 
unacceptable. The next stage of development would 
most likely take plače in a VRML world, with custom-
built metrics and interfaces to ensure representative 

transformation of GIS data into manipulable geomet­
ric models. 

9 Conclusions 
This research has proposed space-time visualizations 
as a powerful tool for facilitating user access to com-
plex spatial databases. This approach has potential 
in complex settings. We have provided an example 
of this in our Hanford čase study, where it allows us 
to clearly represent the intersections of humans and 
hazards in space-time. This is a fundamental aspect 
of radiological exposure, and a valuable application of 
these techniques to a real-world. The research under-
taken here shows a robust methodology with a sound 
conceptual basis, implemented using readily available 
software. 

This research is one of few projects to fuse Hager-
strand's visual space-time components, advanced spa­
tial analytical tools and a contemporary real-world ap­
plication. It may be considered a stepping stone to a 
larger integrated undertaking to visualize the space-
time trajectories of spatial entities (as suggested in 
Figure 12). 

We have presented a methodological approach that 
may make spatial databases more accessible visually 
and conceptually to wider user audience, where fos-
tering fairness and communication between groups is 
a fundamental requirement for democratic progress to 
occur. This visualization has already been enthusias-
tically received by task group members of the Con-
sortium for Risk Evaluation with Stakeholder Partic-
ipation. The logical next step is to perform formal 
subject testing of this representation approach and to 
compare its performance as an Information tool with 
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existing representation approaches, before moving to 
the next stage of development. 

In the next stage of development, several findings of 
this work will be appHed. Firstly, 3D implementation 
of the visual components of Hagerstrand's space tirne 
framework appear to have great potential as a founda-
tion for Information tools used in complex human and 
resources management systems. Secondly, landscapes 
simplified to flat planeš are likely to interfere least 
with the conceptual basis of space-time visualization 
where the z-dimension is time. Another consideration 
is that perhaps the space-time visualization strategy 
presented in this paper is unsuitable for multi-story 
structures through which trajectories pass. Careful 
consideration must be given before this specific situa-
tion is integrated into the existing approach. Fourthly, 
the next stage of development should attempt to inte-
grate GIS and geometry-based visualization environ-
ments other than the standard ArcView GlS(tm) 3D 
Analyst(tm) environment. This environment inhibits 
user interaction and exploration in several ways, many 
of which are linked to the navigation through and ma-
nipulation of 3D space. The authors believe that devel­
opment in this direction may produce tools and tech-
niques that most efHciently maintain the conceptual 
underpinnings of the research strategy, vvhile providing 
appropriate Information tools to the real-world čase 
study situation. 

One final consideration, is that this approach to rep-
resenting landscapes, individuals, hazards and struc­
tures in space-time requires fairly specific data. While 
it is possible to think of this as a constraint, we choose 
to consider it a tool that may facilitate the integration 
of formerly isolated data into an Information system 
from which many will benefit. 

abilities than others, based on exposure/proximity to 
waste, duration of shifts in specific locations, and so 
forth. 

Users of the tool would be able to define the desired 
Information to be shown, using specific databases, 
variables and models. The tool would have several 
modes of operation (such as different scales at which 
to view and interact with trajectories and data), also 
allowing the user to focus on subsets of the Hanford 
site (in the same way this research has), simply by se-
lecting the appropriate icon. This is conceptualized in 
the 'exploded' views projecting from the main body of 
Figure 12. 

Essentially the tool would become a mechanism by 
which ali parties involved at Hanford might gain ac-
cess to relevant spatial databases. It would be possible 
to view the site at one of several levels of abstrac-
tion, defined by the user. Ultimately, we are aiming 
for technological transparency - where diverse stake-
holder groups (as at Hanford) - view data, and un-
derstand it in the same way as any other user. This 
is an issue that requires extensive empirical testing 
in future work. The development of techniques and 
methodologies such as the one presented here are nec-
essary if we wish to facilitate eventual semantic consis-
tency in and across collaborative groups. The question 
remains however, whether we will able to determine 
this through empirical testing. Equally important is 
whether this particular technology (desktop 3D GIS) 
is capable of presenting Information in ways that al-
low people to develop semantically consistent mental 
models of the world. 
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11 Data Sources 

Columbia River Comprehensive Impact Assessment 
(CRCIA) is a study to assess the effects of Hanford-
derived materials and contaminants on the Columbia 
River environment and to evaluate the potential risk 
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Figure 11: An Integrated Space-Time Tool, capable of handling multi-scale data, and user-defined data visual-
ization. 

to the environment and human health. The report di-
vides the area into specific river segments looking at 
contaminants and receptors and includes various spa-
tial files on the Hanford and the Columbia River. 

Hanford Geographic Information System (HGIS) 
provides detailed maps of the Hanford Site and main 
features, including buildings, roads, topography, geol-
ogy, wells, rivers, and so forth. It is currently available 
at the Bechtel Hanford web site. 

Hanford Remedial Action Environmental Im-
pact Statement and Comprehensive Land Use Plan 
(HRAEIS) is a report by Department of Energy to 
establish future land-use objectives for the Hanford 
Site. The scope of this HRAEIS includes RCRA 
and CERCLA-regulated waste sites in the Columbia 
River, Reactors on the River, Central Plateau, and 
ali other geographic areas of the Hanford Site. The 
report includes spatial files for various waste and land 
use topics such as air emissions, areas, chemicals, 
elevations, rivers, roads, water, etc. 

Radiological Exposure System (REK) maintains and 
reports individual Hanford worker, subcontractor and 
visitor radiological records since 1944- REX contains 
intemal dosimetry and limited demographic informa-
tion. A total of 150,000+ records currently exist on 
this database tuhich is held by Battelle Pacific North-
west National Laboratory. 
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The goai oi this paper is to give some elements in order to design a database dedicated to auditory 
information-in cities. Auditory inforniation is much more larger than trafRc noise, because its 
includes ali aspects of sounds which can be found in a city soundscape. Sounds levels can be 
modeled as a continuous spatio-temporal phenomenon, by means of the field-oriented approach 
which is very relevant for this kind of database. Indeed its allows the user to see really sounds 
as continuous phenomena when querying even if they come from samples captured in the city. In 
this paper, after having introduced the special semantics of auditory information, we wiU overall 
present the field-oriented approach and its characteristics. Finally, we will give some indications 
about the continuous indexing of such data in order to accelerate the queries. 

1 IntroductlOn ing action plans along motorways. Bearing those con-
siderations into account, it looks very interesting to 

Sounds are very important in our daily life with a develop a system for knowing objectively soundscape 
twofold attitude for any citizen. In one hand, when in order to act where and when necessary (KRYGIER 
music, sounds are considered as enhancing the quality 1994, SERVIGNE 1998). The FVench National Insti-
of life, but in the other hand, traffic noise deteriorates tute of Urban Engineering (INGU) has commissioned 
the quality of life. Due to those contradictory char- us to design an auditory information system in order: 
acteristics, the new concept of soundscape tries to 
combine both positive and negative aspects of the au- - to better know soundscape, everywhere in a city; 
ditory environment. Presently, and more and more in e.g. to have information everywhere in order 
the future, any urban planning activities try and must to perform comparisons, to detect very noisy 
try to diminish noise levels everywhere in the cities precincts, and to propose priorities to the city 
and perhaps outside, for instance at the vicinity of council; 
airports. 

Sounds are not only a physical phenomenon, but 
several psychological and physiological aspects must 
be taken into account when considering soundcapes. _ ^^ estimate or simulate sounds impacts, especially 
For instance any local government, and practically f ĵ. ^^^ urban developments. 
everywhere in the world, receives daily several com­
plaints regarding noise, but with a very biased distri- In order to perform these tasks, measures were made 
bution such as along very noisy motorways, no people along the city. Several sound recordist teams were sent 
complaint. In contrast, in very quiet residential zones, throughout the city to measure not only sounds levels, 
people send regularly complaints regarding any kind but also to tape-record the acoustic signals, typically 
of noise. So, if a city major wants to construct his/her during one to two minutes. Conceptually, those mea-
noise reduction policy only on complaints, he/she will sures will be considered as samples of a continuous 
primarily act on very quiet precincts instead of carry- phenomenon, taken randomly across space and time 

to propose a system for visualizing auditory infor­
mation, perhaps with animated cartography; 

mailto:lik@spatios.cs.pusan.ac.kr


170 Informatica 23 (1999) 169-185 R. Laurini et al. 

as illustrated in Figure 1. But, in this paper, only 
sounds le vel values will be considered. 

Figure 1: Example of visualisation of auditory infor-
mation. (a) Using bubbles to locate mhere the measures 
were made. (h) Location of the tape recorded auditory 
signals. 

One of the difRculties when designing such a Com­
puter system is that sounds constitute a continuous 
physical phenomenon. Usually Information syst6ms, 
and especially geographic Information systems store 
entities representing land features. And the object-
oriented model is an interesting tool for modeling ge­
ographic features. Mathematically speaking, sounds 
can be modeled by mathematical fields, which is an 
interesting way of modeling continuous Information 
(COUCLELIS 1992, KEMP 1993). 

More and more geographic phenomena are consid­
ered and modeled as spatio-temporal continuous fields. 
Look for instance at the modeling of temperature: it 
is easy to see that temperature cannot be modeled as 
an object, but as a field more precisely a scalar field, 
whereas winds are modeled as vector fields. One of 
the problems in field database is indexing. Whereas 
conventional indexing techmques were developed for 
discrete data, the appUcation implies to design tech-
niques for indexing continuous data, i.e., functions or 
more exactly spatio-temporal functions, and let us call 
it continuous indexing. 

The goal of this paper will be to present an urban 
database especially devoted to store and query urban 
auditory Information based on the field-oriented ap-
proach. The paper is organized as follows. After this 
short introduction, we will define the field-oriented ap-
proach, especially by comparing it to the entity ap-
proach. Then we will give the key-elements for design­
ing a field-oriented database for sounds. And we will 
finish by some considerations regarding field indexing. 

2 Entity Modeling versus Field 
Modeling 

In our worlds, not ali objects are clearly defined. As 
H. Couclehs (COUCLELIS 1996) said " Is the ivorld 
ultimately made up of discrete, indivisible elementary 
particles, or is it a continuum with different proper-
ties at different locations ? This question, already de-
bated by the ancients Greeks, remains one of the ma­
jor unansweredproblems in the philosophy ofphysics". 
For us, a house, a car can be considered as elemen-
tary particles, or atomic objects; but a lake, a sea, 
a mountain can be divided in portions depending of 
the human activities. Later she continued "somehow 
boundaries are intrinsic to the notion of atom, whereas 
in the čase of extensive entities they are contingent. In 
other vjords, the notion of boundary a priori sits bet-
ter with the atom view of things (and vector GIS) than 
the plenum view (and raster GIS), tvhereas the real ge­
ographic world forces us to consider both discrete and 
eztensive entities". 

2.1 What's in a field? 
The term of field refers to the plenum, i.e. a spatial-
temporal continuum which is common in domains 
such as electricity (electric field), magnetism (electro-
magnetic field), physics (gravity filed) and so on. 
Mathematically speaking, a field is defined by func­
tions over space and time. See PARIENTE 1994, 
KEMP 1993-97, GORDILLO 1997. 

When the field is scalar, then we have / = F(x, y, z, 
t). In other words, a function is defined in any plače at 
any time. To illustrate the problem, let us speak about 
heat and thermal fields. At any plače, at any time, a 
temperature (scalar) exists and it is possible to find 
a function able to describe temperatures everywhere 
and every time. 

In geoprocessing, the concept of fields can be ele-
gantly used to model several features: 

— the first one is terrain. Indeed elevation z can be 
defined as a function of x and y, such as ^ = F(x, 
y); 

- some other attributes such as acidity or perme-
ability of soils, flows in hydrology, infiltration, 
population densities and so on. 

In neighboring domains, such as meteorology, fields 
are very commonly used, for instance for winds, pres-
sure, rain, humidity and so on. 

Figure 2 illustrates the general problem. In Fig­
ure 2a, starting from some sampling points, we can 
imagine the concept of a field as a continuous phe­
nomenon. Even so (2b), some sampled temperatures 
are not stored, by interpolating between previous In­
formation, an estimation can be given for any point 
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Figure 2: Temperature as a field. (a) Spatial distri-
hution of some temperature points. (h) What is the 
temperature of some villages, namely A and B? (c) 
Smooth representation of temperatures. 

located in the convex huU (See Preparata & Shamos 
1986). Finally, Figure 2c portrays a continuous field 
as shaded values. More generally, temperatures can be 
considered as a scalar field (Figure 3a), whereas wind 
as a vector field as given in Figure 3b. 

The field attributes can be issued from different do-
mains. We can generally distinguish: 

- nominal, which correspond to integer or real value 
on which any arithmetic operations can be done; 

- ordinal, for which an order of magnitude can be 
defined, for instance the gravity of risks. 

we will use the density instead of the average in order 
to generate the field. 

2.2 Field Properties 
Mathematically fields are defined by continuous func-
tions. It is possible to distinguish several types of 
fields, at 2D or at 3D, scalar or vectorial. For ex-
ample, a function h = f(x,y) represents a scalar 2D 
field. For instance, for a digital terrain, elevation is a 
scalar 2D field which can be written as 2 = f(x,y), and 
annual rain level can be written as r = f(x,y) and daily 
rain as r = f(x,y,t) where t corresponds to time. The 
wind is a vector 3D field with time, i.e. it needs three 
coordinates the represent the direction of the wind; it 
can be written as a vector such as wx = f(x,y,z,t), wy 
= f(x,y,z,t), wz = f(x,y,z,t). But if we want to work 
with the wind velocity, we need to differentiate those 
functions according to time. 

Dimension/ 
Type 

21) 

3D 

Scalar 

h. = f(x,y) 

h = f(x,y,z) 

Vector 

hx = f(x,y) 
hy = f(x,y) 
hz = f(x,y) 
hx = f(x,y,z) 
hy = f(x,y,z) 
hz = f(x,y,z) 

Table 1: Different kinds of fields 

Figure 3: Some examples of fields. (a) Scalar field. 
(b) Vector field. 

But in reality, a field is never totally a priori known 
by global acquisition. Generally, it can be measured in 
some points, or its average or integral can be measured 
in some zones. In this čase, one has to find a function 
incorporating the previous values. In Figure 4 is given 
an exainple illustrating a čase of temperatures (Figure 
4a) for which a function, or a sort of smoothing must 
be performed in order to estimate values anywhere. 
So, along a cross-section, the shape of this function 
can be depicted (Figure 4b). Similarly, instead of tem­
perature, a population field can be used. In this čase. 

In the sequel, to alleviate the text, we will speak 
about the coordinates of a field. By coordinates, we 
mean be either x,y or x,y and z, or even x,y,z and i, 
depending of the number of variables in the field. 

For the determination of a field, some elements are 
need: 

— to have a set of points together with their value. 
Starting from those values, the function can be 
defined contingent to have a mathematical model. 
In the absence of such a model, some conventional 
estimation procedures can be launched. 

— in some cases, not point values are known, but 
some zonal local densities or means: let us define 
them as statistical constraints. 

— in some cases, some local characteristics lead to a 
very strong modification of the field; for instance 
a cliff in a digital terrain model; those are called 
morphological constraints. 

Let us call seeds the sample points which are used 
to generate the field. And starting from those char­
acteristics, the field can be estimated. An interesting 
system was made by Pariente for estimating fields with 
statistical and morphological constraints based on a 
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(a) Average temperatures of some regions 

(b) Cross-section of temperature along the previous line 

Temperature 
^ Smooth representation 

of temperature 
Peak at 27 

Figure 4: Prom averaging to real values. (a) Some regions and their average temperatures. (b) Smooth temper­
ature along a cross-section. 
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neural network with a pyramid accelerator (PARI-
ENTE & LAURINI 1993, PARIENTE 1994b, PARI-
ENTE & SERVIGNE & LAURINI 1994). 

2.3 Constraints 
A Geographic Information System (LAURINI & 
THOMPSON 1992) should model reality as closely as 
possible. When attribute values have only been mea-
sured at a subset of ali grid points, the values at the re-
maining grid points need to be estimated as accurately 
as possible, at the same time preserving salient fea-
tures of the observed reality. The interpolation model 
must satisfy the user's needs, but must also respect 
morphological and mathematical constraints as well 
as Information arising from a statistical study of the 
environment: aH these constraints must be taken into 
account. The following section describes four main 
constraints. not ali of which are taken into account by 
existing interpolation methods. 

2.3.1 Morphological discontinuities 

The system must be able to take into account the pos­
sible discontinuities in the studied phenomenon (mod­
eled by means of a continuous field). A number of ge­
ographic objects can be considered as discontinuities, 
such as cliffs, roads, rivers, walls, geological fractures 
and political frontiers. These objects depend on the 
category of the phenomenon, and describe the rela-
tionships between geographic objects. If the boundary 
of a geographic entity corresponds to a discontinuity, 
it will be taken into account in the continuous field 
estimation process. The system must be able to take 
into account the possible discontinuities in the studied 
phenomenon (modeled by means of a continuous field). 
A number of geographic objects can be considered as 
discontinuities, such as cliffs, roads, rivers, walls, geo­
logical fractures and political frontiers. These objects 
depend on the category of the phenomenon, and de­
scribe the relationships between geographic objects. If 
the boundary of a geographic entity corresponds to a 
discontinuity, it will be taken into account in the con­
tinuous field estimation process. 

2.3.2 Continuity and differentiability 

The general trend of attribute values should be con­
tinuous, regular and differentiable (in order to avoid 
a crisp fracture in the values, unless it corresponds to 
a discontinuity discussed above). Values at sites that 
are close together in space are more likely to be sim-
ilar than others located further away, and to depend 
on each other from a statistical point of view (spatial 
autocorrelation). 

2.3.3 Preserving sample point attribute 
values 

The estimation method must return the exact value 
of a sample point, and not an estimated one. Thus 
exact interpolation methods (returning exact values) 
are preferred to approximate ones (yielding estimates). 
Some mathematical methods do not meet this con-
straint, overall cause preference is given to differentia-
bility rather than precision. It is important to preserve 
the original values of sample points because of possible 
problems of database integrity. 

2.3.4 Attribute values for points or zones 
(statistical constraints) 

Attribute values can be either the mean value of a 
zone (or the standard deviation), or can refer to the 
attribute value at one particular point. In the first 
čase (attribute of a zone) it is useful to include sta­
tistical constraints in the estimation process, allowing 
constraints to be specified using the standard devia­
tion, or regression parameters, or the mean value of 
a region. In this way, measurement errors can be re-
duced. 

This (by no means exhaustive) list of constraints for 
a satisfactory interpolation method has been presented 
in order to meet precise requirements. In general, clas-
sical interpolation methods meet only a small subset 
of these constraints, which is why new methods of esti­
mation are needed, together with a language including 
ali specifications to improve the quality of estimates. 
See PARIENTE 1994a for details. 

2.4 Field as an Abstract Data Type 
As previously explained, fields, or more exactly field 
values are a new sort of attributes for object. So the 
key-idea is to consider fields as an abstract data type, 
in which we must mention: 

- the nature of the field (temperature, altitude, hy-
grometry, sounds, etc) ; 

- the dimensions of the field where, e.g. a 2 or 3D, 
or 3D -I- time scalar field corresponds to spatial 
coordinates x, y and possibly z and t and one spa­
tial variable (attribute value) w. If the field is 
a vector field, the dimension is greater, and this 
field can be described as x, y, z, t, wi, W2, ••• , 
Wn where w\;w2, ... , Wn is the attribute vector 
of point X, y, z and t; 

- the list of intervals of definition for each spatial 
dimension; for example, for a scalar field, the di­
mensions can be defined as [-3.4975, -M28423.1] 
for X, and [5479.12, 10000] for y; so a sort a mul-
tidimensional bounding box will be defined; 
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- an interval of dates, corresponding to the valid-
ity of the different components of the field. Only 
components with a validity interval corresponding 
to that of the field will be taken into account (or 
with an infinite interval of validity); 

- a set of sample points; 

— a set of statistical constraints; 

— a set of discontinuities. 

Type FIELD 
Representation 

nature.ofJield : string, 
dimension : integer, 
interval-for.each-dimension : 

list of (Interval), 
intervaLof-validity : Interval, 
samples : set of (Sample-Point), 
statisticaLconstraints : 

set of (StatisticaLArea), 
morphologicaLconstraints : 

set of (Discontinuity) 
Methods 

Interpolation 

I n t e r v a l is an abstract data type corresponding to 
intervals of real numbers (such as [2.3, 78.23]; note that 
it is possible to specify an infinite interval by indicating 
an interval value R (set of real numbers) corresponding 
to ]-oo, +0O [. The class Sample_Point can described 
such as: 

Class Sample_Point inherit Point 
Representation 

PointJD : Point, 
attribute.vector : list of (real), 
validity-sample : Interval 

Each object of class Sample_Point possesses at-
tributes, such as: 

- the point coordinates {x, y and possibly z); 

- the vector of attribute values (temperature, alti-
tude, etc); if it is a scalar field, this vector will 
contain only one element. In the čase of a vec­
tor field, this vector will contain several attribute 
values according to the dimensions of the field; 

- the period of validity of sampling. 

The class S t a t i s t i ca l_Area : modeling statistical 
constraints (here, only on the mean value of a zone, 
but it can be extended to standard deviation): 

Class Štatistical-Area 
inherit Geographic_Area 

Representation 
Geographic-areaJD : 

Geographic_A.rea, 
mean.of-the.geographicArea : 

real, 
validity-Stat : Interval 

The attributes correspond to: 

- the name of the geographic area concerned with 
the statistical constraint; 

- the value of the mean to be reached; 

- the period of validity of the statistical constraint. 

The class Discont inui ty anows the modelling of 
morphological constraints i.e. barriers. 

Class Discontinuity inherit Line, Polyline 
Representation 

GeographicJineJD : 
GeographcXine 

nature-of_discontinuity : string 
validity-discontinuity : Interval 

The attributes correspond to: 

- the geographical line; 

- the nature of the discontinuity (a wall, river, road, 
frontier, etc); 

- the period of validity of the discontinuity con­
straint 

In addition, some functions and operators will al-
low us to handle the objects needed to represent the 
continuous field, as described above. The main oper-
ations can be classified as basic management (adding, 
removing or modifying objects, fields or attributes) 
and queries. 

Let F be a continuous field of data. Now Field 
is regarded as a new abstract data type, providing 
the definitions of continuous scalar or vector fields. 
Declaration of scalar and vector fields with their 
components (sample points, statistical areas and 
discontinuities): 

F ie ld F ( naine_of_field, 
na ture_of_f ie ld , 
dimension, /* of the f i e l d */ 
( i n t e r l , i n t e r 2 ) , 
/* i n t e r v a l s of def for each dim */ 
[begin_date, end \_da te ] , 
/* i n t e r v a l of v a l i d i t y */ 
( S a m p l e . I D l , . . . ) , 
/* l i s t of sample point */ 
( S t a t _ a r e a _ I D l , . . . ) , 



MODELING AN AUDITORV URBAN DATABASE Informatica 23 (1999) 169-185 175 

/* l i s t of cons t r a in t s */ 
(D i scon t inu i t y_ IDl , . . . ) 

/* d i s c o n t i n u i t i e s */ 
) 

Other classes could be introduced in this model, like 
for the support of acquired data, such as the class of 
spatial models used (grid celi, polygons, triangular ir-
regular networks, a regular grid of points, irregularly 
spaced points or contour lines) or the class of inter-
polation method used (see KEMP 1993) and these 
classes would be aggregated to the class Field. In 
this model (Figure 5), interpolating techniques are not 
mentioned, so classes like spatial data models and in-
terpolation methods are not included in the specifica-
tion of the object-oriented model. For another model 
of field data, refer to (GORDILLO k BALAGUER 
1998). 

Gbject 

Object 

Une Pplyline 

Une 

i 
Discontinuity 

o 

1 
Stati stical 

Area 
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/ \ 
Sarnple 
Points 

i » 

Fieids 

Figure 5: Object-oriented model emphasizing the links 
between geographic objects and continuous fieids 

2,5 Field Operators 

For the manipulation of a field, among others we need 
to add or remove constraints. In addition, we need to 
compute the gradients, the derivatives, and the inte-
grals. 

2.5.1 Definitions of Field Operators 

The first operation is to compute the value of the field 
at a given location starting from the coordinates. In 
other terms, we need an interpolation mechanism in 
order to estimate the value of the field. Once the value 
is determined, it is possible to estimate the gradients 
and the integral over a zone. 

Finally, queries must return the estimated attribute 
value or the gradient of a point, or the integral or the 
density of a zone. For the attribute value of a point, 

Estimation (F, #point ) 

returns a real value, the attribute value of the specified 
point, if the field is scalar. If it is vector field, it returns 
a vector. For the gradient of a point. 

Gradient (F, #point ) 

returns a vector of three elements, which is the gradi­
ent of the specified point. For the integral of a zone. 

In teg ra l (F, #geographical_area ) 

returns the integral of the domain specified by the 
area. For the density of a zone, 

Density (F, #geographical_area ) 

returns the density of the domain specified by the area. 
When the field is temporal, aH operators must 

include generalized dates (year, month, day, hour, 
minute, etc.) as parameters such as: 

Estimation (F, #point , da te ) 
Gradient (F, #poin t , da te ) 

In teg ra l (F, #geographical_area, date ) 
Density (F, #geographical_area, date ) 

In some cases, the integral and the density may be 
computed not only for a predse date, but for a period 
of time, so giving expressions as follows: 

In teg ra l (F, #geographical_area, period) 
Density (F, #geographical_area, period) 

The last functionalities refer to spatio-temporal con-
tinuity. in order to estimate those values, in addition 
to spatial interpolation some temporal interpolation 
procedures must be realized. 

This list of query operators is by no means exhaus-
tive; other operators can be defined in order to con-
struct a complete for continuous fieids. 

2.5.2 Operators for Constraint Management 

The second set of operators is linked to the manage-
ment of constraints. For statistical constraints, we can 
add or remove samples and, means. For morphological 
constraints, we can add or remove some discontinuity. 
In some cases, we can modify some elements such as 
discontinuities. See PARIENTE (1994a) or LAURINI 
k PARIENTE (1996) for details. 
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2.6 Physical representation of fields 
There are several ways to represent field data into a 
Computer, especially depending on the structure of in-
put sampling data. They can be represented by a gen-
eralization of well-known techniques for storing digital 
terrain models (see Laurini & Thompson 1992 for de-
tails). Among them, let us mention: 

- when the input data are regularly distributed over 
space, for instance a grid, the raster format can 
be chosen. In this čase, it is sometimes nicknamed 
as devil staircase or giant causeway; 

- when the data are irregularly distributed, a De-
launay triangulation and a Voronoi tessellation 
can be constructed (Preparata & Shamos, 1986); 
this representation can be seen as an extension of 
TIN (Triangulated Irregular Networks); 

- in some cases, isolines are interesting as a gener-
alization of contour levels. 

In general, grid and triangulation systems look very 
interesting for storing and querying, whereas isolines 
look more interesting for visualisation. 

In the čase of sounds, aH these models can be used: 
in small places, or in the countryside, isolines (here 
called isophones) are the more relevant way. However, 
in cities due to the existence of barriers such as fa^des, 
isophones are not very convenient. Due to the spatial 
distribution of sampling points, a technique based on 
constrained triangulation can be used. 

3 Design of a Field-oriented 
System for Sounds 

For designing a relevant database systems for audi-
tory Information, we need to capture their semantics. 
Among the characteristics, we can mention: 

- due to physiological aspects, sounds levels are 
measured logarithmically in decibels; 

- sounds generally diffuse radially when there are no 
obstacles; but in cities due to the existence of lot 
of objects (car, trees, fa§,des, and so on), we have 
some difRculty to accept this assumption. In other 
words, for making interpolation betvveen samples, 
a very sophisticated model will be necessary; 

- in this study, after discussion with acoustic ex-
perts, linear interpolation (Figure 6) of values in 
decibels will be implemented as a first step. When 
acoustic experts will give us the more sophisti­
cated model, we will replace the linear interpola­
tion method by this new one. 

In addition to conventional queries, we can give 
three kinds of very specific soundscape queries: 

Sounds Level 
Street axis 

Figure 6: Linear interpolation method for noise eval-
uation. 

— spatio-temporal queries based on field-oriented 
approach and interpolation methods. An exam-
ple of this kind of query can be "what is the mean 
sounds level in the 12th street at 4 o'clock am ?" 

— queries to identify similarity between sounds 
records based on signal similarity. In this cases, 
an example of sound is given in the framevvork of 
"sounds by ezample". See FALOUTSOS 1996. 

— queries based on key-words as criteria. 

Only the first query vvill be addressed in this paper. 
In this section, after having given some fundamentals 
in acoustics, we will only explain some elements in the 
acquisition, the updating of auditory Information and 
the necessary operators. 

3.1 Some Elements on Acoustics 
One of the ultimate goals of an urban sound Informa­
tion system is to detect noisy places where people are 
hindered so as to enhance their environment. Indeed 
people trouble is not necessary proportional to the 
noise level but depends also on physiological aspects, 
and that it is unavoidable to try to describe noise not 
also with quantitative aspects but with qualitative 
aspects. In this paper, only guantitative aspects vvill 
be considered. 

Two types of quantitative criteria characterize a 
sound : 

— the equivalent continuous noise {Leq) which need 
different measures during a day to obtain a repre-
sentative average of noise environment. The Leq 
depends on: 

- delay of analysis period 
- level of instantaneous noise. 

— the three statistical levels : 
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- L50 : level of average noise obtained during 
50% of the analysis period, 

- Liop, Lgg :. level of background noise, 

- Li : level of peak noise. 

3.2 Data acquisition 

A lot of various information must be required to char-
acterize a soundscape. Information can be quantitative 
(ex: sounds level) but also qualitative to be more real-
istic (ex: pleasant or not). The numerous information 
which is needed leads to difRculties, first to identify 
them as key variables, then to make data acquisition, 
and to finally model them. 

Among others information required concerns : 

— physical description of space: topography, build-
ings, road networks..., 

— description of space occupation (sound impact): 
animals, buildings (ex: school), public places (ex: 
gardens, parks)..., 

— urban acoustic data (sounds level of trafRc, vari-
ation...), 

— indicators of sound identity based on socio-
economic and psychological information, 

— sounds records. 

Data acquisition is achieved by : 

— collecting data in existing urban databases, 

— sounds measurements and collecting in decibels 
(db) by sound recordists, 

— organizations of surveys (city-dwellers, sites), 

— recording sounds on various places (typically 1 to 
2 mn). 

3.3 Updating 

Cities evolve and so sounds do. In the design of an 
information system, updating is a crucial issue.; Prom 
a Computer point of view, two aspects are emerging: 

— the necessity to store and update spatio-temporal 
information, implying perhaps the use of versions 
in the database, 

— the requirements of simulation of the future imply 
to work with different scenarios of evolution; here 
also the concepts of versions is a key-component. 

Presently, the measures are daily stored with bulk 
updates. But in the future, one can imagine a real-
time system with sensors distributed in selected places 
throughout the city. But this aspect is outside the goal 
of this paper. 

3.4 Conclusions 

To conclude this section about the modeling of sounds 
using the field-oriented approach, let us say that this 
approach is very interesting. However fa9,des appear 
to act like barriers in the diffusion of sounds. So, the 
goal of this project is only to consider the storing and 
retrieving of auditory information in public spaces. 

As an example of field-orientation, let us give 
very rapidly the declaration of a city in which we 
can find sever al zones, the city itself, downtown and 
the main square, and two punctual zones (town-hall 
and hospital). In addition, three fields are used, 
namely for modeling population, temperature and for 
auditory information, anywhere in the city. 

City Elas ty-Ci ty ( 
town_area : Geographic_Area, 
downtown_area : Geographic_Area, 
town_hall_location : Po in t , 
hosp i t a l_ loca t ion : Po in t , 
main_square : Geographic_Area, 
c i ty_l ial l_temperature: • 

TEMPERATURE 
( town_hal l_locat ion) , 

hospi ta l_temperature : 
TEMPERATURE 
(hosp i t a l_ loca t i on ) , 

town_population : 
POPULATION(town_area), 

downtown_population : 
POPULATION(downtown_area), 

town_soundscape : 
SOUNDS(town_area), 

main_square_soundscape: 
SOUNDS(main_square), 

Now that we know more about the modeling and 
the querying of auditory information, let us give some 
elements regarding the indexing of sounds levels. 

4 Field Indexing for Sounds 
Levels 

As previously said, field databases consist of a large 
amount of data, like other types of geographical data, 
which requires to be stored on secondary memory. 
And, if the structuring is not adequately done, it may 
considerably degrade the performance of the system, 
especially due to the disk access time. It is, therefore 
very important to index field data for accelerating the 
access and processing time. The main goal of index-
ing is to find where requested data are stored on disk, 
without scanning the whole disk space. Each type of 
data needs its proper indexing method, and field data 
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also requires a specific indexing method. However, as 
far as we know in the literature, no proper indexing 
method has been proposed or developed. In this sec-
tion, we will investigate the problems and possible ap-
proaches of field indexing for sounds. 

4.1 Typical Field Queries for Sounds 
In order to develop an indexing method for a system, 
we need first to clarify its purpose, which may be de-
scribed by a set of operators, or a set of typical queries. 
While operators for alphanumeric or one-dimensional 
data are simple, those for spatial data are complex and 
diverse, and they are even more complex for field data. 
It is nearly impossible to investigate indexing method 
for aJl kinds of field data and we therefore restrict our 
focus on field operators only for sounds. And even 
sound field has several aspects, such as levels, direc-
tions or signal of sounds, in this section, we will deal 
only with the level of sounds as field data and leave 
other aspects as open issues. 

In this section, we examine a list of typical field 
queries for sounds. It may be incomplete but long 
enough to show the problems and motivation of the 
field indexing for sounds data. Suppose that we have 
field data for noise levels within a certain region: they 
may be represented such as terrain models, for exam-
ple contour lines, DEM (Digital Elevation Model) or 
TIN (Triangulated Irregular Network) (LAURINI & 
THOMPSON 1992). But we do not treat details on 
the physical representation of field in this section. 

A field query consists of three variables, namely 
spatial variable S, temporal variable T, and level 
variable L concerning sounds level. Since a field can 
be defined by an mathematical equation, f(L, S, T) 
= O, a, field query can be represented by a function of 
one or two specified variables for calculating the other 
variables. Each variable can be a value or a set of 
values. First 5 is a point, a line or a region. Second, 
time T is also a value t, an interval I=(tl, t2) or a 
recurrence C = (I, P) where / is an interval within 
given period P. By recurrence, we mean, for instance, 
Tuesdays aftemoon, summer nights, and so on. For 
example, a temporal condition for "every day at 3:00 
a.m." can be described as (3:00, 24), which means 
3:00 per every 24 hours. And L can be also a value 
or an interval. The response of the query depends on 
the type of S, T and L. Now we can classify the types 
of queries according to the types of query returned 
values as follows: 

Ql : / ~ H S , T) = L, (Estimation Query) 
Find sounds level on a given area S for a given time 
T. 

Q2 : / - H L , T) = S, 
Find region with sounds level L for a given T. 

Q3 : / - ^ L , S) = T, 

Find time with sounds level L on a given region. 
Q4 : / - i ( L ) = (S, T), 

Find time and region (S, T) with sounds level L. 
Q5 : / - ^ L m a s ) = (S, T) (Aggregation Query) 

Find time and region (S, T) with maximum sounds 
level L. 

Ql, the estimation query, is the most simple among 
the above query types, and the result depends on the 
types of S and T. For example, it is a surface, when 
5 is a region and may be a value when S reduces to 
a point. The second type of query, Q2 is to find the 
region from conditions about time and sounds level. In 
contrast, Q3 is to find temporal set with spatial and 
sounds level conditions. While we inquire the region 
and corresponding time with a given sounds level by 
Q4, Q5 is to find the same thing but with maximum 
sounds level. And when 5'in Q5 is a region, one intends 
to find region and time that the average of the sounds 
level is maximum, as shown by Figure 7. 

Figure 7: Regions with mazimum sounds level. 

Note that the queries listed above have only spatial 
aspect, if the value of temporal variable is infinite. For 
example, if T in Ql is [O, oo), Ql becomes only field 
query with only spatial aspect. Also if the value of spa­
tial variable is infinite, the queries have only temporal 
aspect. 

4.2 Field da ta indexing versus field 
indexing 

The concept of field for modeling continuous phenom-
ena is essentially an intensional way of modeling the 
real world based on seed points. Let us remind that an 
extensional view of a set is based on the declaration of 
ali objects belonging to a set, whereas in an intensional 
view, the objects are described by properties. In our 
čase, it is impossible to define the infinite number of 
objects (field points) belonging to the field. But those 
objects have in common to follow the Laplace equation 
of the field. 
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As a consequence, when the space is described with 
only with " all-fashioned" (i.e. extensional) spatial 
objects, conventional indexing are adequate, whereas 
since fields are described intensionnally, fresh indexing 
techniques must be used. 

So, now the question is: do we have to index the 
field itself or the field data? What are the diff̂ erence 
between those two indexing techniques ? 

— field data indexing means that we want to in-
dex ali the data supporting the field (field seeds); 
in this čase, ali conventional techniques used for 
indexing spatial and spatio-temporal data can be 
re-utilized. But if some peaks (for instance the 
peak at 27 degrees in Figure 4) and pits of the 
field are not present in the sample, they will never 
be retrieved by the user. In this čase, field data 
indexing is equivalent to the indexing of only sam-
pled data used in the field (seeds). 

— in the other hand, field indexing means the in-
dexing of the whole field, i.e. not only the seeds, 
but also aH other field points, the number of which 
is infinite. In this čase, since it is impossible to in-
dex an infinite number of points, new techniques 
must be introduced, for instance based on sub-
fields. By subfield, we define a finite number of 
subsets of the field, each of them being described, 
for instance by a sort a multidimensional bound-
ing box. So now, ali peaks and pits will be either 
retrieved or estimated, and finally provided to the 

f user. But the main diflficulty remains the optimal 
i ! splitting of the field into subfields. 
j i 
I Irideed let us examine some common spatial index-

ing techniques (GAEDE & GUENTHER 1998), tem-
poral indexing techniques(SALZBERG & TSOTRAS 
1997) or spatio-temporal indexing techniques. Their 
goal is to index discrete data never continuous data; 
in other words, they are valid to store field seeds but 
not the complete continuous field. Obviously some as-
sumptions behind discrete indexing methods can be 
reused for continuous indexing. 

Taking this idea into account, some spatial or spatio-
temporal techniques can be used as a basis to field 
indexing, but with the diff'erence that we are not in-
dexing isolated objects, but continuous subfields and, 
the corresponding seeds. 

4.3 Indexing Structure 
Before mentioning field indexing method for sounds, 
we need to explain the physical representation for field 
data of sounds. Since we treat only level of sounds, 
they may be represented as a surface hke terrain. And 
terrain model such as DEM and TIN could be a good 
representation method for the field data for sounds. 

However, when we take into account the temporaJ as-
pect, its representation becomes very complex. Sup-
pose that we have a TIN to represent a field, each ver-
tex of triangle has a series of values according to time. 
However, we do not deal with detail method for field 
representation in this section, and rather generaJize it 
to survey the indexing method. The only assumption 
that we make is that the field is divided into a number 
of auditory subfields, which are simplified by a tuple 
as follows. 

Ps — {Ix,Iy,lL,It) (1) 
where each I represents an interval of x, y, sounds 

level L and time t, respectively. In fact, this tuple 
means a minimum bounding box of a subfields in 4-D. 
Therefore, a field can be described by a set of minimum 
bounding boxes. This simplification implies that we 
are going to apply the filtering and refinement strategp 
to process queries. This strategy is very efficient in re-
ducing the number of disk accesses by comparing only 
minimum bounding boxes during the filtering phase 
without examining the complex spatial objects stored 
on disk. Only the candidate objects selected during 
filtering phase are to be carefully examined during the 
refinement phase. The improvement of performance is 
considerable and it has become a common strategy in 
processing spatial operators. 

And the simplification also means that it may be 
possible to apply one of traditional spatial indexing 
methods, such as R-tree (GUTTMAN 1984), Grid-
File (NIEVERGELT et al. 1984), Quadtree (SAMET 
1984), e tc , to index field data for 4-dimension. But 
as mentioned by (THEODORIDIS et al. 1998), tem-
poral dimension is not just like another dimension due 
to its peculiarity. For example, some properties such 
as the ordinality or the recurrence that we explained 
in the previous section, cannot be found in other di-
mensions. We will discuss on field indexing methods 
by separating them into two categories. First we are 
going to examine the field indexing methods without 
considering temporal aspect. And then we will try to 
investigate the indexing method taking temporal as­
pect into account. 

4.3.1 Without temporal aspects 

As we ignore the temporal aspect in a field database, 
the field reduces to a set of 3-dimensional auditory 
subfields Fs = {Ix,Iy,lL)- Two approaches are possi­
ble to index field data without temporal aspect. The 
first is to generalize spatial access methods which are 
divided into two classed; PAMs (point access methods, 
for example, grid file) and SAMs (space access meth­
ods, for example, iž*-trees) (GAEDE & GUENTHER 
1998). For indexing field data, 3-D SAM such as 3-D 
i?*-tees (BECKMANN et al. 1990) can be used be-
cause the subfields can be considered as 3-D rectangles. 
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However this approach has weak issues. The auditory 
subfields are not uniformly distributed along the axis 
of sounds level, but skewed around specific values as 
shown by Figure 8. It may lead to many overlaps be-
tween minimum bounding boxes of 3-D iž*-trees and 
may degrade the performance of indexing in compar-
ison with the čase of the uniform distribution of data 
(KIM et al. 1995). The second problem comes from 
the consideration of the dimension for sounds level as 
other dimension(a;, y). In fact, the spatial operators 
or queries, such as containment, nearest neighbor, and 
spatial join differ from those for field data, described 
in the previous section. 

Sound 
level 

Skevved 
area 

/ ' L 

—-i 

1 

Space (X, y) 

Figure 8: Distribution of auditory subfields 

The second possible approach, called Hybrid Index-
ing, is to separate the dimension of sounds level from 
spatial dimensions. It means that we build two in-
dexing structures, one for sounds level and one other 
one for spatial dimension. As far as spatial dimension 
is concerned, we simply use one of traditional spatial 
indexing method. And there are several possibilities 
for indexing sounds level, which are normally repre-
sented as an interval lL—[Lmin, Lmax]- First, index-
ing methods for temporal data, such as AP-tree (GU-
NADHI 1993), IP-index (LIN et al. 1996) and inter­
val B-tree (ANG 1995) may be employed. But since 
the temporal interval differs that of sounds level and 
they could give a bad performance. An example of 
such difference is that the intervals of sounds levels 
are skewed around some specific values as shown by 
Figure 8, while temporal intervals are relatively uni-
formly distributed. The second possibility is to trans-
form each interval lL=[Lmin, Lmax] to 2-dimension 
of (Ljnin, Lmax)- Each interval becomes a point in 
transformed space then any PAM can be used. 

The transformation gives an interesting property. 
For example, Q2 can be simply processed by the in-
dexing with transformation method as Figure 9 shows. 
When a query such as "find the region where sounds 
level is between 50db and 60db" is given, the subfields 
in area VI satisfy the query and those in area IV and 

V will be the candidates. The careful refinement on 
the candidates will give a correct answer. 

Now we will examine how the 3-D SAM and hybrid 
method work to process the typical queries listed in 
the previous section. Suppose that we have a query 
of Ql type, for example, "find the sounds level for a 
given area W". With 3-D SAM and hybrid method, it 
is straightforward to find the result. By 3-D SAM, for 
example 3-D ir!*-tree, we can easily find the minimum 
bounding boxes intersecting with area W by recursive 
manner. And the leaf nodes in iž*-tree point the can-
didate subfields which are eventually refined for the 
correct answer. It is aiso easy to process such query 
by hybrid method. It is sufficient to apply any PAM 
to find subfields intersecting with given region W. 

For the second query type Q2, we need a more so-
phisticated processing than Ql. Suppose that a query 
"find the region where sounds level is betiveen 50db and 
60db" is given. By 3-D SAM, the query processing is 
also straightforward Uke Ql. We can find the candi-
date subfields by filtering minimum bounding rectan-
gles whose values of sounds level intersect with [50db, 
60db]. But the processing method of this query type 
by hybrid indexing differs from that of Ql. While the 
processing of Ql ušes the index for spatial dimension, 
we need to employ the index for sounds level dimen­
sion. For example, we can easily find the subfields sat-
isfying the query condition, that is, falling on zones IV, 
V, and VI in Figure 8, by the transformation method. 
By other methods belonging to this catergory, such as 
AP-tree, interval B-tree, IP-tree or MAP 21 (NASCI-
MENTO & DUNHAM 1997), it is possible to find the 
subfields, though the performance may vary more or 
less. 

Since the query types Q3 and Q4 are related with 
temporal aspect, we discuss on the corresponding 
methods in the end of the section. Instead, we see 
the indexing method for processing Q5 with 3-D SAM 
or hybrid method. Suppose that we have a query "find 
the point where the sounds level is maximum". First, 
we can also employ 3-D SAM to process this query. 
With 3-D iž*-tree, we can easily find the subfield with 
maximum sounds level, which is in fact the minimum 
bounding box whose upper bound of sounds level is 
maximum. However when we want to find the re­
gion of given area (for example, lOOm^) with maxi-
mum sounds level, the processing method becomes a 
little complicated. We select the minimum bounding 
box whose upper limit is maximum (bounding box A 
in Figure 10). And we remove the minimum bound­
ing boxes whose upper limit is less than that of the 
selected bounding box. By repeating this procedure 
in recursive way, we can finally find the candidate au-
ditory subfields that are to be carefully examined on 
refinement phase. This mechanism is in fact a typical 
example of filtering and refinement strategy based on 
i?*-tree and we can apply the similar process for other 
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Figure 10: Indexing for Q5 with 3-D R*-tree. 
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3-D SAM. 
As far as hybrid method is concerned, the process-

ing method for this query depends on the type of in-
dex on sounds level. For example, we can find the 
subfield with maximum subfield by accessing to the 
rightmost leaf node on AP-tree or interval B-tree. And 
when transformation is employed, the uppermost point 
on transformed space corresponds to the subfield in-
quired. 

4.3.2 Taking tirne into account 

When we consider temporal aspect, the indexing 
method becomes much more sophisticated. The field 
indexing method with temporal aspect is related with 
spatio-temporal indexing, as field indexing without 
temporal aspect is with spatial indexing. It means that 
the indexing method on spatio-temporal data is an 
emergent research area and no remarkable researches 
have been done (THEODORIDIS et al. 1998). For 
the same reason, it is difHcult to find any satisfactory 
work on field indexing with temporal aspect. 

A number of spatio-temporal indexing methods has 
been proposed and they are distinguished into two cat-
egories with respect to the basic spatial index structure 
used as follows. The methods belonging to the first 
category are the extensions of R-tree (GUTTMAN 
1984), which simplifies spatial objects by their min­
imum bounding boxes for spatial index: 3D R-trees 
(THEODORIDIS et al. 1996), MR-trees and RT-trees 
(XU & LU 1990), and HR-trees (NASCIMENTO & 
SILVA 1998). 

- 3D R-trees treat time as another dimension and is 
used for the management of spatio-temporal mul-
timedia objects in a authoring tool. 

- MR-trees and HR-trees construct R-tree at each 
time-stamps and overlap them to obtain the ad-
vantage of utilization of common node and path. 

- RT-trees incorporate the time Information into 
the node of the index, in order words this method 
couples time intervals with the spatial ranges in 
each node of the tree in order to overcome the 
disadvantage of MR-trees when there is not many 
common path. 

THEODORIDIS et al. (1998) introduce the speci-
fications of spatio-temporal index structure, evaluates 
and compares the spatio-temporal access methods of 
this category with respect to the specifications. 

The second category includes the methods which 
use quadtrees and the idea of overlapping B-tree in 
order to represent successive states of the objects ac-
cording to the change of the time: Overlapping Lin-
ear Quadtrees (TZOURAMANIS et al. 1998). This 
method is used to store consecutive raster images ac-
cording to transaction time by means of overlapping 

(a) Extension of tem­
poral dimension 
(b) Overlap the spa­
tial indexing struc­
ture 
(c) Modification of 
spatial index struc­
ture 

R-Tree 
3D R-trees 

MR-trees, 
HR-trees 

RT-trees 

Quadtree 
Octree 

Overlapping 
Linear 
Quadtrees 

Table 2: Comparing various indexing technigues 

lineax quadtrees in order to avoid storing identicaJ sub-
quadrants of successive instances of image data evolv-
ing over time. 

If we classify the spatio-temporal access meth­
ods mentioned above according to the spatial access 
method used and to the technique for incorporating 
time information, the following table (Table 2) can be 
obtained. 

In Table 2, the columns (R-Tree, Quadtrees) rep­
resent the used spatial indexing methods for spatio-
temporal indexing method. And the rows ((a), (b), 
(c)) represent the tecniques for temporal information 
in spatio-temporal indexing method. 

In general, the variants of R-tree, in special the čase 
of (a) in the above table, are not efficient in cases where 
minimum bounding boxes include a large amount of 
dead space, i.e., the čase of moving objects, for exam-
ple the navigation of a car. By contrast, the methQd§i 
employing overlapping technique are not suitable if a 
number of objects move from a temporal instant to 
another. The reason is that there is no many com­
mon paths between the index structures to be over-
lapped. The čase (c) requires the good and sophis­
ticated strategies which have not been well proposed 
and tested until now for node splitting considering the 
spatial and time characteristics in the same time. 

However, it is practicaJly impossible to directly em-
ploy spatio-temporal indexing methods to temporal 
field indexing due to the peculiarity of field and tempo­
ral data. And the spatio-temporal methods mentioned 
above did not pay a fuU attention on such characteris­
tics. For example, the recurrence makes it difficult to 
represent and index field data. Suppose a query "find 
sounds level on a region for everg Sunday", which is 
a typical example of Ql. The simplest way to repre­
sent the recurrence is to extend the dimension to 4-D 
including temporal dimension and respectively locate 
ali recurrences on the dimension. By this approach, 
we treat temporal data as others without any specific 
consideration, and it may simplify the method in a 
considerable way, but it is supposed to give a bad per-
formance. 

However, the temporal data possesses different 
properties from other kinds of data and a careful un-
derstanding and expIoitation of them may facilitate 
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to develop a good temporal field indexing method. It 
remains as an open issue to develop temporal field in-
dexing methods. 

5 Conclusions 

The goal of this paper was to give on overview of a 
new kind of database systems allowing to deal with 
spatio-temporal continuous data, and an application 
especially devoted to urban sounds. Due to the phys-
ical characteristics of sounds, and the psychological 
and physiological impacts over humans, it is very im-
portant to propose a new kind of database. 

By considering sounds levels as mathematical fields, 
and sounds values as a new abstract data type, the 
key-elements of a new modeling technique were given 
in this paper, one of the difiiculty being the indexing 
not only of sampling values, but also of other elements 
for speeding up queries. 

Field-oriented models can thereof be considered as 
an interesting approach for ali spatio-temporal con­
tinuous phenomena. Sounds are one of them if we 
consider level values. Here only a very simple linear 
interpolation mechanism was used. But in the future, 
when acoustic models will better mimic the diffusion of 
sounds especially in cities, more relevant Information 
systems will be offered to urban decision-makers. 

In addition, we have tried to present a solution of a 
new problem, i.e., continuous indexing method. Start-
ing from ideas for discrete spatio-temporal indexing 
methods, we have extended those techniques in order 
to index continuous spatio-temporal data, namely sub-
fields. Back to auditory database, one of the main dif-
ficulty is the visualisation of sounds, and an example 
is given Figure 11. 

Another very challenging aspect is the modeling of 
tape-recorded auditory Information. Here the problem 
will not be anymore the simple interpolation between 
sounds values, but also the interpolation of signals. 

Presently, we are finalizing the specifications of 
a prototype. When the prototype will be in use, 
some other interesting research problems must be car-
ried out, especially for the storing and retrieving of 
tape-recorded acoustic signals and their interpolation 
throughout the public space. 
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Within GIS, networks have been mainly represented at the geometrical level. This paper demon-
strates that the definition of additional levels of abstraction extend the semantics ofGIS networks. 
Networks are analysed and modelled at the conceptual and logical levels, independently of the 
underlying geometrical representation. The management of this two-levels representation leads 
to the development of a new interpretation of the database projection operator. This new op­
erator is oriented to a semantic representation of a network. Network component properties are 
identified at the node and link component levels. We define four semantic constants: Global, 
Subsetjif, Subseti and Subset;\[^L. The semantic of alphanumeric properties are identihed and 
their propagation with the application of network operators is characterised in fmiction of the 
semantic constants. The closure of network manipulations on the database schema supports the 
deSnition of a data model that integrates the result of a network operator. This data model is 
built as a subset of the data models involved in network operators. 

1 I N X R O I J U C X I O N tion of electricity, gas, water or telecommunication re-
sources. Influence networks describe economical or so-

A lot of efforts are under progress to elaborate innova- cial patterns in space. Network can be also used to rep-
tive Solutions for the representation and exploration of resent spatial navigation processes in space and time, 
complex database applications. In the context of geo- i.e., a movement, generally a human one, between sev-
graphical databases, several spatial data models have eral locations in space. Such processes are represented 
been identified through the integration of geometrical throughout cognitive representations of space that in-
and topological principles (e.g., David 1993, Guting tegratecomplementary levels of abstraction (i.e., large 
1989, 1993 and 1995, Haas 1991, Kolovson 1993, Larue and local scales according to (Kuiper, 1978). In this 
1993, SchoU 1989, Van Oosterom 1993). Similarly, čase, network nodes represent symbolic and discrete 
many proposals have been defined to formalise spa- location in space, edges displacements between these 
tial query languages within databases (e.g., Brossier- places (Claramunt 1995). 
Wansek 1995, Egenhofer 1990, Frank 1982, Orenstein 
1988). The common and accepted model representa- If several spatial database models and query lan-
tion of discrete entities in space integrates the underly- guages have been proposed to represent the properties 
ing structural constraints that organise the geograph- of networks in space (Claramunt 1996, Guting 1989, 
ical representation. For instance, cartographic models Haas 1991), the definition of a data manipulation lan-
use topological relationships to structure entities in guage that operates, organises and presents a set of 
space (Peuquet 1984). Similarly, graph structures are network queries within their geographicaJ context is 
introduced into database models to model networks stili an important research challenge to be addressed. 
(Mainguenaud 1995). Network structures are particu- Surprisingly, the definition of operators that address 
larly useful to represent physical or influence relation- the presentation of query results has been hardly in-
ships in space. Physical networks include the distribu- vestigated within classic databases. Database query 
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languages are mainly based on a logic of predicates 
that restrict a query result to a set of tuples or ob-
jects. The projection operator restricts a query re­
sult to some of the relation attributes. To extend the 
semantics of the projection operator, aggregate func-
tions have been proposed (e.g., sum, average, maxi-
mum, minimum, count). These functions can be inte-
grated within the projection operator in order to ex-
tend the semantics delivered by the query result. In a 
GIS context, a query result combines network, spatial 
and alphanumerical properties. A first extension pro­
posed to handle spatial data in query languages is the 
introduction of spatial predicates (e.g., in the where 
clause of an extended SQL-like query language). How-
ever, the semantics of these languages is not adapted 
to the complexity of geographical applications in which 
query operations are often oriented toward the spatial 
and logical manipulation of entities. The introduction 
of spatial operators, (e.g., in the select clause), im-
proves the benefit of spatial operators as a new spatial 
semantics may be derived from their application (Gut-
ing 1989 and 1993, Haas 1991, Larue 1993, Orenstein 
1988). 

For alphanumeric attributes, current spatial query 
languages assume that the semantics of the operand 
components is stili vaHd for the alphanumeric at­
tributes delivered by a projection operator. This as-
sumption is correct for queries based on the applica­
tion of predicates in which the resulting semantics is 
not changed (i.e., no new attribute nor spatial rep-
resentation are created). However the introduction 
of spatial operators within database queries change 
the resulting semantics as the spatial component of 
the query result may be derived (e.g., application of 
a spatial intersection operator). The propagation of 
alphanumeric properties within spatial operators have 
been studied in a previous work (Mainguenaud 1994). 
A classification defines the semantics of spatial entities 
at the topological level (i.e., an alphanumeric attribute 
is valid at either the interior, boundary or global spa­
tial representation) and at a partial or global spatial 
representation (i.e., an alphanumeric attribute is valid, 
or not, for a subset of the spatial representation of this 
entity). The entity level defines the possible overlap, 
or not, in space for two instances of a same entity. 

Accordingly, a data definition language must iden-
tify (1) an appropriate semantics of alphanumeric at­
tributes and (2) rules for the propagation of these at­
tributes within network operators. We can make a 
distinction between network operators that generate 
or not a new semantics (i.e., creation of new entities 
or not). That is a mandatory requirement to avoid in-
consistencies or false interpretations in the analysis of 
network query results. This paper proposes an analy-
sis of the semantics of GIS network operators and the 
definition of propagation rules that monitor the propa­
gation of network component attributes. This analysis 

will support the redefinition of a projection operator 
suited for the presentation of query results that involve 
the manipulation of spatial data networks. IVom the 
database point of view, this application context rep-
resents a čase study which may act as a reference and 
can be generalised with some rainor adaptations to any 
network representations. Prom a GIS point of view, 
the context is of particular interesi for applications 
oriented toward the representation of physical and se-
mantic networks. The remainder of this paper is or-
ganised as follows. Section II presents the data model 
we use to explain the manipulations of networks. Sec­
tion III discusses network operators and their seman­
tics. Section IV develops the Identification and appli­
cation of a revisited projection operator. Section V 
draws the conclusion. 

2 DATA MODEL SUPPORT 
The definition of a network data model impHes the 
integration of logical, geometrical and alphanumeric 
properties into a user-defined network representation. 
Therefore, modelling a network application requires 
the Identification of the following elements: 

— logical connections between network entities. The 
concept of graph is well adapted to model such 
connections. 

— geometrical properties of the network and its com­
ponent entities. In the context of our model, the 
geometrical level is defined by the concept of Ab-
stract Data Type that allows an independent rep­
resentation of the physical data model (Stemple 
1986). 

— alphanumerical properties of the netvvork de-
scribed within a so-called data structural model. 
We use a complex object data model for the de-
scription of alphanumerical properties with three 
constructors: [ ] for tuple, { } for set and < > for 
enumerated type (similar models with a matching 
semantics could be used without loss of general-
ity). 

— logical, geometrical and alphanumeric levels rep-
resented by an homogeneous user-defined netmork 
model. 

We model a network with the concept of graph. A 
graph is a pair (V, E) where V is a set of vertices and 
E is a sub-set of V x V. An incident function maps an 
edge to a couple of vertices. This basic definition is 
completed by labelling functions. Two labelling func­
tions allow the introduction of alphanumeric proper­
ties for vertices and edges. A node models a vertex 
with its labelling function. A link models an edge 
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G(V,E,v ,E ,T) 
V is a set of vertices, v is a labelling function for 

vertices 
E is a set of edges, e is a labelling function for edges 

*F is an incident function E -> V x V 

Figure 1: Definition of a graph 

with its labelling function. Let us consider a graph 
as defined in (Cruz 1987): 

In order to simplify the notation, a network built 
on a graph G (V, E, i/, e, *) with labelled vertices 
and labelled edges is denoted N (N, L). For example 
a node is used to model an airport, a link to model a 
connection between two airports. Networks can be de­
fined from one to many level of abstractions depending 
on the application semantic. The integration of net-
works defined at complementary scales can be realised 
by the application of logical operators that allow to 
compose and decompose network subsets (Claramunt 
1996, Frank 1982, Mainguenaud 1996). For the pur-
poses of this research, we restrict the domain of study 
to a set of netvvorks defined at a same abstraction level 
(the same principles can be easily extended to multi-
level representations). 

3 Logical and geometrical levels 

A network is structured through two complementary 
logical and geometrical levels which are defined as fol-
lows: 

— logical level: A network is logically defined by 
a set of nodes and by a set of links. This level is 
independent of the underlying geographical rep­
resentation. The logical level supports the appli­
cation of netvvork operators (e.g., path, paths) 

- geometrical level: This level describes the ge­
ometrical properties of the network entities. It 
permits the application of metric operators (e.g., 
distance, area). Spatial constraints and opera-
tions are generally derived and defined from the 
geometrical level. They allow to manipulate the 
geometrical and topological properties of network 
entities (e.g., adjacency, inclusion). 

This two-levels structure leads to the manipulation 
of spatial entities at two distinct levels (1) the logi­
cal level and the application of logical operators (e.g., 
logical connection) (2) the geometrical level and the 
application of spatial operators (e.g., spatial intersec-
tion). For instance, two distinct flight routes that in-

tersect in space may be not logically connected. The 
distinction between these two structural levels are gen-
erally not represented and integrated within current 
database models and applications. However, a distinct 
representation of the geometrical and logical levels is 
more adapted to a finer representation of the seman-
tics of spatial networks, particularly for applications 
which are oriented to the modelling of logical connec-
tions (e.g., maritime or aerial navigation). 

A spatial netvvork includes two orthogonal logical 
and geometrical levels. The logical level is mandatory 
by definition. The geometrical level is optional. We 
propose a definition of a network in function of the 
completeness of its geometrical level, with the defini­
tion provided in (Guptill 1995), that is, depending on 
the availability or not of the spatial representation in-
stances. Let us define two Boolean functions to handle 
the existence or not of a spatial representation for a 
node and for a link, respectively: 

IsSpatialNode: Node-type -> Boolean 
IsSpatialLink: Link.type -> Boolean 

Definition: A network is spatially complete when-
ever a spatial representation is available for ali nodes 
and ali links. 

N (N, L) build on a graph G (V, E, i/, e, *) is 
spatially complete < = > 

V n i e N , V l j e L / IsSpatialNode (n,) = True 
A IsSpatialLink (Ij) = True 

Definition: A network is spatially incomplete when-
ever at least one spatial representation is not available 
for a node or a link and at least a spatial representation 
is available. 

N (N, L) build on a graph G (V, E, u, e, * ) is 
spatially incomplete < = > 

(3 Uj € N/ IsSpatialNode (uj) = False V 3 1» 6 
L / IsSpatialLink (Ij) = False) A 

(3 n; € N/ IsSpatialNode (nj) = True V 3 1, S 
L / IsSpatialLink (1,) = True ) 

Definition: A network is a-spatial whenever no spa­
tial representation is available for ali nodes and ali 
links. 

N (N, L) build on a graph G (V, E, i/, e, *) is 
a-spatial < = > 

V n; € N, V Ij € L / IsSpatialNode (n^) = False 
A IsSpatialLink (Ij) = False 

From an application point of view, spatially com­
plete networks allow to represent networks which are 
described by a complete geometry in space at both the 
node and link levels. On the other hand, spatially in­
complete networks are oriented toward the representa­
tion of schematic or immaterial networks in space (i.e., 
spatial networks that describes influence or gravita-
tional forces with no link geometry) or networks that 
are constituted by some incomplete data (i.e., some 
spatial representations are missing). 
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4 User defined level 
Network apphcations require to handle the logical rep­
resentation of a network (e.g., in order to define a 
query that delivers the flight connections or the paths 
between two airports), the alphanumeric properties 
(e.g., a query that delivers Air France flights) and the 
visualisation of a geometrical representation (e.g., a 
query that displays a map that presents the flight con­
nections between two airports). The representation 
of a network must handle these complementary model 
levels and their semantic relationships in order to pro-
cess and combine the semantics of these queries. 

Let us consider an abstract data type modelling 
an object identifier, named Oid-type (e.g., a name, 
a number). Using the notations of complex objects, a 
graph and a network are defined with Abstract Data 
Types as follows: 

Vertex_type = [ Oid: Oid-type] 
Vertices_type = { Vertex.type } 
Node-type = [ Oid: Oid_type, Representation: Spa-

tiaLRepresentation-type] 
Nodes_type = { Node-type } 
Edge_type = [ Oid: Oid.type, Origin: Vertex_type, 

Destination: Vertex-type ] 
Edges.type = { Edge_type } 
Link_type = [ Oid: Oid_type, Origin: Node_type, 

Destination: Node.type, 
Representation: SpatiaJ-Representation-type] 
Links_type = { Link.type } 
Graph_type = [ Vertices: Vertices-type, Edges: 

Edges-type ] 
Graphs_type = { Graph_type } 
Network_type = [ Nodes: Nodes.type, Links: 

Links.type ] 
Networks-type = { Network_type} 
Node-type, Link-type and Network_type can be 

respectively considered as sub-types of Vertex.type, 
Edge-type and Graph_type. To simplify the presen-
tation, the set of integrity constraints defined on such 
a schema is not presented. 

Using the previous network definitions, we define 
an example database that describes an International 
flight network between some European airports: Lon­
don, Brussels, Amsterdam and Pariš (Figure 1). To 
explain by example the different logical and geomet­
rical configurations of a network, let us consider that 
this database may be a-spatial (Figure lA), spatially 
complete (Figure IB) or spatially incomplete (Figure 
IC). Using the notations of complex objects, the net-
work and its components are defined with Abstract 
Data Types as follows (note that the logical repre­
sentation of this network and its components is stili 
valid if the spatial attributes Representation are not 
included in the network and component types): 

Airport.type = [ Oid: Oid-type, Representation: 
Spatial-Representation.type, 

Category: string ] 
Flight-type = [ Oid: Oid.type, Representation: Spa­

tial _Representation_type, 
Origin: Airport.type, Destination: 

Airport.type, 
Duration: float, Priče: float ] 

EU-Network_type = [ Airports : {Airport.type}, 
Flights ; {Flight_type} ] 

Airport-type represents the nodes of the netowrks. 
Flight.type the links of the network. Alphanumerical 
and spatial attributes for Airport.type (e.g., Category) 
and for Flight.type (e.g., Duration) correspond to the 
introduction of the functions n and e in the definition 
of a graph, respectively. They constitute a network 
modelled by the EU-Network_type. In particular, the 
a-spatial network may represent the point of view of a 
user which is only interested in the logicaJ connections 
of the fiights. The Pariš - Brussels and Pariš - Ams­
terdam links overlap in the geometrical level dthough 
they are logically distinct (Figure IB/IA). Symbolic 
representations in Figure IC such as Pariš or the link 
Pariš-Amsterdam have no particular spatial location. 
A link such as the London-Brussels one has a spatial 
location which is only relevant for its origin and desti­
nation (e.g., London and Brussels). 

5 NETWORK OPERATORS 
Several database query languages have been pro-
posed for the manipulation of networks (e.g., Brossier-
Wansek 1995, Cruz 1987, Guting 1989)). We analyse 
query operators that manipulate and derive the se­
mantics of spatial networks. The definition of a min-
imal set of network operators is far away the scope 
of this paper. We propose a classification of network 
operators based on a distinction of the query results 
in order to identify different semantic levels in the 
re-analysis of the projection operator. That leads to 
a distinction between operators that manipulate net-
works and network components (i.e., nodes and/or 
links). We analyse these network operators from a 
structural, topological, semantic or set-oriented points 
of view: 

- Structural operators correspond to the manipula­
tion of graph components - network to node and 
link or node and link to network (i.e., decompo-
sition or composition operations) -. They are ap-
plied on networks or network components. 

- Topological operators manipulate graph proper­
ties (e.g., paths operator), they manipulate net-
works or a network and some of its components 
and deliver a network (or a set of networks). 

- Semantic operators manipulate the semantics of 
alphanumerical attributes for networks or network 
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Brussels 

London (yi=Kx=x:) 

Pariš 

Amsterdam 

Figure lA 

Logical level of a graph 

London 

Pariš Brussels 

Figure IB 

Geometrical (spatially complete) level of a graph 

London 

Amsterdam 

Pariš 
Figure IC 

Geometrical (spatially incomplete) level of a graph 

Figure 2: Example database 
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components. They correspond to classic database 
operators. 

- Set-oriented operators are conventional set theory 
operators (e.g., intersection). They are apphed on 
networks or network components. 

6 Network-oriented operators 
The main objective of network-oriented operators is 
to provide one (or several) network(s) as a result. We 
hereafter detail the classification (structural, topologi-
cal, semantic and set-oriented). The BuildJn operator 
is an example of a structural netvvork-oriented opera­
tor applied on a set of links and on a set of nodes 
to define a network, i.e., composition. The BuildJn 
operator is the equivalent of the Insert operator in a 
conventional database. Nodes and Links may exist in 
the database without being regrouped in a network 
(similar to an association relationship in a Entity-
Relationship model). The signature of the BuildJn 
operator is as follows: 

BuildJn: Links-type x Nodes_type -> Network.type 
The path operator is one of the most frequent topo-

logical network-oriented operator used in network ap-
plications. However, evaluating ali possible paths in a 
network between an origin and a destination is not a 
relevant query in a GIS context (i.e., from a user point 
of view). A limitation must therefore be introduced 
(Mainguenaud 1996). Two levels of requirements can 
be defined: 

- The first level operates at the link level (e.g., a 
query that delivers a path whose flight links are re-
stricted to a specific company: Air France flights). 
Let us define an abstract data type Criteria_type 
to model such requirements. 

- The second level operates at the path level (e.g., 
the global duration is less than 4 hours). Let us 
define an abstract data type ConstraintS-type to 
model such requirements. 

A path is evaluated on an underlying network. 
Defining the most efficient algorithm to compute the 
transitive closure for the evaluation of a path oper­
ator is not relevant in our context. Let us define a 
generic path operator. In the context of a GIS query, 
several origins or destinations may be defined. A con-
strained definition is introduced on the path operator. 
The evaluation must be restricted to insure a realis-
tic time of computation. The path evaluation can be 
required between a single origin and a single destina­
tion, between a single origin and a set of destinations 
or between a set of origins and a single destination. 
Conventional path operators, such as defined in Oral 
(Guting 1989) or Starburst (Haas 1991), have the fol-
lowing signature: 

Path: Node_type x Node.type x Constraints_type x 
Criteria_type x Network_type -> 

Graph-type 
the result is a unique path (e.g., shortest path) 
In order to provide a realistic solution for GIS ap-

plications, a relevant signature is: 
Paths: Nodes_type x Nodes.type x Constraints_type 

X Criteria-type x Network.type -> 
Graphs_type 

the result is a set of possible paths 
The result of the second signature is a set of graphs. 

Each graph from this set is a path without a cycle 
(an origin, a destination and the set of links between 
the origin and the destination). The application of a 
constraint such as "the path duration is less than four 
hours" may be verified but the real duration is not 
provided. However, we argue that a valuable decision 
must be taken depending on several selection criteria. 
A shortest path may not be the most convenient crite­
ria as additional thematic parameters may be applied. 
Such a query is difficult to formulate from a computa-
tional point of view. Therefore, a human interaction 
with the query result is highly recommendable. In 
the čase of our example database, a query delivering 
a set of paths between Pariš and London is the most 
appropriate solution as a relevant choice implies a hu­
man decision process that combines additional criteria 
(e.g., company preferences, timetables). However, this 
objective implies the introduction of additional Infor­
mation that represent the network semantic in order 
to support such an Interactive decision process. Then 
we introduce a labelling function in the definition of a 
network as follows: 

N (N, L, a) 
where o: is a labelling function that complements the 

network semantic. 
Using the function a, the limitation of the context 

in which a network is embedded (Figure 1) disappears. 
Our example database can now be extended. Alphanu-
merical and spatial attributes for EU3fetwork_type 
(e.g., Condition) correspond to the introduction of the 
function a in the definition of a network. 

EU-Network.type = [ Oid: Oid.type, 
Airports : {Airport-type}, 

Flights : {Flight.type} 
Condition: string, Cumu-

lated-Length: float, 
Companies: (string), 

Length_Air_TraiRc-Corridor: float, 
Air.Traffic-Noise: float, 
Context : Spa­

tial Jlepresentation.type ] 
Accordingly the signature of the path operator is as 

follows: 
Paths: Nodes_type x Nodes.type x Constraints_type 

X Criteria_type x Network_type -> 
Networks-type 
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The Largest.Common-Subgraph operator is a sec-
ond example of a topological netvvork-oriented oper­
ator. This operator is applied on two networks, and 
returns a network. Its signature is as follows: 

Largest.Common_Subgraph: Network-type x Net-
work.type -> Network-type 

Such operators are often NP-complete. In the čase 
of a GIS query, a network mostly represents a path. A 
path (without cycle in our čase) is a Directed Acyclic 
Graph (DAG). In a path a node has at most one prede-
cessor and one successor. This topology allows the ap-
plication of operators that are in theory NP-complete 
but with a realistic complexity in the context of our 
network model (even with a large graph). 

The Networks-Selection operator is an example of 
a semantic network-oriented operator applied on a set 
of networks. This operator manipulates the semantics 
of a set of networks verifying some selection criteria. 
It is similar to the relational selection operator. Its 
signature is as follovvs: 

Networks^election: Networks_type x Criteria-type 
-> Networks-type 

The NetworksJntersection operator is an example 
of a set-oriented network-oriented operator applied on 
two sets of networks. The resulting networks belong 
to the two sets of networks from the left part of the 
signature (e.g., same Oid). Its signature is as follows: 

NetworksJntersection: Networks-type x Net-
works_type -> Networks_type 

Table 2 summarises relevant configurations for 
network-oriented operators with an operator example 
for each identified class (structural, topological, se­
mantic and set-oriented). The left part of a signa­
ture is presented as a regular expression on the dif-
ferent types. This table represents the possible oper­
ator configurations. No other left part of the signa­
ture can be involved since the pair (Links-type, Net-
work-type) implies the definition of Nodes_type to val-
idate Links_type, and therefore corresponds to (Net-
work_type)-t-. By definition, a structural operator can 
only be defined from its network components in or-
der to compose a network (i.e., applies for nodes and 
links). Structural operators correspond to the manip-
ulation of graph components from a level of abstrac-
tion to another one. In the context of our model, only 
nodes or links (i.e., composition: BuildJn operator) 
can be involved in the left part of the signature to 
provide a network. This configuration delivers for ex-
ample a network from a sequence of nodes and links. 
By definition, topological operators involve at least a 
network in the signature. No topological operator can 
be defined with a signature that does not involve at 
least one network. Semantic and set-oriented opera­
tors provide a set of networks and therefore can only 
be defined with (Networks_type)-l- in their left part of 
the signature. 

7 Node-oriented operators 

The main objective of node-oriented operators is the 
extraction of nodes. They can be applied on a network 
or on one (or several) set(s) of nodes or links. The 
choice of relevant nodes is based on structural, seman­
tic, or set-oriented purposes. The Nodes-Projection 
operator is an example of a structural node-oriented 
operator applied on a network, i.e., decomposition 
(e.g., a query that delivers the cities of a network). 
This operator transforms a network into its unique set 
of nodes. Its signature is as follovvs: 

Nodes-Projection: Network.type -> Nodes-type 
The Nodes-Projection operator is applied on a Net-

work-type (i.e., a unique network). The Origins (resp. 
Destinations) operator is a second example of a struc­
tural node-oriented operator. It is applied on a set of 
links, i.e., decomposition. This operator manipulates 
the structural properties and returns a set of nodes ver-
ifying that resulting nodes are the origin (resp. desti-
nation) of a link (e.g., a query that delivers the airport 
which is the departure of a flight). Its signature is as 
follows: 

Origins: Links-type -> Nodes-type 
The Nodes-Selection operator is an example of a 

semantic node-oriented operator applied on a set of 
nodes. This operator manipulates the semantics of 
nodes and returns a set of nodes that verify some se­
lection criteria from a set of nodes (e.g., a query that 
delivers a set of airports of a particular category). Its 
signature is as follows: 

Nodes-Selection: Nodes-type x Criteria.type -> 
Nodes_type 

The Nodes-Difference operator is an example of a 
set-oriented node-oriented operator. It is applied on 
two sets of nodes and delivers a set of nodes that verify 
that these nodes belong exclusively to the first set of 
nodes in the left part of the signature. Its signature is 
as follows: 

Nodes-DifFerence: Nodes.type x Nodes-type -> 
Nodes-type 

Table 3 summarises the relevant configurations for 
node-oriented operators with an operator example 
for each class (structural, semantic and set-oriented). 
This table represents the possible configurations. As 
a node can be derived from a network or a link, struc­
tural operators are defined from Network.type and 
Links.type. By definition no structural operator can 
be defined with Nodes-type in its signature. Topolog­
ical operators are not relevant for node-oriented oper­
ators since a node is an atomic component of a net-
work. Semantic and set-oriented operators provide a 
set of nodes and therefore can only be defined with 
Nodes-type in their left part of the signature. 
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Lefl part of 

the signature 

(Nodes_type)+ 

(Links_type)+ 

(Nodes_type)+ 

Network_type 

(Network_type)+ 

structural 

Build_In 

topological 

Paths 

Largest_Common_ 

Subgraph 

semantic 

Networks_ 

Selection 

set-

oriented 

Networks_ 

Intersection 

Table 1: Network-oriented operators 

Left part of 

the signature 

Network_type 

(Nodes_type)+ 

(Links_type)+ 

structural 

Nodes_Proj ection 

Origins 

semantic 

Nodes_Selection 

set-oriented 

Nodes_Difference 

Table 2: Node-oriented operators 

8 Link-oriented operators 

The main objective of link-oriented operators is the 
extraction of links from a network. They deli ver a set 
of links. They can be applied on a network or on one 
(or several) set(s) of links or nodes. The choice of rel-
evant links may be based on structural, semantic or 
set-oriented purposes. The Links-Projection operator 
is an example of a structural link-oriented operator ap­
plied on a network, i.e., decomposition. This operator 
transforms a network into a set of links (e.g., a query 
that delivers the links of a network). Its signature is 
as foUovvs: 

Links_Projection: Network_type -> Links-type 
The Build JnXink operator is a second example of 

a structural link-oriented operator applied on two sets 
of nodes, i.e., composition. This operator derives a 
set of links from two sets of nodes. The semantics of 
the BuildJnXink operator is similar to the BuildJn 
operator but the level of interaction is the link instead 
of being the network. Its signature is as follows: 

Bui ldJn i ink : Nodes-type x Nodes_type -> 
Links_type. 

The Links-Selection operator is an example of a se­
mantic link-oriented operator applied on a set of links. 
This operator manipulates the semantics of a set of 
links verifying some selection criteria from a set of 
links (e.g., a query that delivers the flights that take 
less than two hours). Its signature is as follows: 

Links-Selection: Links_type x Criteria_type -> 
Links-type 

The Links Jntersection operator is an example of a 
set-oriented link-oriented operator applied on two sets 
of links. This operator delivers a set of links that be-
longs to the two sets of links of the left part of the 
signature. Its signature is as follows: 

Links Jntersection: Links_type x Links_type -> 
Links_type 

Table 4 summarises the relevant configurations for 
link-oriented operators with an operator example for 
each class (structural, semantic and set-oriented). As 
a link may be derived from a higher abstraction level, 
i.e., a network, or from a lower abstraction level, i.e., 
a set of nodes, structural operators are defined from 
Nodes_type or Network.type. By definition, no struc­
tural operator can be defined with Links.type in its 
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signature. Topological operators are not relevant for 
link-oriented operators since a link is an element of the 
Cartesian product of atomic components, i.e., nodes. 
Semantic and set-oriented operators are applied on 
sets of links and therefore can only be defined with 
Links_type in their left part of the signature. 

9 Derived operators 

The efficiency of a network query language can be im-
proved by the definition of derived operators that com-
bine the semantics of network, nodes and links oper­
ators. The signature of these operators may involve 
types such as Criteria-type, Constraints-type, Net-
work(s)_type, Nodes-type or Links-type in the left part 
(i.e., operands) and types Nodes_type, Links-types or 
Network(s)_type in the right part (i.e., result). As 
an example, let us define the operator Starting_Places 
with the following signature: 

Starting-Places: Network.type -> Nodes.type. 
The Starting-Places operator returns the set of 

nodes which have no predecessor in a given network. 
This function does not increase the expressive power 
of the query language since it can be expressed by a 
composition of operators, on a network. Ne, using a 
functional notation by: 

NodesJDifference (Origins (Links_Projection (Ne)), 
Destinations (LinksJProjection (Ne) ) ) 

Furthermore, it does not change the problematic of 
managing network operators as the right part of the 
signature is stili based on the same concept: a node. 
However it provides a user-oriented and user-friendly 
operator in the context of network queries. 

10 PROJECTION 
OPERATOR 

11 Network semantic 

A network is a composite entity (nodes and links) 
whose alphanumerical properties are constrained at 
the internal (within the network components) or at the 
external levels (e.g., by another network logically con-
nected to one or many nodes of this network). These 
properties convey some analogies with the spatial do-
main whereas the alphanumeric properties of entities 
may be constrained either at the internal (e.g., interior, 
boundary) or external levels (e.g., merge of indepen-
dent spatial maps that share some common entities). 

Within network representations, the semantics of al-
phcuiumeric properties have to be analysed with re-
spect to their node and link components. This leads 
to separate attributes defined (and restricted to) at 
the composite (i.e., network or link levels) and com-
ponent levels (i.e., node, link, node and link levels). 

From the following three sorts, Network, Node and 
Link, we define the notion of derived attribute and 
inherited attribute. Netvvork operators allow transfor-
mations between these three sorts: Netvvork to Node 
or Link, Link to Node, and Link and Node to Net­
vvork. The data model associated with the result of 
these operators is built from the original data model 
(i.e., functions a, n, e) and attributes that can be pro-
vided by the operand(s). An attribute is said to be 
derived whenever its definition is provided by the ap-
plication of an aggregate function on operand(s) (i.e., 
creation of a new semantics). An attribute is said to 
be inherited whenever its definition is provided by the 
conventional projection operator or by a composition 
or decomposition operation (i.e., propagation of an ex-
isting semantics). 

We introduce a set of semantic constants associated 
with network and network component attributes: 

- A "Global" network attribute is an attribute 
whose semantics is restricted to the composite 
network as a whole, i.e., no inheritance of such an 
attribute is authorised at the node and link com­
ponent levels from the network level. A " Global" 
network attribute is relevant for the representa-
tion of qualitative data (e.g., an attribute that 
represents the general condition of a network) as 
well as for a network attribute derived from the 
application of an aggregated function on nodes 
and links (e.g., a cumulated length attribute of 
a network). Similarly a "Global" link attribute 
is an attribute whose validity is relevant for the 
link as an element of the Cartesian product N x 
N, i.e., this attribute is not relevant for any node 
component (e.g., a duration attribute for a flight 
link). By default node attributes are classified as 
"Global". 

- A "Subset^r,/," network attribute is an attribute 
whose semantic is also relevant at the node and 
link composite levels, i.e., inheritance of such an 
attribute is authorised at the node and link com­
ponent levels from the network (e.g., an attribute 
that represents the list of companies that use a 
network). 

— A "Subset;v" network attribute is an attribute 
whose semantic is also relevant at the node com­
posite level, i.e., inheritance of such an attribute is 
authorised at the node component level from the 
network level (e.g., an air trafHc noise attribute). 
A "Subset^r" link attribute is an attribute whose 
validity is relevant for a subset of the element of 
the Cartesian product N x N (i.e., based on origin 
and/or destination). 

— A "Subset/," network attribute is an attribute 
whose semantic is also relevant at the link com­
posite level, i.e., inheritance of such an attribute 
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Left part of 

the signature 

Network_type 

(Links_type)+ 

Nodes_type 

(Nodes_type)+ 

Structural 

Li]iks_Proj ection 

Build_In_Link 

Semantic 

Links_Selection 

Set-Oriented 

Links_Intersection 

Table 3: Link-oriented operators 

Netvvork 

Node Global 

Global 
Subset 
Subset jvj' 
Subset 

N,L 

Link — Global 
Subset, 

Let aj be an attribute of AL we qualify the charac-
terisation of a« as either a Global or Subset jv attribute 
depending on its semantics. 

Let aj be an attribute of Ajv, we qualify the charac-
terisation of a Global attribute. 

Let C be a function that provides the classification 
of an attribute 

Sort_type = <Network, Node, Link> 
C: string x Sort_type -> <Global, Subsetjv.i, 

Subseti, Subsetiv> 

Figure 3: Semantic constants, static definitions 

is authorised at the link component level from the 
network level (e.g., length of an air trafRc corridor 
attribute). 

A semantic constant "Subset/," link attribute is not 
directly defined at the link level as it needs an origin 
and a destination to exist (i.e., equivalent to a global 
semantics). The only way to provide a "Subset/," link 
attribute is an inheritance from the network level. No 
" Subsetiv" semantic constant is defined for a node at­
tribute from the static point of view as a node repre-
sents an atomic component for network operators. The 
only way to provide a " Subset AT" node attribute is an 
inheritance from the network or link levels. Figure 2 
describes the static definition of semantic constants for 
network component attributes. 

We introduce the semantic properties of the network 
components, from the static point of view, as follows: 

Let N (N, L, a) represents a network with its la-
beUing function 

Let AM,L be the set of Network attributes provided 
by the labelling function a 

Let AL be the set of Link attributes 
Let AN be the set of Node attributes 
Let a, be an attribute of AN,L we qualify the charac-

terisation of ai cLS either a Global, SubsetAr,i, Subset;v 
or Subseti attribute depending on its semantics. 

12 Network operators 

The left part of a signature of an operator is built with 
one to several sorts (Network, Link, Node). A basic 
right part of a query (i.e., a result) is defined as a sort. 
The data model associated with the result is built from 
the diff̂ erent data models involved in the left part of 
the signature. Semantic constants are associated with 
each attribute involved in the data model (i.e., in the 
left part of the signature). A transfer rule is applied 
from the left part to the right part of the signature in 
order to define the result data model (i.e., a set of data 
model attributes and their semantic constants). 

The data model of the result is built with a sub­
set of the respective data models involved in the left 
part and the derived attributes involved in the query. 
Conventional problems of database schema integration 
such as homonyms (i.e., two attributes with the same 
name but a different application semantics) are not 
relevant in the context of our model since the opera­
tors identified are closed on the same database schema. 
The unique source of conflict may be between two at­
tributes with a same application semantic but differ­
ent semantic constants. Therefore, we define an order 
for the semantic constants: from the lower level of 
abstraction to the higher: Global, Subsetiv, Subset/,, 
Subsetjv,L- Whenever a conflict arises, the priority is 
given to the higher level of abstraction (manipulations 
are closed on the database schema). 

We classify network operators into two groups: 
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Network 

(ay^~ X^ 
Node 

(b) 
Link 

Figure 4: Decomposition 

Network 

I 
Node Link 

Figure 5: Composition 

intra-component and heterogeneous operators. Intra-
component operators involve the same sort in the 
left part and in the right parts of the signature. 
Intra-component operators regroup semantic and set-
oriented operators. They do not provide a transfer of 
data models from the left part to the right part of the 
signature cis the semantics of the data models is sim-
ilar. The data model result is defined as the union 
as some attributes may appear in the data model of 
the sub-set of the operands, nevertheless the semantics 
is similar since the sorts are identical. Heterogeneous 
operators regroup structural and topological operators 
and therefore involve different sorts in the left part. 
The definition of transfer rules is relevant to define 
the data model of the result. Figure 3 and Figure 
4 illustrate the different levels of abstraction involved 
in network operators. The decomposition reflects the 
different levels of abstraction from networks to nodes 
(Figure 3). The composition reflects the different lev­
els of abstraction from node to link - to build a link -
and node and link to network - to define a network -
(Figure 4). 

13 Heterogeneous operators 
These operators provide a transfer since they ma-
nipulate network components rather than instances. 
Therefore transfer rules are defined from the concep-
tual point of view and are independent of the operator 

semantic (the approach is far different from spatial ori­
ented operators as no creation of spatial representation 
is involved). 

Node-oriented operators classified as structural deal 
with a decomposition and lead to a transfer from the 
network level or the link level. An attribute for a 
node is derived (arrow (a) Figure 3) from a network 
attribute classified as Subsetjv,L or Subset/^r 

AAT = AAT U { aj e AN,L I C (aj, Network) = 
Subset;v,L V C (aj, Network) = SubsetAr} 

An attribute for a node is derived (axrow (b) Fig­
ure 3) from a link attribute classified as Subset^r,!, or 
Subset;v 

A;v = Ajv U { aj e A/, / C (aj, Link) = Subsetjv.z, 
V C (aj, Link) = Subsetjv} 

Link-oriented operators classified as structural deal 
with a decomposition and lead to a transfer from the 
network level. An attribute for a link is derived (arrow 
(c) Figure 3) from a network attribute classified as 
Subsetjv,i, Subsetjv or Subset^ 

AL = Ai U {aj G AJV,L / C (a^, Network) = 
Subsetjv,x, V 

C (aj, Network) = Subset N V C (aj, Network) = 
Subset/,} 

Network-oriented operators classified as structural 
deal with a composition and lead to a transfer from 
the left part to the right part of a signature. Func-
tions v, £ and a are involved. A signature defined 
with at least a Node(s)-type sort (resp. Link(s)-type) 
in the left part implies a transfer of attributes firom 
the Node(s).type (resp. Link(s)_type), i.e., the func­
tion v (resp. e), to the result. The extension of the 
data model - from the network on which the opera­
tor is applied or from the query definition process - is 
provided by aggregate constraints (i.e., function a). A 
network attribute is inherited from a node attribute 
classified as Subset AT. A netvvork attribute is inherited 
from a link attribute classified as SubsetJV,L, SubsetJV 
or Subsetz,. A network attribute is derived from the 
query when it is required (e.g., calculated from an ag­
gregate function) and is classified as Global. 

Ajv,£ = AN,L U { aj € AAT / C (aj, Node) = 
SubsetA^} U 

{aj 6 AL / C (ai, Link) = SubsetJV,L V 
C (aj, Link) = Subsetjv V C (a,, Link) =; SubsetL } 

U. 
{ aj / aj is obtained by an aggregate function on N 

and/or L} 
Network-oriented operators classified as topological 

vi'ith a more complex signature than (Network_type)-l-
(e.g., path operator) can be considered as a special 
čase of network-oriented operators providing a net-
work from a network. The nodes or the links involved 
in the signature must already belong to the networks 
involved in the left part of the signature (e.g., the ori-
gin and the destination of a path operator). Table 
5 summarises the transfer function for heterogeneous 
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operators which involve a decomposition (i.e., from a 
network to a link or from a link to a node). 

The semantic constant associated with an attribute 
in the result data model may be different from its ini-
tial one. SubsetAr,^ classification is concerned by this 
change as the link properties is not vaUd anymore when 
the result is a node sort. The new semantic constant 
is Subsetiv in this čase. We extend the definition of 
derived attribute as follows: an attribute is said to be 
derived when its classification changes when its sort 
changes. 

14 Dynamic of network 
operators 

A sequence of network operators is realised at either 
a same (e.g., a sequence of NodeJDifference operators 
applied on several node sets) or different abstraction 
level (e.g., a sequence of operations that successively 
decompose a network to links and these links to nodes 
- arrow (c) then (b) Figure 3). We qualify these se-
quences as horizontal and vertical, respectively. 

The sequence of operators may be interpreted as the 
evaluation of a path in a graph G (V, E, v, e, *) (Fig­
ure 5). Vertices are the different sorts involved in a sig­
nature. Edges model the transition from the left part 
of a signature to the right part. The node labelling 
function models the sorts involved in a signature. The 
edge labelling function models the classification of at-
tributes involved in the transfer function. 

V = {Network, Node, Link} 
E = { (Network, Network), (Network, Link), (Net-

work, Node), 
(Link, Link), (Link, Node), (Node, Node) } 
v = sorts 
e: semantic constants concerned with the transfer 

function from the left part to the right part 

15 APPLICATION 
The semantic of derived results is provided by the suc-
cessive propagation of semantic constants. Let us con-
sider as an example, the Starting_Places operator. Its 
functional expression is: 

Nodes-Difference (Origins (Links.Projection (Ne)), 
Destinations (Links-Projection (Ne) ) ) 

The successive propagation of attributes throughout 
the application of network operators (Table 5) within 
this Starting-Places composed operator is as follows: 

Links-Projection: (Global, Subset;v, Subset/,, 
Subset7v,i) -> (-) Subsetjv, Subset^ , Subsetjv.i) 

Origins: ( -, Subsetjv, Subseti , Subset;v,L) -> (-, 
Subsetjv , -, Subset/sr) 

Destinations ( -, Subset^v, Subset^ , Subsetjv,^) -> 
(-, Subsetvv , -, Subset^r ) 

NodesJDifference (-, SubsetA^, - , - ) - > ( - , Subset^r, 

Resulting node attributes are original network at­
tributes which have Subset^r or Subsetiv.z, semantic 
constants (Subset^r.L is transferred as a Subsetjv se­
mantic constant by the Origin and Destination opera­
tors at the links level). Let us illustrate the semantic 
constants and the propagation rules for network oper­
ators with our example database. The application of 
the Starting-Places operator on a network requires the 
application of the Links-Projection operator. Table 6 
presents the data model transfer. 

Once the Links_Projection operator has been ap­
plied, the Origins and Destination operators are per-
formed to transform a set of links into two sets of 
nodes. Table 7 presents the second data model trans­
fer. 

The Nodes-Difference operator is applied. The data 
model of a node is not changed as the NodesJDifference 
operator belongs to the intra-component operators. 
Table 8 presents the final data model associated with 
the nodes. This data model is enriched with a subset of 
the Network_type (i.e., Companies, Air.TrafficJMoise 
and Context attributes). 

16 CONCLUSION 
The large diffusion of spatial database applications in 
scientific, planning and business domains implies the 
emergence of new requirements in terms of data repre-
sentation and derivation. Particularly, current spatial 
data models and query language operations have to 
be extended in order to integrate a more complete se­
mantic representation of complex domains. The inte-
gration and representation of graph structures within 
spatial data models is of particular interest for many 
application areas involved in the management of phys-
ical or immaterial networks. 

This paper proposes the study of spatial network 
properties and their dynamic integration (i.e., using 
network operators) within the database projection op­
erator. In order to represent the semantics of spatial 
network, we propose a classification that distinguishes 
the logical, spatially complete and spatially incomplete 
netvvorks. The semantic of network components are 
studied at the network, link and node levels. The pro-
posed model qualifies the semantics of alphanumeric 
attributes by a set of constants (i.e., Global, Subsetjv 
and SubsetL, Subset^r,z,)- These constants allows, or 
not, their propagation upward at a higher abstraction 
level (i.e., from nodes to link or network), downward 
at a lower abstraction level (i.e., from network to links 
/ links to nodes / network to nodes) or at the same 
abstraction level. The propagation of these semantic 
properties are characterised and illustrated through­
out the application of network operators that manip-
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Global 

Subset N 

Subset L 

Subset N,L 

Network -> Link 
_ 

Subset N 

Subset L 

Subset N̂L 

Link -> Node 

.-

Subset N 

-

Subset N 

Table 4: Transfer data model for heterogeneous operators 

Subset isfL 

Subset N,L 

Subset j ^ 

Subset L 

Subset N 

Subset j,jL 

Subset j ^ 

Subset ]\4 L 

Subset j ^ 

Subset L 

Node Link 

Subset N 

Subset j^L 

Subset j ^ 

Subset r 

Figure 6: Dynamic of operators 

ulate network components. Further work concerns the 
identification of an integrated semantic model that 
combines geometrical and network properties. 
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SeveraJ variants of binary search trees were designed to solve various types of searching problems 
including geometrical ones as point location and range search queries. In complexity ana}ysis 
we usually abstract from the real implementation and easily derive that the tirne complexity of 
traversal from the root of a halanced tree to any leafis 0(log m), where m is the number of leaves. 
In this paper we analyse a new method for memory mapping of a binary tree adming to improve 
spatial locality of data represented by binary trees and thus performance of traversal algorithms 
applied on these data structures. 

1 Moti vat ion 

The basic motivation for this research comes from 
binary search trees for computer graphics applica-
tions, where they are used to accelerate ray-shooting. 
To solve this problem space subdivision schemes are 
used, see [Watt92] for survey. One space subdivi­
sion is an orthogonal binary space partitioning tree 
(BSP tree or BSPT in the following text). It is of-
ten referred to as fcd-tree in the context of computa-
tional geometry [Berg97]. It was initially developed to 
solve the hidden surface problem in computer graph­
ics [FuchsSO]. 

A BSPT is a higher dimensional analogy to a bi-
nary search tree. The BSPT for a set S of objects in 
5R" is a binary tree defined as follows. Each node v in 
BSPT represents a non-empty box (rectangular par-
allelepiped) i?„ and set of objects 5„ that intersects 
Ry. The box associated with the root node is the 
smallest box containing ali the objects from S. Each 
interior node of BSPT is assigned cutting plane Hy 
that splits Ry into two boxes. Let if+ be the positive 
halfspace and H~ the negative halfspace bounded by 
Hy. The boxes associated with the left and the right 
child of v are i?„ n H;^ and Rv n H^, respectively. 
The left subtree of u is a BSPT for a set of objects 
S~ = {s D H~\s £ Sy}, the right subtree is defined 
similarly. The leaves of the BSPT are either occupied 
by the objects or vacant. 

The BSPT is constructed hierarchically step by step 

until termination criteria given for leaf are reached. 
There are usually two termination criteria. First, max-
imum depth of BSPT is specified. Second, a node be-
comes a leaf if the number of objects associated with 
the node is smaller than a constant. The cutting plane 
H is for ease of computing search queries perpendicu-
lar to one of coordinate axes {orthogonal cutting). The 
example of BSPT in 3Ĵ  space is depicted in Fig. 1. 

The most important operation carried out for any 
BSPT in any application is exhaustive traversal; for 
example the traversal in depth-first-search (DFS) or-
der. It occurs v/hen BSPT built for n-dimensional 
data is used for point location and range search 
queries [Samet90]. Several variants oi BSPT are thus 
extensively used in GIS and other spatial database sys-
tems. 

This decade I/O efficient algorithms and data struc­
tures for memory hierarchies have acquired noticeable 
research interest. The design of these data structures 
is driven by properties of external/internal memory hi-
erarchy. Some achieved results are given for example 
in [Chiang95]. The example of design for sorting algo-
rithm which takes into account the memory hierarchy 
is [Nyberg95]. 

In this paper vî e do not deal with external memory 
data structures, but with the internal memory hier-
archy between the processor and the main memory 
including either on-chip cache or second-level cache. 
The main difference between this hierarchy and exter-

mailto:havran@fel.cvut.cz
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Figure 1: Binary space partitioning tree in 3?̂  space 

nal memory one is the size of and the access time to 
one data block. Those for external memory hierarchy 
are much larger than the ones between the processor 
cache and the main memory. 

Second, techniques for external memory data struc-
tures were developed mostly for one-dimensional 
search problems. For example, well known J5-tree 
[Cormen90] cannot be used to decrease time complex-
ity of the BSPT traversal for n > 1, since the B-tree 
cannot represent n-dimensional data. In this paper 
we analyse novel methods to increase spatial locality 
of data in the cache and thus to decrease the execu-
tion time of any algorithm that ušes BSPT. For the 
sake of simplicity we assume traversing BSPT in DFS 
order from root to a leaf. 

2 Preliminaries 

In this section we recall several facts necessary to un-
derstand the concept of BSPT nodes memory map-
ping. This includes memory allocation techniques and 
the structure of the memory hierarchy. 

2.1 Meinory Allocation 

The key idea of this paper is mapping BSPT nodes to 
addresses in the main memory. Allocation of dynamic 
variables is always provided by a memory allocator. 
Let us suppose the contiguous block of the unoccupied 
memory is assigned to the memory allocator at the 
beginning. This is used to assign the addresses within 
the block to the variables allocated so the variables do 
not overlap. We call this memory block a memory pool. 
Since the mapping is crucial for the main contribution 
of this paper, we discuss it in detail. 

Common solution is to use a general Tnemory al­
locator. Each BSPT node is then represented as a 

specially allocated variable. Let 5 / denote the size of 
memory to store Information in a node. This is the po-
sition and the orientation of the splitting plane. Let 
Sp be the size of a pointer. Then the size required to 
represent one interior BSPT node is SJN = Si + 2.Sp. 
Use of the general memory allocator requires to store 
two additional pointers with each allocated variable 
that are used later to free this variable from memory 
pool. 

In this paper we also use another strategy to allo­
cate the BSPT node. We use a special memory alloca­
tor described for example in [Stroustrup97] to allocate 
variables of the same type and thus of the same fixed 
size Sv- We use BSPT nodes of fixed size and dedi-
cate them a special memory pool. During building up 
BSPT the nodes are allocated from the memory pool 
as from an array in linear order. 

2.2 Memory Hierarchy 

The time complexity of a traversal algorithm using 
BSPT is connected with the hardvvare used. Let us 
recall the organisation and the properties of the mem-
ory hierarchy. For analysis we suppose Harvard ar-
chitecture with separated caches for instructions and 
data. Let TMM denote latency of the main memory 
(time to read/write one data block). 

The larger the memory and the smaller the access 
time, the higher the cost of the memory. The instruc-
tion/data latency of processors is smaller than TMM-
That is why a cache is placed between the memory 
and the processor. The cache is a memory of relatively 
small size with respect to the size of the main memory. 
The cache latency Te is smaller than TMM- This so­
lution is economically advantageous; it ušes temporal 
and spatial locality of data exposed by a typical pro­
gram and the average access time can be significantly 
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reduced. Data between the cache and the main mem-
ory are transferred in blocks. The size of the block 
transferred is referred to as cache line size SCL • Typ-
ical memory hierarchy is depicted in Fig. 2. 

Size '̂ le':°P':?'=.?.=?.?.':.?.'].'P Access tirne 
[words] 

64 to 256 i 

8 K 

256 K 

32 M 
to 

256 M 

Registers 

r 

Cache 1 

A i 
Cache 2 

> 

[cycles] 

< 1 

1 to 2 

Sto 15 

Main Memory 40 to 100 

Figure 2: Typical memory hierarchy 

In this paper we use for analysis only the one cache 
placed between the processor and the main memory. 
We denote the time consumed by operations in terms 
of cycles. Let Tw denote the average processing time 
on a BSPT node to decide whether to follow its left 
or right descendant. 

Typical values for today's superscalar processors 
and typical application are TMM = 55, Tb = 4, Tiv = 
5, SCL = 128 Bytes for MIPS R8000. These values 
are taken from [SGI96]. They are used further in the 
paper. Note that for a typical search algorithm on 
BSPT holds Tw «: TMM-

3 BSPT Representations 

As we already stated the BSPT is actually represented 
by a binary tree. In general, a binary tree does not 
represent a valid instance of BSPT, since the split-
ting plane has to intersect the bounding box associ-
ated with the node. This is one of the reasons why the 
decomposition induced by BSPT cannot be simply re-
placed by B-trees or some hashing scheme commonly 
used for one-dimensional search problems. The Infor­
mation stored in BSPT node is the orientation and the 
position of splitting plane. The axis aligned bounding 
box is known explicitly for a root node only. The axis 
aligned bounding boxes associated with interior and 
leaf nodes are not stored explicitly in these nodes, but 
they can be derived by traversing down the tree. 

Let us recall some terminology concerning binary 
trees. The depth of a node A in the tree is the number 
of nodes on the path from the root to the node A. 
The depth of root node is zero. We call a binary tree 

complete if ali its leaves are positioned in the same 
depth d from the root node and thus the number of 
leaves is 2'^. An incomplete binary tree is the one that 
is not complete. Let hc define complete height of a 
binary tree A as the maximum depth for which the 
binary tree constructed by the nodes of A is complete. 
The same definitions hold for BSPT. 

The next four subsection gives details of BSPT rep­
resentations in the memory. This includes a usual 
method to represent BSPT nodes using general mem-
ory allocator. We call this random representation. The 
less used method is DFS order representation. Finally, 
we describe two forms of a subtree representation that 
we designed to decrease further the average traversal 
time on BSPT tree. 

3.1 Random Representation 

A common way to store the arbitrary BSPT in the 
main memory is to represent each node as a special 
variable using general memory allocator. The repre­
sentation is depicted in Fig. 3 (a). 

This representation requires additional memory for 
pointers used by general memory allocator for each al-
located variable, but it is the simplest technique to im-
plement. The addresses of nodes in the main memory 
have no connection with their location in the BSPT. 
Assume that two additional pointers are needed to al-
locate the variable. Then the memory size Ms con­
sumed by random representation to store NNO nodes 
of BSPT is: 

i\4-random = NNO-C^-SP + Si) (1) 

3.2 Depth-First-Search (DFS) 
Representation 

A DFS representation is implemented by using the 
allocator for fixed size variables described in subsec­
tion 2.2. In this representation the nodes are put sub-
sequently in the memory pool in linear order, when 
BSPT is built up in the DFS order, see Fig. 3 (b). 
The size of the memory consumed to represent iVjvo 
nodes of BSPT is: 

M, DFS = NNo-i^.Sp + SI) (2) 

Then 2.NNO-SP of memory taken by pointers to 
implement general memory allocator is saved in com-
parison with random representation. 

3.3 Subtree Representation 

The main goal of this paper is the analysis of BSPT 
representation proposed originally in [Havran97] to re-
duce the time complexity of ray-shooting query per-
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Figure 3: BSPT representations (cache Hne size SCL = 3.size(node of BSPT)) (a) Random (b) DFS (c) Subtree 

formed on BSPT. Let us describe the representation 
in detail. 

We also use allocator for fixed size variables, but 
the size of one allocated variable is equal to cache Une 
size SsL- The variable is subsequently occupied by 
the nodes organised into subtree. The whole BSPT 
is then decomposed to subtrees, see Fig. 3 (c). Once 
the subtree is read to the cache, the access time to its 
nodes is equal to cache latency Te- The subtree need 
not be complete. We distinguish between two subtree 
representations, see Fig. 4. 

An ordinary subtree has aH nodes of the same size, 
with two pointers to its descendants, regardless of 
whether the descendant lies in the subtree or not. 

A compact subtree has no pointers among the nodes 
inside the subtree because their addressing is provided 
explicitly by a traversal program. The pointers are 
needed only to point between the subtrees. The leaves 
in an incomplete subtree have to be marked in a special 
variable stored in each subtree (one bit for each node). 

The size of the memory described by both subtree 
representations is given in the next section. 

4 Time Coinplexity and Cache 
Hit Ratio Analysis 

In this section we analyse the time complexity of a 
DFS order traversal for ali the BSPT representations 
described in previous section. The theoretical analysis 
assumes that the BSPT nodes data stored in the main 
memory are not loaded into the cache, i.e., cache hit 
ratio CHR = 0.0. Further, we suppose that the BSPT 
is complete and its height is hi. An incomplete BSPT 
requires to compute its average depth hi and substitute 
it for hi. 

These simplifications enable us to express the aver­
age traversal time TA on BSPT in DFS order from its 
root to a leaf. We compute the TA for an example of 
BSPT of height hi = 23. Further, we suppose ran­
dom traversal and the probability that we turn left in 
a node is equal to pL = 0.5. 

If some data are already located in the cache 
{CHR > 0.0), the analysis can be very difficult or 
even infeasible. The interested reader can follow e.g. 
[Arnold90]. Since the cache has asynchronous be-
haviour, we analysed the čase by means of simulation. 

4.1 Random Representation 
We suppose CHR = 0.0 during the whole traversal, 
i.e., the processing time of each BSPT node is TMM + 
Tw- As we know that the number of nodes along the 
traversal path from root to the leaf is /ij 4-1, we can 
express the average traversal time TA as follows: 

TA = {hi + l).iTMM+Tw) (3) 

For values given above {TMM = 55, Tw = 5, hi = 
23) we obtain TA = 1392.0 cycles. 

4.2 DFS Representation 
The DFS representation increases the cache hit ratio 
by involuntary reading the descendant nodes for next 
traversal step (s) if traversal continues to the left de-
scendant(s) of the current node. Assuming the size of 
the BSPT node is SIN = SI + 2.Sp, we derive the 
average traversal time TA as follows: 

TA {hi + 'i-)-\pL-TMM--^ H Tw 
Sci 

SIN •. +Tc.{l - -^) + (1 - PL).TMM] (4) 
SCL 

For SIN = 4 + 2.4 = 12, SCL = 128, and PL = 0.5 
we obtain TA — 859.1 cycles. 

4.3 Ordinary Subtree Representation 
Assume that SCL and SIN are given. Let SST be 
the size of the memory needed for each subtree used 
to represent subtree type Identification. We express 
the size of the memory taken by a complete ordinary 
subtree of the height h: 
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4.4 Compact Subtree Representation 

Let Si be the size of the memory to represent the 
Information in the BSPT node, Sp the memory taken 
by one pointer. The size of the memory consumed 
by a complete subtree of the height h is expressed as 

From Eq. 5 we derive the complete height of the foiiovvs-
ordinary subtree hc'-

M{h) = (2^+1 - 1).5/N + 5sT 

M{h) < ScL 

/.c = L-l + log,(^^V^'^+l)J Si N 

Mih) = (2''+^ - 1).5/ + 2''+\Sp 

(6) +SsT (11) 
Mih) < ScL 

The number of nodes in the incomplete ordinary ^he complete height hc of subtree is from Eq. 11 
subtree in the depth d = /ic + 1 is then: j^^j^g^ similarly to Eq. 6 as follows: 

M , ScL - (2^°+^ - l).5/;v - SsT I 
NODK = [ ^ J 

OIN 
(7) hc--l + l^''l%f'^\ (12) 

In the same way as for the ordinary subtree rep-
The average height of the subtree hA > hc for resentation we derive the number of nodes NODK lo-

NoDK > O is computed as follows: cated in the depth d = hc + lin the subtree: 

hA = -l+\Og2i2''^+^+NoDK) (8) 

Finally, the average traversal time for the whole 
BSPT of height hi is: 

TA-ihi + l).iT^ + ^ ^ ^ ^ ^ ) (9) 
hA + l 

The subtrees are placed in the main memory so they 
are aligned with the cache lines when read to the cache. 
Each subtree corresponds to one cache line. The size 
of the unused memory in the cache line is then: 

^ ™ d = ScL-i2''<'+'-l +NODK).SIN 

-SsT (10) 

For SIN = 12, SST = 4, we get hc = 2, NODK = 3, 

hA = 2.46, M!^^J^^^ = 4, and the average traversal 
time TA = 555.9 cycles. 

M , ScL - 2'^o+\iSi + Sp) +Si- SST , 
NODK = [ g ^ ^ ^ J 

(13) 

The unused memory for one subtree in the cache 
line can be derived similarly as for ordinary subtree: 

M ^ l l , ScL-i2''''+'-l + NoDK).SN 

-2.Sp.iNoDK + 2'̂ ^ - NoDKm 

-SST (14) 

The average height of the subtree hA and the 
average traversal time TA are computed using Eq. 8 
and Eq. 9. Given Sp = 4, 5 / = 4, and SST = 4 we 
compute hc = 3, NODK = O, /i^ = 3.0, M^^J^^^ = O, 
and TA = 510.0 cycles. 

The hc, NODK, hA as the function of the cache line 
size for ordinary and compact subtree representations 
and TA for ali BSPT representations are depicted in 
Fig 5. 
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Figure 5: The analysis: (A) Average traversal time TA{SCL) for aH BSPT representations, (B) hAiSci), 
(C) NODK{CL), (D) hc{CL) for subtree representations; Representation (a) Random (b) DFS, (c) Ordinary 
subtree, (d) Compact subtree 

5 Simulation Results 

We implemented a special program simulating the 
data transfor in a typical memory hierarchy for the 
DFS traversal on a complete BSPT. The simulation 
was carried out for the same memory hierarchy and 
BSPT properties as in previous section: TMM = 53, 
Te = 4,Tw = 5, hi = 23, Sp = 4 Bytes, 5/ = 4 
Bytes, SsT = 4 Bytes, four-way set associative cache 
with cache line size SCL = 2^ = 128 Bytes, the size 
of the cache was 2^° Bytes. The cache placement al-
gorithm and its structure correspond to those found 
in current superscalar processors, e.g., MIPS R8000 or 
MIPS RlOOOO (see [SGI96]). 

The theoretical, simulated times, and their ratio are 
summarised in Table 1. The parameter CHR is the 
average cache hit ratio to access a BSPT node in the 
cache during traversal. The average cache hit ratio for 
the node as the function of its depth in BSPT is in 
Table 2. 

Note that for SCL = 128 the compact subtree is 
complete, so the cache hit ratio for ali the nodes at the 
same depth in the BSPT is equal. This is the reason 
why CHR for depth 12, 16, and 20 are quite different 
from neighbour values, since these BSPT nodes are 

often read from the main memory. The probability 
that these nodes are already loaded in the cache is 
smaller with the increasing depth. 

The average traversal times obtained by simulation 
correlate well with those computed theoretically. It 
is obvious the times obtained by the simulation are 
smaller than these derived theoretically, since the the­
oretical analysis supposes in each step an initial value 
of CHR = 0.0. 

6 Conclusion 

In a previous paper [Havran97] we shovved experimen-
tally that ordinary subtree representation can decrease 
traversal time for ray-shooting using BSPT by 40% 
in a ray tracing application. In this paper we have 
analysed the time complexity and cache hit ratio of 
different BSPT representations for DFS order traver­
sal in detail. We have shown the time complexity of 
traversing of a BSPT is reduced by organising its in-
ner representation that matches better the memory 
hierarchy. The subtree representation decreases the 
traversal time for DFS order by 62% and increases hit 
ratio from 35% to 90% for a given example of common 
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TA (theoretical) 
T4 (simulated) 
ratio = TAIT'A 

CHR[%] 

Representation 
Random 

1392.0 
987.1 

1.41 
35.8 

DFS 
859.1 
629.4 

1.36 
69.8 

Ordinary subtree 
555.9 
445.6 

1.24 
83.5 

Compact subtree 
510.0 
379.3 

1.34 
90.3 

Table 1: The average traversal time computed theoretically and obtained by the simulation 

Depth 
CiiR (Random) 

CHR (DFS) 
CHR (Ordinary subtree) 
CHR (Compact subtree) 

Depth 
CHR (Random) 

CHR (DFS) 
CHR (Ordinary subtree) 
CHR (Compact subtree) 

0 
100 
100 
100 
100 

12 
21 
57 
80 

7 

1 
100 
100 
100 
100 

13 
19 
59 
64 

100 

2 
100 
100 
100 
100 

14 
19 
47 
66 

100 

3 
100 
100 
100 
100 

15 
0 

59 
79 

100 

4 
97 

100 
100 
100 

16 
0 

54 
66 

1 

5 
91 
93 

100 
100 

17 
0 

48 
70 

100 

6 
62 
79 
97 

100 
18 
0 

51 
72 

100 

7 
52 
84 
73 

100 
19 
0 

49 
74 

100 

8 
39 
58 
90 
69 
20 
0 

47 
61 

0 

9 
25 
56 
85 

100 
21 

0 
54 
75 

100 

10 
21 
63 
53 

100 
22 

0 
43 
74 

100 

11 
18 
51 
79 

100 
23 

0 
54 
62 

100 

Table 2: The cache hit ratio CHR[%] as the function of node depth in BSPT 

memory hierarchy. Moreover, proposed representation 
decreases the memory required to store BSPT in the 
main memory by 57%. 

7 Future Work 
The presented technique is widely applicable to 
other hierarchical data structures as well. Future 
work should include researeh of variants of multi-
dimensional binary trees and hierarchical data struc­
tures in general. Dynamization of these data struc­
tures with regard to cache sensitive representation is 
also interesting topic to be researched. 
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Based on some observations on quadtrees, this paper Rrst presents two improved representations 
for the linear quadtree and DF-expression. Then, we present three improved representations 
for the S-tree, bincodes, and logical bincodes. Some experiments are carried out to evaluate the 
performance of the five proposed improved representations and the existing corresponding repre­
sentations. Experimental results show that ali the proposed improved representations have better 
compression ratios when compared to the existing ones. Especially, the improved representations 
for the linear quadtree, bincodes, and logical bincodes have some significant compression perfor­
mance. Finally, a few image manipulations, such as area calculation, centroid calculation, and set 
operations, on the proposed improved representations are discussed. 

1 INTRODUCTION gorithms on BCs for GIS applications were presented 
in [3]. Using BCs as the input, Wu and Chung [14] pre-

The quadtree [4] (QT) is a well-known binary image sented the logical bincodes (LBCs), which employ the 
representation and can reduce the memory require- logical expression, and can support some fast image 
ment through the use of aggregation of homogeneous manipulations. 
blocks. It also can speedup many related image manip- _, , , ^ _ , „ 

, ,. C i rni u J 1- i- • Based on some observations on QT, this paper lirst 
ulations. bamet 191 has surveyed many applications in , . i^^ 
image processing, pattern recognition, computational P"̂ ^̂ "̂*^ *^° improved representations for LQ and 
geometry, computer graphics, spatial databases, geo- i?i^:expressions. Following the similar observations 
graphic Information systems (GIS), etc. f ^ 7 ' ^ J ^ P '^ ' " ' ' ** !L̂ ^ improved representations 

Instead of using a pointer-type data structure to ^"^ *^^ ^ ^ BCs, and LBCs. Some expenmentations 
represent a QT, Gargantini [1] presented a pointerless ^'^ ^^"^^^ °^* ^° ^^^1"^*^ *^^ performance of the 
spatial data structure (SDS), called the linear quadtree "^'""^"'f five improved representations and the cor-
(LQ),whichusesasetofcodestoencodetheleafnodes '^fP°^ding existing ones. Experimental results show 
in the QT. The LQ improves the memory efficiency of ^^^* ^̂ ^ *^^ P'^"?"^^^ improved representations have 
the QT. Another approach called the DF-expression ^^"^"^ compression ratios when compared to the ex-
[6, 11] represents the QT as a string by traversing the f^^l °f^- ^'P^^^^l^^J;'!, i^Proved representations 
QT in a preorder manner. Based on the bintree (BT) ^°' ^^^ LQ, BCs, and LBCs show a better compres-
[5], Jonge, Scheuermann, and Schijf (1994) [2] pre- sion Performance. Finally, a few image manipulations, 
sented the S-tree (ST) image representation. Bincodes ^"^^ ^ ^'^^, calculation, centroid calculation, and set 
(BCs) were proposed by Ouksel and Vaagoub [8] and operations (union, intersection, and complement), on 
were shown to have some space improvement over the ^^^ P^^^P«^^^ improved representations are discussed. 
LQ in empirical comparisons [10]. Some fast image al- The remainder of this paper is organized as follows. 

mailto:klchung@cs.ntust.edu.tw
mailto:jgwu@ice.ntnu.edu.tw
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Fig. 1. An image example. 

Section 2 reviews the existing five tree-based SDSs 
mentioned above in more detail. Some observations 
on QT and the proposed improved representations are 
presented in Section 3. In Section 4, some experiments 
on real images are carried out to demonstrate the com-
pression performance. Some image manipulations on 
these proposed representations are discussed in Sec­
tion 5. Some concluding remarks are given in Section 
6. 

2 TREE-BASED SPATIAL 
DATA STRUCTURES 

In this section, we use a simple example to explain the 
five existing SDSs mentioned above. 

For a QT, if the entire image is totally black or 
white, it is represented by a root node; otherwise, the 
root node is grey and the image is split into four equal-
sized subimages, one for each quadrant, that are la-
beled sw (southwest), se (southeast), nw (northwest), 
and ne (northeast), respectively. This subdivision pro-
cess is then repeated recursively for each of the four 
subimages until the subimage is totally black or white. 
A leaf node in a QT is called an external node; an 
internal node is called a grey node. Given a binary 
image with 2^ x 2^ pixels as shown in Fig. 1, where 
each black block is represented by a.square box, the 
corresponding QT is shown in Fig. 2. 

2.1 Linear Quadtree (LQ) 

Without using pointers, an LQ [1] represents a QT by 
a set of codes, and each code is obtained by encoding 
a path from the root to that black node in the QT. Let 
the sw quadrant, the se quadrant, the ntv quadrant, 
and the ne quadrant be encoded with O, 1, 2, and 3, 
respectively. Then, the external node Hy in Fig. 2 
is encoded by 01; F is encoded by 02; H2 is encoded 

L 

F 

N2 

Ni 

Hi 

R 
p 

level 
O 

• • O • 
L Ni M N2 

Fig. 2. The QT of Fig. 1. 

by 03; P is encoded by IX, where ĴC is a don't-care 
symbol, and so on. The LQ only encodes ali the black 
nodes in the QT using a preorder traversal. Suppose 
the given image is of size 2^ x 2^ . For each black node 
in the QT, the length of the corresponding code in LQ 
is A'̂ . On the other hand, the code for a black node at 
level / will have N — I consecutive X's in the rightmost 
part of that code. For each code, the first symbol in the 
LQ needs two bits, and each of the remaining symbols 
needs three bits since no symbol can start with an 
X symbol. Thus, it requires 2 + 3 x (A'' - 1) bits to 
represent any black node in the QT. 

Using the above LQ encoding scheme by traversing 
the QT in a preorder way, the black nodes in Fig. 2 
are encoded by the sequence 0102031X202123. 

2.2 DF-expression 

Given a QT, the corresponding DF-expression [6] is 
based on a preorder traversal of the QT. During the 
traversal, if the encountered node is a black node, we 
append the symbol 'B ' to the jDF-expression; if the 
encountered node is a white node, we append the sym-
bol W ; we append the symbol '( ' when the encoun­
tered node is a grey node. Suppose the number of 
nodes in the given QT is q, both the DF-expression 
and the LQ can be obtained in 0{q) time. 

The £'F-expression of Fig. 2 is 
{{WBBBB{BBWBW. 
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2.4 Bincodes (BCs) 

The BCs are obtained based on the BT structure and 
represent the BT as an ordered collection of black 
nodes in the BT. Given a 2-'̂  x 2^ binary image, 
each black node at level / and at location {x,y), 
which is located at left-bottom corner of the corre-
sponding block, is encoded as b{l,x,y) = S|^^(a;fc x 
24/=+3) + Efj-oi(2/, X 24'=+!) + S|^o"'(s* X 2 ' ' ) , where 
XN-IXN-2 xo and yN-iyN-2 yo denote the bi-
nary representations of x and y, respectively, and 
s = 2^^ - 2^^~' = {s2N-iS2N-2 50)2 with sub-

levefecript 2 denoting base 2. In fact, the encoded BC 
O for that black node is expressed as the sequence 

{xN-lS-iN-iyN-lS2N-2XN-2S2N-Z--XQSiyoSo)2. 

In Fig. 3, the block H at location (1,0) and at 
level 3 is encoded as (01011100)2 = 92 since i = (01)2, 

3 j = (00)2, and s = (1110)2- By traversing ali the 
A black nodes in the BT in a preorder fashion, the BCs 

of Fig. 3 are represented by the strictly increasing 
ordered sequence (87,92,117,124,208). 

Fig. 3. The BT representation of Fig. 1. 

linear-tree table : 0 0 0 0 1 1 1 0 0 1 1 1 0 1 1 
color table : 0 1 1 1 0 1 1 0 

Fig. 4. The ST of Fig. 3. 

2.3 S- t ree (ST) 

The three image representations described in this and 
the following two subsections are based on the BT 
structure. 

In this subsection, we first introduce the BT, then 
describe the ST [2]. The BT [9] is based on the re-
cursive subdivision of the image into two equal-sized 
subimages. At each step, the splitting alternates be-
tween the horizontal i—, and vertical j — , axis. If the 
subarray does not consist entirely of l's or entirely of 
0's, it is.further subdivided into two equal-sized subim­
ages until blocks that consist entirely of Ts or entirely 
of 0's are obtained. The corresponding BT of Fig. 1 
is shown in Fig. 3. 

The ST consists of two array tables, namely, the 
linear-tree table and the color table. During a pre­
order traversal of the BT, at each tirne, we append a 
'O' when a grey node is encountered, and a T when a 
leaf node is encountered to the linear-tree table. Fur-
thermore, we append a ' 1 ' ('O') when a black (white) 
leaf node is encountered to the color table. The ST for 
the BT of Fig. 3 is shown in Fig. 4. 

2.5 Logical Bincodes (LBCs) 

Observing the process in building the BT, we first di­
vide the original image into two equal-sized subim­
ages in the a:-direction. Ali the pixels in the left 
(right) subimage have their ar^v-i to be O (1); the other 
coordinate-variables XN-2,-", ^0, yN-i, yN-2,---, and 
2/0 are viewed as don't-care symbols. Logically, we 
denote the left (right) subimage as Xjv-i (X;v_i). 
Then, we divide the two resulting subimages in the 
y direction. The resulting four subimages, namely, 
the left-lower part, left-upper part, right-lower part, 
and right-upper part, are denoted by XI\!-IYN-I, 

XN^IYN-I, Xjv-i?jv-i, and XN-IYM-I, respec-
tively. 

In [14], each pair of bits XkS2k+i or ykS2k in one BC 
is interpreted as a logical function of variable Xk or 
Yk. (01)2 is used to represent Xk or Yk, (11)2 is used 
to represent Xk or Yk, and (00)2 is used to represent 
the don't-care symbol 'S'. The BC of the block H in 
Fig. 3 is represented by (01011100)2 and using this 
interpretation, the corresponding LBC is represented 
by XiYiXoS. Some block whose logical representation 
has more than one '<5'. For example, the block P in 
Fig. 3 is represented logically by XiYiSS. Since aH the 
'(5's are at the end of the logical expression, only one 
'S' is needed to show the ending of one LBC, and this 
can save some storage space. Consequently, the LBCs 
of Fig. 3 can be represented by a logical expression 
XiYiXoYo + XiYiXoS + XiYiXoYo + XiYiXoS + 
X^Y^S. 
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3 IMPROVED 
REPRESENTATIONS 

Let us consider the example shown in Fig. 5. The 
subtree from level O to level 3 is a complete subtree. 
Obviously, the codes used in the tree-based SDS men-
tioned in Section 2, e.g. LQ, only used to encode the 
information in the edges and nodes in the QT rang-
ing from level 2 to level 4, but it is unnecessary to 
encode the information in the subtree from level O to 
level 1. Therefore, the topmost two levels can be dis-
carded; this leads to an improved representation and 
has a storage-saving effect. 

Similarly, the DF-expression can discard the top­
most levels in the QT. However, the DF-expression 
can discard one more level than that of the improved 
LQ representation since the LQ representation encodes 
only the black nodes and we need to preserve the in­
formation one level above the bottom level of the com­
plete subtree to maintain the order of the resulting LQ 
codes, which will be used to recover the original codes. 
The DF-expression stores both the white and black 
nodes, so one more level can be discarded without los-
ing any information when compared to the improved 
LQ representation. 

By the same arguments, for the ST, BCs and LBCs, 
we can use the above observation to reduce the mem-
ory requirement for representing them. In what fol-
lows, the QT as shown in Fig. 5(b) and the BT as 
shown in Fig. 6(b) are used to demonstrate the pro-
posed five improved representations. In order to sim-
plify the presentation, only the first quadrant of Fig. 
5 is depicted in detail. 

3.1 Improved LQ (ILQ) 

For the first quadrant of Fig. 5(a), the codes of LQ 
are 0003, 0012, 0013, 0021, 0023, 003X, 0102, 0103, 
0112, 0113, 012X, 013X, 0201, 0203, 021X, 0221, 
0223, 023X, and 033X. Looking at these 19 codes, 
the leftmost significant digit, say the first digit, of each 
code is O since these codes ali branch from the leftmost 
edge encoded by (0)4 = (00)2 from the root node of 
Fig. 5(b). Similarly, the second digit of the first six 
codes is 0; the second digit of each code from the 7th 
(13th) one to the 12th (18th) one is 1 (2); the third 
digit of the last code is 3. For this quadrant, if we 
discard the first digit, say O, of these 19 codes, the 
resulting codes are 003, 012, 013, 021, 023, 03X, 102, 
103, 112, 113, 12X, 13X, 201, 203, 21X, 221, 223, 
23X, and 33X. This new representation is called the 
improved LQ (ILQ) for the first quadrant. 

By the same arguments, for the LQ codes in the 
second quadrant, the third quadrant, and the fourth 
quadrant, the corresponding ILQ codes can be ob-
tained by discarding the digits 1, 2, and 3, respectively. 

8 10 12 14 16^ 
(a) A binary image. 
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(b) The QT. 

Fig. 5. An example and its QT representation. 

To recover the LQ codes from the ILQ codes, we pro-
cess the ILQ codes sequentially. For the first quadrant, 
the digit O is added to the left of each processed code 
unless it occurs that the leftmost digit of the processed 
code is O but that of its predecessor is 3. Afterwards, 
the digit 1 is added to the left of each processed code 
unless it occurs that the leftmost digit of the processed 
code is O but that of its predecessor is 3. Continuing 
this way, the LQ codes can be recovered from the LQ 
codes. 

In general, given a QT with depth d, suppose there 
is a complete subtree rooted at the root node of the 
QT, which ranges from level O to level h. The ILQ 
only needs the information in the edges and nodes in 
the QT ranging from level /i - 1 to level d. 

We now analyze the storage-saving performance of 
ILQ over LQ. Given a 2 ^ x 2 ^ image, each LQ code 
needs 2 -I- 3(A^ — 1) bits. We see that the complete 
subtree in the corresponding QT ranges from level O 
to level h. For each ILQ code, it needs 3A'' — 3h + 5 = 
(2 -I- S{N - 1) - 3(/i - 2)) bits, so we have the following 
result: 

Result 1. Given a QT whose topmost h levels form a 
complete subtree, for each code in the corresponding 
ILQ representation, the storage-saving performance 
over the one in the LQ representation is equal to ^''"^ 

3N-l-3N+3h-5) 
2+3(JV-l) 

3N-1 

{ - )̂-

In Fig. 5, it is known that N = 4 and /i = 3, 
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so each ILQ code has 27.2% (= ^ ) storage-saving / i_4 

performance over the corresponding LQ code. 
Considering the first 'J\r' symbol from the left in each 

LQ code as a dehmiter, Gargantini [1] encodes a black 
node in QT by using only one 'X ' symbol in each LQ 
code. In Section 4, this version of LQ will be employed 
in experiments to demonstrate the storage-saving ad-
vantage of the proposed ILQ. For this simpler version 
of LQ, theoretically, we have the following result: 

Result 2. Given a QT whose topmost h levels form a 
complete subtree, suppose a code in the corresponding 
LQ representation is at level /. For this code in the 
ILQ representation, the storage-saving performance 
over the one in the LQ representation is equal to | J £ Y 
C _ 3l-l-3N+3h-5\ 
v~" 2 + 3 ( i - l ) / • 

3.2 Improved DF—expression 
(IDF—expression) 

The DF-expression of the image in Fig. 5 is 
represented by i{iiWWWB {WWBB {WBWBB 
{{WWBB {WWBBBB {{WBWBB {WBWBB 
{WWWB.... Using the observation on QT mentioned 
above, the symboIs '('s, which are used to represent the 
internal nodes in the top three levels, i.e. level O, level 
1, and level 2, in the original DF-expression can be 
discarded vvithout losing any Information. Thus, the 
improved DF-expression (IDF-expression) is repre­
sented by {WWWB {WWBB {WBWBB {WWBB 
(WWBBBB {WBWBB {WBWBB WWWB..., and 
totally 21 '('s are discarded. The IDF-expression dis-
cards one more level than the ILQ representation since 
the ILQ representation encodes only the black nodes, 
so we need to preserve the Information one more level 
to maintain the preorder order and to be able to re-
cover the original codes. Besides storing the internal 
nodes as '('s, the DF-expression also stores both the 
white and black nodes, thus one more level can be dis­
carded than in the ILQ. 

Suppose we use two bits 00 to represent a '(', two 
bits 10 to represent a 'W', and one bit 1 to represent a 
'B' . Using the same condition of the complete subtree 
as described in Subsection 3.1, we have the following 
result since the IDF-expression can discard ^-~ '('s 
in the DF-expression: 

Result 3. Given a QT whose topmost h levels form 
a complete subtree, suppose it needs / bits to repre­
sent the corresponding DF-expression. Then, it needs 
/ - ^^^3 ~^ bits to represent the IDF-expression. How-
ever, we need to store a number to indicate the number 
of levels been discarded, and assume we use four bits 
to represent this number since it is large enough for 
denoting the maximal levels allowable in any 2^^ x 2̂® 
image. The storage-saving performance is '^^\f^'^ 

)• 

The DF-expression of Fig. 5(b) needs 322 bits, but 
the corresponding IDF-expression needs 284 bits, the 
storage-saving performance of IDF-expression over 
DF-expression is about 11.8% (= ^ ) . 

3.3 Improved S-tree (IST) 

The ST representation of the image in Fig. 
represented by 

6 is 

linear-tree table: 

color table: 

00000001011011000110 
1110001101110000011 
011100011011101011... 
00101010110101101011 
01011001... 

Using the above observation on BT, the symbols 
0's, which are used to represent the internal nodes 
in the top five levels, i.e. level O to level 4, in the 
linear-tree table of the original ST representation can 
be discarded without losing any Information. Thus, 
the linear-tree table of the compact S-tree (IST) is 
represented by 

00101101100011011100110111000110111000 
1101111011... 

while the color table remains the same, and totally 
31 0's are discarded. Basically, the storage-saving con-
cept used in IST is very similar to the one in IDF-
expression. 

Only one bit is needed to represent O or 1 in the 
linear-tree table and the color table. Given a BT with 
depth d, suppose there is a complete subtree rooted at 
the root node in the BT, which ranges from level O to 
level h. We then have the following result since the 
IST can discard 2'' - 1 0's in the ST. Same as what 
described in Subsection 3.2, an extra 4-bit number is 
used to indicate the number of discarded levels in ST. 
We then have the following result: 

Result 4. Given a BT whose topmost h levels form 
a complete subtree, suppose we need s bits to represent 
the corresponding ST. Then, we need s — (2'' -f- 3) (= 
s — 2'' -f-1 - 4) bits to represent the IST-expression. 
The storage-saving performance is ^—^• 

The ST of Fig. 6(b) needs 337 bits, but the corre­
sponding IST needs 310 bits. Therefore, the storage-
saving performance of IST over ST is about 8% (= 
27 \ 

3 S 7 / ' 337 
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(a) The image subdivided to form a BT. 

(b) The BT. 

Fig. 6. The example of Fig. 5(a) 
and its BT representation. 

3.4 Compact Bincodes (CBCs) 

For the first quadrant in Fig. 6(a), the cor­
responding BCs are ( 21855, 21884, 21975, 
21983, 22000, 22364, 22396, 22464, 23895, 
23903, 23920, 24023, 24031, 24048, 24560 ) 
( = ( 0101010101011111, 0101010101111100, 
0101010111010111, 0101010111011111, 01010101 
11110000, 0101011101011100, 0101011101111100, 
0101011111000000, 0101110101010111, 01011101 
01011111, 0101110101110000, 0101110111010111, 
0101110111011111, 0101110111110000, 01011111 
11110000 )2). 

Looking at the binary representation of these 15 
BCs, the leftmost four bits of them are aH OlOrs since 
they aH branch from the left edge (1/3 = 0) and from 
the left son (0:3 = 0) of the root node of Fig. 6(b). 
By the same arguments, the next lower four bits in 
the first five codes are 0101; that of the codes from 
the sixth (ninth) code to the eighth (14th) code are 
0111 (1101); that of the last code is 1111. For this 
quadrant, if we discard the leftmost six bits of each 
code among these 15 codes, the resulting codes are ( 
351, 280, 471, 479, 496, 860, 892, 960, 343, 351, 360, 
471, 479, 496, 1008 ) ( = ( 0101011111, 0101111100, 
Ol l lOlp l l l , 0111011111, 0111110000, 1101011100, 
11011 11100, 1111000000, 0101010111, 0101011111, 
0101110000, 0111010111, 0111011111, 01111 10000, 
1111110000 )2). As a result, two subtrees are formed. 
The first subtree contains the first eight codes that 

discard their leftmost leading bits 010101; the second 
subtree contains the remaining codes that discard their 
leftmost leading bits 010111. The codes in each sub­
tree are stili listed in preorder. This new represen­
tation is called the compact BC (CBC) for the first 
quadrant. 

By the same arguments, for the BCs in the second 
quadrant, third quadrant, and the fourth quadrant, 
the CBCs can be obtained by discarding the leftmost 
six bits 011101, 110101, 111101, in the first BCs, and 
discarding the leftmost six bits 011111, 110111 and 
111111 in the last BCs, respectively. 

To recover the BCs from CBCs, we process the 
CBCs codes sequentially in a preorder order. Each 
time, six bits 010101 are added to the left of the pro-
cessed code unless it occurs that the predecessor is less 
than or equal to its preceding one. Aftervvards, each 
time six bits 010111 are added to the left of the pro-
cessed code unless it occurs that the processed code is 
less than or equal to its predecessor. Similarly, six bits 
011101, 011111, 110101, 110111, 111101, and 111111 
are added to the left of processed code sequentially 
started whenever the processed code is less than or 
equal to its predecessor. 

Using the same condition of the complete subtree as 
described in Subsection 3.3, the CBCs only needs the 
Information in the edges and nodes in the BT ranging 
from level h—lto level d. We now analyze the storage-
saving performance of CBC over BC. Given a 2 ^ x 2 ^ 
image, each BC needs iN bits. For each CBC, it needs 
m - 2h + 4 {= AN - 2{h - 2)) bits, so we have the 
following result: 

Result 5. Given a BT whose topmost h levels form a 
complete subtree, for each code in the corresponding 
CBCs, the storage-saving performance over the one in 
the BCs is equal to ^ ( ^ 4 N - ( 4 N - 2 / . + 4 ) ) _ 

In Fig. 6, it is known that N = 4 and h = 5, 
so each CBC has 37.5% (= | ) storage-saving perfor­
mance over the corresponding BC. 

3.5 Compact LBCs (CLBCs) 

The LBC representation 
don't-care symbol, 
BC. The LBCs of 
6 are represented 
XzY3X2Y2XiYiXoS, 
^3Y3X2Y2XiYiXoYo, 
XzY3X2Y2XiYiXo, 
X3Y3X2Y2Xi5_, 
JC^ I3 ̂ 21^2 -^1 Yi Xo Yo, 
X3Y3X2Y2XiYiXoYo, 

Stores at most one 
(00)2, at the end of each 
the first quadrant of Fig. 
by ( X3Y3X2Y2XiYiXoYo, 

X3Y3X2Y2XiYiXoYo, 
_X3Y3X2Y2XiYiS, 

_ ^31^3X21^X11^X0, 
X3 Y3X'^2 X\ Y\X(i YQ , 
_ X3Y3_X2Y2XxYx^, 

X3Y3X2Y2X\Y\XQY{i, 
X3Y3X2Y2XxYx^, X3Y3X2Y2XxYx8 )_. After dis­
carding the leftmost three symbols ^ 3 , Vš, and X2 
{X2) in the first eight (last seven) LBCs, the resulting 
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Fig. 7: A sample image. 

compact LBCs (CLBCs) become ( ^2^171^0^0, 
^2X1^1X05, Y2XiYiXoYo, Y2XiYiXoYo, F ž ^ i ^ J , 
Y2XiYiXo6, Y2XiYiXoS, Y2XiS, Y2XiYrXoYo, 
72^1^X0^0, Y2XiYi6, Y2X,Y, XoYo, Y2XiYiXoYo, 
Y2XiYiS, Y2XiYi6 ) . By the similar arguments, for 
the other three quadrants, the corresponding LBCs 
can be compressed further. Under the same condition 
of the complete subtree as described in 3.4, we have 
the following result: 

Resul t 6. Given a BT whose topmost h levels form a 
complete subtree, suppose one code in the LBCs is at 
level /. For this code in the CLBC representation, the 
storage-saving performance over the one in the LBC 
representation is equal to ^W^ (= 2(ft-2) 

41 

4 EXPERIMENTAL 
RESULTS 

We take 16.reaLimages to show the performance of 
the proposed five compact representations when com-
pared to the existing ones. Among these sample im-
ages, Samples 1-5 are Chinese texts; Samples 6-10 are 
English texts; Samples 11-16 are figures and pictures. 
In our experiments, aH images have 256 x 256 pixels, 
i.e. it needs 8K bytes of memory to save it. Fig. 7 
illustrates Sample 16. 

Tables 1, 2, 3, 4, and 5 illustrate the performance 
of ILQ, IDF-expression, IST, CBCs, and CLBCs over 
the existing LQ, DF-expression, ST, BCs, and LBCs, 
respectively. In each table, the column '/i' represents 
the number of the topmost levels that form a com­
plete subtree. The column 'EXr lists the number of 

Sample # | #(codes) | h | EXI | COM | C O M / E X I | SP 
1 
2 
3 
4 
S 
6 
T 
S 
9 

10 
11 
12 
13 
14 
15 
16 

4006 
2818 
5633 
3616 
6326 
8393 
4702 
6662 
5625 
7957 
6844 
1905 
2337 
1479 
7234 
6563 

3 
3 
3 
3 
3 
5 
3 
3 
3 
3 
3 
3 
3 
2 
3 

-

S6540 
59777 
121642 
82535 
144925 
191380 
107222 
151828 
127245 
176072 
155936 
43392 
63535 
31242 
164246 
139717 

. 74526 
51327 
104747 

• 71691 
126951 
115847 
93120 
131846 
110374 
152205 
135408 
37681 
46528 
31246 
142648 
100343 

8 6 % 
8 6 % 
8 6 % 
8 7 % 
8 7 % 
6 1 % 
8 7 % 
8 7 % 
8 7 % 
8 6 % 
8 7 % 
8 7 % 
8 7 % 
100% 
8 7 % 
7 2 % 

14*4 
1 4 % 
1 4 % 
1 3 % 
1 3 % 
3 9 % 
1 3 % 
1 3 % 
1 3 % 
1 4 % 
1 3 % 
1 3 % 
1 3 % 
0 % 

1 3 % 
2 8 % 

Table 2: Performance of IDF-expression. 

Sample # | #(symbolB) | h | EXI | COM | C O M / E X I | SP 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 -
11 
12 
1 3 
14 
15 
16 

10940 
7675 
14672 
13112 
22512 
30100 
16756 
23676 
18536 
21432 
23700 
6612 
9380 
4216 

23292 
16176 

3 
3 
3 

, 3 
3 
5 
3 
3 
3 
3 
3 
3 
3 
2 
3 
4 

17680 
12407 
23972 
20005 
34465 
46017 
25646 
36266 
28794 
34746 
36468 
10169 
14061 
6748 

36348 
26782 

17640 
12367 
23932 
19965 
34425 
46337 
26606 
36216 
28754 
34706 
36428 
10129 
14021 
6740 

36308 
26614 

99.77% 
99.68% 
99.83% 
99.80% 
99.88% 
98.62% 
99.84% 
99.89% 
99.86% 
99.88% 
99.89% 
99.61% 
99.72% 
99.88% 
99.89% 
99.37% 

0.23% 
0.32% 
0.17% 
0.20% 
0.12% 
1.48% 
0.16% 
0 .11% 
0.14% 
0.12% 
0.11% 
0.39% 
0.28% 
0.12% 
0.11% 
0.63% 

bits needed to represent the original existing represen­
tation. The column 'COM' Hsts the number of bits 
needed to represent the proposed compact representa­
tion, and the column 'COM/EXI' lists the ratio of the 
number of bits required in the proposed compact repre­
sentation over the original existing one. The storage-
saving performance is listed in the last column 'SP' 

(= 
Tables 1, 4, and 5 show that the average storage-

saving performance of ILQ, CBCs, and CLBCs over 
LQ, BCs, and LBCs is 15%, 21%, and 24%, respec-
tively. However, Tables 2 and 3 show that the av­
erage storage-saving performance of IDF-expression 
and IST over DF-expression and ST is only 0.29% 
and 0.16%, respectively. The two proposed compact 
SDSs have a little compression improvement, but the 
storage-saving performance can be improved much 
more if the level of the related complete subtree be-
comes quite large. 

Table 3: Performance of IST. 
Sample # 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
1 1 
12 
13 
14 
15 
16 

V 
- 5 -

7 

E X I 

17996 
12347 
23207 
27713 
40325 
46017 
29771 
42499 
30755 
38024 
42258 
11604 
16704 
7146 

38061 
26294 

C O M 

17982 
12333 
23193 
27699 
40295 
45337 
29757 
42285 
30741 
38010 
42244 
11490 
16690 
7143 

38021 
26232 

C O M / E X I 
99.92% 
99.89% 
99.94% 
99.95% 
99.93% 
98.62% 
99.96% 
99.97% 
99.96% 
99.96% 
99.97% 
99.88% 
99.91% 
99.97% 
99.92% 
99.76% 

S P 

0.08% 
0.11% 
0.06% 
0.06% 
0.07% 
1.48% 
0.05% 
0.03% 
0.06% 
0.04% 
0.03% 
0.12% 
0.09% 
0.03% 
0.08% 
0.24% 
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Table 4: Performance of CBC. 
1 Sampli! # 1 # ( B C B ) I h | EXI | C O M 

1 
2 
3 
4 
5 
8 

r 
8 
9 
10 
11 
12 
13 
14 
16 
16 

2902 
2006 
3948 
2698 
4755 
6975 
3852 
6515 
4294 
6191 
5649 
1503 
1795 
1126 
5311 
4836 

^~ 
5 
5 
5 
6 
9 
S 
5 
5 
5 
5 
5 
5 
3 
6 
7 

92864 
64160 
126336 
86336 
152160 
223200 
123264 
176480 
137408 
198112 
180768 
48096 
67440 
36032 
169962 
148352 

75456 
62134 
102662 
70152 
114124 
125564 
100156 
143394 
111648 
160970 
146878 
39082 
46674 
33784 
127468 
101996 

COM/EXI 1 SP 1 

81% 
81% 
81% 
81% 
75% 
56% 
81% 
81% 
81% 
81% 
81^ 
81% 
81% 
94% 
75% 
69% 

19% 
19% 
iM 
19% 
25% 
44% 
19% 
19% 
19% 
19% 
19% 
19% 
19% 
6% 
25% 
31% 

Table 5: Performance of CLBC. 
S»mpl= # 1 #(LBCs) 1 h | EXI | C O M | COM/EXI | SP 

1 
2 
3 
4 
5 
6 
7 
8 
g 
10 
11 
12 
13 
14 
15 
18 

2902 
2006 
3948 
2693 
4755 
6975 
3852 
6515 
4294 
6191 
5649 
1603 
1795 
1126 
5311 
4636 

~s-6 
5 
5 
6 
9 
5 
S 
5 
5 
5 
5 
5 
3 
6 

•' 

88886 
60348 
120680 
86912 
161778 
322094 
122648 
176648 
135988 
192938 
179784 
47812 
57298 
33810 
168506 
139890 

87980 
46680 
91982 
67636 
110334 
120506 
97256 
139244 
106482 
150166 
142528 
37750 
45310 
30234 
121118 
87694 

77% 
76% 
76% 
79% 
73% 
61% 
79% 
79% 
78% 
78% 
79% 
79% 
79% 
89% 
72% 
63% 

23% 
24% 
24% 
21% 
27% 
39% 
21% 
21% 
22% 
22% 
21% 
21% 
21% 
11% 
28% 
37% 

5 IMAGE MANIPULATIONS 

/* Traversing the QT logically to sum up each subarea 

*/ 
Function Traverse (/) 
If / < = C 

{ 
/ = / + 1; 
Traverse(Z); Traverse(/); 
Traverse(/); Traverse(Z); /* four quadrants */ 
} 

else 
{ 
IfIDF[i]='(' 

/* array IDF|] saves the IDF-expression */ 
{ 
/ = / + 1; 
Traverse(/); Traverse(i); 
Traverse(0; Traverse(/); /* four quadrants */ 
} 

else 
If IDF[i]='l' 

{ 
Area = Area + 4^""') ; 

} 
i = i + l; 

} 

This section develops some image manipulations, such 
as computing geometric properties (area and centroid) 
and set operations, on the proposed compact SDSs. 
We only discuss the related manipulations on the 
IDF-expression and CBCs since in essence, the cod­
ing schemes of ILQ and CLBCs are some similar to 
that of CBCs; the coding scheme of IST is similar to 
that of the IDF-expression. 

5.1 Computing Geometric Properties 

In a QT/BT, the area of a black block represented by 
a black leaf node can be calculated from its level. For 
example, using a QT to represent an image with 2" x2" 
pixels, a black leaf node on level 1 has 2^""" '̂ x 2^""^' 
pixels; a black leaf node on level 2 has 2'""^' x 2*""^) 
pixels. In the corresponding BT, a black leaf node on 
level 1 has 2^""^^ x 2" pixels; a black leaf node on 
Level 2 has 2'""-^^ x 2'"-~- '̂ pixels, and so on. 

To find the area of an image represented by an IDF-
expression, we need to traverse the QT logically, where 
a node at level / has 4^""'^ pixels. The algorithm 
for computing area on IDF-expression is listed below, 
where the IDF-expression discards the top-most c lev-
els of the corresponding QT. 

Area = 0; i = 0; / = 0; 
Traverse(Z); Traverse(/); Traverse(/); Traverse(/); /* 
Four quadrants */ 
end 

The level of a BC can be found by counting the 
number of don't-care symbols, each don't-care sym-
bol being a 2-bit pair (00)2, in the BC. If there are 
b don't-care symbols, where the least significant 26 
bits in the BC are ali O's, the corresponding block has 
2L6/2J X 2r''/2l pixels. The CBC discards some highest 
order bits of BC, while the number of don't-care 
symbols is not changed. The algorithm for computing 
the area on CBCs is listed below, where the CBCs are 
stored in the array CBCQ. 

/* Finding the area of an image represented by k 
CBCs */ 
Area = 0; 
For i = 1 to k 
b = the number of don't-care symbols in CBC[i]; 
Area = Area + 2^''/^^ x 2rV2l ; 

Next i 

The centroid of aH the concerning black pixels is 
calculated by averaging the x- and 2/-coordinates of 
the center of ali the black blocks. 

To find the centroid of an image represented by an 
IDF-expression, we traverse the QT logically to find 
the X- and 2/-coordinates of ali the black leaf nodes. 
For an internal node at level I, its four sons have their 
bit-(n — / - 1) in the binary representation of x- and 
2/-coordinates being (0,0), (1,0), (0,1), and (1,1), 
respectively. The algorithm for finding the centroid 
on the IDF-expression is shown below. 
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/* Finding the centroid {x, y) of an image represented 
by a IDF-expression which discards the top-most d 
levels of the corresponding QT */ 

x = 0]y = 0;i = 0;l = 0; 
a = 0; b = 0; Traverse-and_find-xy(a, b, 1); 
a = 2"'"^; 6 = 0; Traverse-andjind_xy(a,&,Z); 
o = 0; 6 = 2"~^; Traverse-and-find_xy(<2,6,i); 
a = 2"- i ; b = 2 " " ^ Traverse^ndJndjcy(a, b, 1); 
X — X/ n>) 

y = y/k; 
end 

/* Traversing the QT logically and finding the x- and 
?/-coordinates */ 
Function Traverse-and_find_xy(o, b, 1) 
Iil<d 

{ 
1 = 1 + 1; 
al = o; 61 = 6; 
Traverse_andJind_xy(ol, 61, /); 

a l = a V 2 " - ' - ^ 61 = 6; 
Traverse-and_findjcy(ol, 61,1); 

al = a ; 61 = 6 V 2 " - ' - ^ 
Traverse-andJind_xy(al, 61,1); 

a l = a V 2 " - ' - ^ 61 = 6 V 2 " - ' - ^ 
Traverse^ndJind_xy(al, 61,1); 
} 

else 

{ 
If DF[i]=:'(' 
{ 
1=1 + 1; 
al = a; bi = b; 
Traverse^nd_find_xy(al, 61, Z); 

a l = a V 2 " - ' - i ; 61 = 6; 
Traverse-and-find_xy(al, 61,1); 

al = a; 61 = 6 V 2 " - ' - i ; 
Traverse.and_find_xy(al, 61,1); 

ol = o V 2 " - ' - i ; 61 = 6 V 2 " - ' - i ; 
Traverse-and-find_xy(al, 61,1); 
} 

else 
If DF[i]='r 

{ 
a; = ar + a + 2("- ' - i) ; 
2/= ?/+ 6 + 2("- ' - i ) ; 
} 

i = i + 1; 
} 

For a black block represented by a BC, 
(64„_i64„_2....626160)2, we can extract the x-
and j/-coordinates of its left-bottom corner and 
level 1. The a;-coordinate and ^/-coordinate of the 
BC are (64n_i64„_5...6763)2 (64„_364„_7...656i)2, 
respectively. The centroid of the corresponding block 

is {x + 2L'/2J,2/ + 2^'/21). The CBC discards some 
highest order bits of BC. We need to recover these 
highest bits in the x- and y- coordinates to find the 
centroid. If only the root of the BT is discarded, then 
two sub-BTs are generated. We need to add a O to the 
highest bit of the x-coordinate for the CBCs in the 
left sub-BT, and add a 1 to that of the right sub-BT. 
If the topmost two levels of the BT are discarded, 
then we need to add one bit to the leftmost bit of the 
s-coordinate and one bit to that of the j/-coordinate. 
The added bits for the four split sub-BTs are (0,0), 
(0,1), (1,0), and (1,1), respectively. If the topmost 
h levels of the BT are discarded, then there are 2'' 
generated sub-BTs. We need to add 2^'^/^^ bits 
{xn-iXn-2---3:n-\h/2'\) to thc leftmost bits of the 
a;-coordinate and 2L''/2J bits {yn-iyn-2—yn-[h/2\) 
to the 2/-coordinate in the CBC. The sequence of 
X„-iyn-lXn-2yn-2—Xn-\h/2-\yn-lh/2\'s tO b c a d d e d 

tO the CBCs in the 2'» sub-BTs are 0...0, 0...01, ..., 
and 1...1. The algorithm for finding the centroid on 
CBCs is shown below. 

/* Finding the centroid {x,y) of an image represented 
by k CBCs */ 
x = 0;y = 0; 
For i = 1 to fc 

I = the number of don't-cares of CBC[i]; 
a = the a;-coordinate of CBC[i]; 
b = the žy-coordinate of CBC[i]; 
x = x + a + 2W^i ;2/ = 2/ + 6 + 2r'/2l ; 

Next i 
X = x/k; y = y/k; 

5.2 Set Operations 
We only sketch the set operations on BTs since the 
detailed algorithms for set operations on split sub-
BTs mentioned above can be obtained by calling the 
existing related algorithms. 

If we discard the topmost h levels of a BT, then 2'' 
sub-BTs are generated. Each sub-BT is a BT which 
represents 1/2'' of the original image. To find the in-
tersection and union of the two images, we can perform 
the related operations on the corresponding subim-
ages. If the compact SDSs of the images, say IST, 
CBC, and CLBC, discard the same number of levels, 
set operations can be performed on the corresponding 
sub-BTs. However, if the improved SDSs of an im­
age discards more levels than the other one, we need 
to add some levels back in order to make the two im­
proved SDSs have the same number of sub-BTs. The 
related process for finding the intersection of two im­
ages represented by one improved SDS is listed below. 

/* Finding the intersection of two images represented 
by BTs, one discards the topmost di levels and the 
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other discards the topmost ^2 levels. */ 
If di jl: d2 
{ 

Recover \di — ^2] levels to the improved SDS 
with d = maa;(di,^2); ' 

Fori = 1 to 2™'"('''''*=) 
Find the intersection of the corresponding 

z-th sub-BTs; 
Next i 

The intersection of two images represented by sub-
BTs can be found using the algorithms described in 
[3, 14]. The number of arithmetic operations in the 
intersection of the corresponding sub-BTs is propor­
tional to the total number of black leaf nodes in the 
two sub-BTs, so the tirne complexity for the intersec­
tion of two images is proportional to the total number 
of the black nodes in the two given BTs. 

The union of two images can be found in a similar 
way. We first find the union of corresponding subim-
ages. Then, we check whether there are two neighbor-
ing subimages, that are both whole black, if so, they 
can form a larger black block. The related procedure 
is listed below. 

Ifdi ^d2 
{ 

Recover \di — ^2! levels to the improved BT with 
less d; 

For i = l to 2'"^"(''>'''=) 
Find the union of the corresponding sub-BTs; 

Next i 
Check each of the resulting 2"'^"-'^'^'''^^^ sub-BTs to find 
the whole black ones and combine them if possible. 

To find the complement of an image, we just find 
the complement of ali the subimages separately. The 
aJgorithm for finding the complement of a subimage 
represented by BCs is presented in [3]. Note that for 
the DF-expression, we need only change each symbol 
'O' to a ' 1 ' , and change each for symbol ' 1 ' to a 'O'. 
The algorithm is listed below. 

For i = 1 to 2̂ * /* d denotes the number of levels been 
discarded */ 

Find the complement of the sub-BTs; 
Next i 

6 CONCLUSIONS 
We have presented five improved SDSs to represent bi-
nary images. Experimental results show that the pro-
posed methods have better compression performance 
when compared to the existing five well-known SDSs. 

In addition, some image manipulations on the pro-
posed improved SDSs have been developed. 

It is an interesting research issue to apply our 
method to compress similar images [7] and to extend 
our method to color/gray images [13]. In addition, it 
is also an interesting research issue to analyze the sav-
ings of our new representation by using the analytical 
model [12]. 
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Formul methods based on the mathematical theory of partially ordered sets (i.e., posets) have been 
used for the description of topological relations among spatial objects since many years. 
In particular, the use of the lattice completion (or normal completion) of a poset modeling a set 
of spatial objects has been shotvn by Kainz, Egenhofer and Greasley to be a fundamental technigue 
to build meaningful representations for topological relations. 
In this paper and in the companion one [9] we discuss the expressive power of the lattice completion 
as a formal model for a set of spatial objects, by proving sufficient and necessarg conditions for 
its use to give a correct representation of intersection and union relations among spatial objects. 
We also show how to use lattice completion nihen working on a subset (i.e., a view) of the set of 
spatial objects so that the computation only considers objects relevant to the view itself. 

1 Introduction With this modeling approach many natural opera-
tions in the modeled reality correspond to operations 

Spatial databases for applications in which is only im- of set-union and set-intersection among elements of the 
portant to represent knowledge about the relative po- representation. 
sitions of spatial objects while predse data about their ^̂  , , , , , 
absolute position can be discarded, e.g. a railway net- ^"'̂  ^^f^P^^' .*^^ overlapping among the spatial re-
work for travelers, can be suitably modeled by the so- g;°"^ where ram is heavy and the spatial regions where 
called topological data model. In such a model two 'i°P^ ^̂  ̂ 'S^ '\^ "^^ -̂̂ ^^ operation for building a map 
spatial objects are considered the same if there exists ""[ P°tentially dangerous zones from a geological point 
an isotopy that transform one of them into the other. °f ^^^^- " directly corresponds to set-intersection in 

T ,, . ,1 .1 r J 1 1 .̂ i X 1 - 1 the representation by means of a class of sets with a 
In this work^ we thereiore deal only with topological . , . 

.̂ , . J. ^. • i J ^ 11 .̂ r ^ - T set-containment relation. 
spatial information associated to a coUection of spatial „ . . , ,. ^. 

, . , . . , , , , , . , i . i - r Ooncerning operations on the realitv or interest that 
objects, ignoring both non-topological spatial intorma- , , , . . , , 

J i- 1 . r J.. r ii 1- • i n can be mapped to set-union in the representation, ex-
tion and non-spatial information oi the objects. For , ,, . „ , . , , . , 
,, . f J 4. 11 .,. f amples are collecting aH the countnes belonging to the 
this reason irom now on we denote a collection oi spa- , . , , . , . P . , 
, . , , . , ., i .. i. . 1. . C 1 I same state, which corresponds to identirying the state 
tial objects with the more abstract term of class of . .. ° 
sets and use a set-theoretical terminology. 

The topological data model was introduced in 1979 by 
A class of sets together with a set-containment rela- ^orbett, and called PLA data model, in the context 
tion among them models maiiy common situations in ^f modeling data for the Census Bureau of the United 
spatial databases. For example it may represent a con- gtates [5]. A database theory formalization was given 
tainment relation between geographical objects of the by Paredaens and co-workers [26, 24, 23] in terms of 
plane or a hierarchical relation between administrative ^he concepts of a finite number of points, continuous 

curves between these points, and areas formed by these 
1 Research partially supported by the European Union TMR curves in the real plane. Their formalization has a 

project "Chorochronos". planarity constraint, i.e. curves may only intersect in 
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their endpoints. 
Another formalization of the PLA-model using combi-
natorial topology was given by Worboys [33]. He used 
the topological notions of 0-, 1-, 2-simplex and sim-
plicial 2-complex in the real plane. A 0-simplex is a 
point, a l-simplex is a segment line, and a 2-simplex 
is a triangle. A simplicial 2-complex is a collection 
of 0-, 1-, and 2-simplices with the constraint that the 
intersection of any two simplices is either empty or is 
a face of both simplices. Also in this formalization a 
planarity constraint is assumed. 

Using the combinatorial topology formalization, Kainz 
et al. [22] discussed how to use partially ordered sets 
(i.e. posets) as a representation structure for spatial 
data in the topological data model. They showed how 
the use of a poset operator called lattice completion 
(or normal completion) allows to model the impor-
tant topological relations of containment, adjacency, 
and connectivity in terms of the set relations of inter­
section, union and containment and of the closure of 
these. A more extended treatment of these aspects is 
given in Sect. 2. Discussions on the use of posets and 
lattices to represent spatial relations and their con-
nections with topological models are also provided by 
Saalfeld [28] and Kainz [19, 20, 21]. 

Lattice completion transforms a given poset in a lat­
tice by adding to the poset new objects and relations 
so that, informally speaking, every set of objects has 
unique representatives for their intersection and union, 
while maintaining order relations. 

As an example of the use of lattice representation to 
compute topological relations, consider the instance 
of the topological data model in Fig. l(left) and its 
(transitively reduced and with top and bottom el-
ements omitted for clarity) lattice representation in 
Fig. l(right). You can now detect, as an example, 
that: (1) regions D and E intersect in the plane since 
they have as intersection in the lattice representation 
A (a region); (2) regions A and B are adjacent in the 
plane since they have as intersection in the lattice 7 (a 
line); (3) lines ^ and e are not connected by a common 
point since their intersection in the lattice representa­
tion is empty. 

The importance of a poset-based representation and 
lattice completion is twofold [1, 2, 12, 16, 17, 31, 32]: 
on one side they give a formal basis for representing 
and reasoning about spatial relations, on the other side 
very efficient data structures can be defined to repre­
sent and manipulate them. Also, a poset based rep­
resentation can be used as a formalization device for 
spatial query languages [8]. 

Using the combinatorial topology formalization, Kainz 
et al. [22] showed that the lattice completion of a 
poset modeling a set of spatial objects is a fundamen-
tal technique to build meaningful representation for 
topological relations. 

In fact they proved that the new elements intro-
duced by the normal completion process can (and have 
to) be interpreted as being the intersection of spatial 
objects. This is fundamental, from a mathematical 
point of view, since it means that the lattice resulting 
from the normal completion is the closure of the given 
set of spatial objects with respect to the intersection 
operation. 

This result, however, leaves it open the question of 
the closure of the set of spatial objects with respect to 
the other fundamental operator to manipulate spatial 
entities, namely the union operator. 

In this paper we precisely clarify the limitations for the 
use of a lattice as a formal model for a set of spatial 
objects, by proving sufRcient and necessary conditions. 

In the companion paper [9] we show that a technique 
already known in lattice theory, namely the construc-
tion of the maximal antichain lattice of a given poset, 
can be used to define another completion operator that 
builds the closure of the given set of spatial objects 
with respect to the union operation. 

We also show that this new completion operator 
commutes with the normal completion and that the 
lattice obtained from the application of both comple­
tion operators is minimal and unique up to isomor-
phism. 

Finally we show how to apply these operators when 
working on a subset (i.e., a view) of the set of spatial 
objects so that the computation only considers objects 
relevant to the view itself. 

Our results give further theoretical motivations to the 
use of lattices built on simplicial complexes as a model 
for spatial objects and topological relations, since this 
kind of lattices are, by construction, closed with re­
spect to both the union and the intersection opera-
tions. 

The structure of the two papers is the following. In 
Sect. 2 we review the poset-based representation for 
the topological data model, examine problems arising 
from a naive extension to the most general čase, and 
shortly describe how we tackle them. This section is 
a synthesis of ali the results of the two papers. Sec­
tion 3 introduces definitions related to posets and lat­
tices and some basic facts about them. More advanced 
results are recalled in Appendix A. In Sect. 4 we in-
troduce formally the definition of closure of a class 
S of objects with a set-containment relation with re­
spect to a certain set operator, of representation and 
of universal partition. Advanced technical details are 
contained in Appendix B. The companion paper [9] 
is dedicated to the study of the representation of the 
closure of a class with respect to set-intersection and 
set-union operators. It also contains conclusions and 
final remarks. 
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Figure 1: (left) A class S of spatial objects in the topological data model, (right) A lattice representation for 
this class. 

A Poset Representation for 
the Topological Data Model 

In this section we discuss in more details the use of 
posets to represent a collection of spatial objects in 
the topological data model approach and highlight its 
shortcomings. 

Note that since we focus on set-union and set-
intersection operations on spatial regions, it is not nec-
essary to explicitly consider the lowest two levels of 
the poset representation of the topological data model, 
see Fig. 1 (right), i.e. the levels modeling curves and 
points. 

A 0 C 

B 0 D 

A poset representation is not always rich enough to 
represent the closure of set-intersection and set-union 
on the sets of the class. Kainz et al. proposed to trans-
form the poset representing a class of spatial sets in the 
topological data model in a lattice. This transforma-
tion can be obtained by means of a well-known opera­
tor of poset theory, namely the lattice completion (or 
normal completion) [4, 6]. Kainz et al. suggested to 
represent the result of set-intersection between spatial 
sets by means of the. new elements added by the lat­
tice completion operator . In such a way it is possible 
to compute topological properties via set-intersection 
and set-union on the lattice representation. 

Consider for example the class of sets S containing the 
four sets A, B, C, and D shown in Fig. 2. Each set 
is represented by means of a different filling pattern. 
Zones filled with more than one pattern belong to more 
than one set. We can represent the class S with the 
poset P shown in Fig. 3(left). Note that elements of 
P have the same labels of the sets they represent. 

Figure 2: A class of spatial objects in the topological 
data model 

2.1 Representing Set-intersection 
Closure 

Now suppose we want: a representation of the closure. 
S'^ of the class S with respect to the set-intersection 
operator (i:e. the class obtained intersecting each pos­
sible pair of sets taken from 5). The only element of 
the closure that is different from sets in S and from 
the empty set is An B. The set An B is contained 
in the sets A and B and it contains the sets C and 
D. The normal completion of poset P is the lattice 
L, shown in Fig. 3(right). We always represent posets 
and lattices by a drawing showing their transitive re-
duction. The lattice L is composed by the elements of 
P plus a top (T) and a bottom (0) element, and a new 
element labeled X, which is smaller than the elements 
(representing the sets) A and B and greater than those 
(representing the sets) C and D. Therefore, since the 
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A[? B cim 
Figure 4: (left) A class 5 of spatial objects in the topological data model, (right) A poset representation P for 
this class. 

Figure 3: (left) A poset representation of the class S 
of Fig. 2. (right) The normal completion of the poset 
to the left. 

relation of set Ar\ B with respect to other sets of S 
is analogous to that of the element X with respect to 
other elements of L, the lattice L can represent the 
class of sets S'^, provided that the element X repre-
sents the set Ar\B. This was the proposal of Kainz et 
al. [22]. 

In the general čase, however, using the normal com­
pletion operator to represent the set-intersection oper­
ator, may lead to wrong results [10, 11]. Consider the 
example shown in Fig. 4(left) containing the five sets 
A, B, C, D, and E. Its poset representation is shown 
in Fig. 4(right), where elements of P have the same 
labels of the sets they represent. 

Suppose we want a representation of 5'^. The only 
elements of the closure that are different from sets in 
5 and from the empty set are the sets An B, B nC, 
AnC, and AnBnC. The normal completion of poset 
P is the lattice L, shown in Fig. 5(left). The lattice 
L is composed by the elements of P plus a top (T) 

and a bottom (0) element, and one new element la-
beled X. But lattice L cannot represent S^, since a 
correct representation of S'^, shown in Fig. 5(right), 
has three new elements, labeled F, G and H. Element 
F represents AnB, element G represent BnC, while 
element H represent two coincident sets of 5 " , namely 
AnBnC and Ane. 

This example shows that to represent set-intersection 
operator by means of a poset operator we have to pro-
vide more Information to our representation. A way 
to do this is to include in the class S a partition of 
the whole domain on which 5 is defined, that we call 
universal partition of S. Note that a basic reference 
layer analogous to our universal partition, is commonly 
used in the modeling of geometrical entities [15, 7]. 
Such a basic reference layer is indeed the starting point 
for many efEcient data structures based on a space-
partitioning criteria, e.g. quadtree [29], grid-file [25], 
k-d tree [3], cell-tree [14]. 

Also note that in [7] it is shown that the mathe-
matical definition of a partition and the spatial one 
disagree. In fact, since geometrical objects are closed 
sets in the spatial view, their boundaries can be com-
mon to more than one object. This is not possible in 
the mathematical view of a partition. But this does 
not affect our work, since if we consider the extended 
poset model of a class of spatial object, where also 
the two lowest layers are present (see Fig. 1 (right)), 
we note that such a model represents also the spatial 
view of geometrical object, where common intersec-
tions exist. 

In a poset representing a class that has a universal 
partition there is a representative element for each of 
the element of the partition of the domain of S. In 
Fig. 6 we show a class S of sets containing five sets 
A, B, C, D, and E which have exactly the same con-
tainment relations as the regions in Fig. 4. But the 
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Figure 5: (left) The lattice completion of poset P representing class S of Fig. 4. (right) A poset representation 
of the set-intersection closure for class S. 

A B C 

0 S m 

D E 

a b C d e 

Figure 6: A class 5 of spatial objects with a universal partition 

class also contains a universal partition, whose ele-
ments coincide with the unit squares of the grid, de-
noted la, 1&,... ,5e. Sets A,B,C,D, and E are dis-
tinguished by means of different filling patterns. 

A poset representation P for this class of sets is shown 
in Fig. 7. We want to construct a representation of S'~', 
namely a representation which contains also elements 
that represent sets AnB, BnC and ADBnC. Com-
paring P with the poset in Fig. 4 (right) we can see that 
the universal partition provides information on the 
class S that were missing in the poset in Fig. 4(right). 

For example elements Id, 2d, and M represent ele-
mentary areas contained in both sets A and B but not 
in set C. This fact means that AnB and ^ n B n C are 
different sets. Figure 8 shows the normal completion 
M (P) of poset P (in Fig. 8 also, the top and the bot-
tom of the lattice completion have been omitted for 
clarity). Inspecting Fig. 8 (and recalling Fig. 5(right)) 
we can see that M (P) is a correct representation of 
class S'^, since elements labeled X, Y and Z represent 
respectively sets AnB, BnC and An BnC. 

In the companion paper [9] we formally prove that the 
existence of a partition of the domain on which a class 
of sets is defined is a sufficient but not - in general -
necessary condition for the normal completion of the 
representation of the class to be a correct representa­
tion of the closure of the class with respect to the set-
intersection operator. In the same section we also give 
necessary conditions for a correct representation of the 
closure of the class with respect to the set-intersection 
operator by means of the normal completion. Finally, 
we show that for classes of sets satisfying a reasonable 
assumption (informally, that the union of the small-
est elements in the class is equal to the union of the 
greatest ones), the existence of a partition of the do­
main on which a class of sets is defined is a necessary 
and sufficient condition to this aim. 

2.2 Representing Set-Union Closure 

We also study the problem of representing the closure 
of a class of sets with respect to the set-union operator. 
To represent the closure with respect to the union op-
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1 e 2e 3e 1 d 2d 3d 1 b 1 c 2b 2lc 4d 1 a 2a 3a 4a 3b 3c 4b 4c 5b 5c 5a 5d 5e 4e 

Figure 7: A poset representation of the class S of spatial objects of Fig. 6 

OOOO 
1 e 2e 3e 1 d 2d 3d 1 b 1 c 2b 2c 4d 1 a 2a 3a 4a 3b 3c 4b 4c 5b 5c 5a 5d 5e 4e 

Figure 8: The normal completion of the poset in Fig. 7 

erator of a class of sets S, we need a new poset operator 
since lattice completion does not provide a correct an-
swer. The following example illustrates the problem. 
Let us consider the class of sets S in Fig. 9. The poset 
representation P for S is shown in Fig. lO(left) where 
elements of P have the same labels of the sets they 
represent. 

Suppose now we want to introduce in P an element, 
denoted C U D, to represent the union of sets C and 
D. The union of C and D is the smaller set containing 
both C and D. Hence the representative of C U D 
should be the least upper bound in P of C and D. 
We could provide such a least upper bound extending 
the poset in Fig. lO(left) to a lattice by means of the 
normal completion. In this way we obtained the lattice 
in Fig. 10{center). The newly created element X would 
be the desired least upper bound of C and D. However 
X would also be greater than E in the poset. Hence 
X cannot represent the union of C and D since such 

a union does not contain E. 
So to represent C U £> we need to provide a least 

upper bound to representatives of C and D by means 
of a different poset-operator. More exactly we need a 
poset-operator that applied to the poset in Fig. lO(left) 
provides a least upper bound for C and D that is 
greater than only the representatives of sets contained 
in C U D. The correct representation is the lattice 
shown in Fig. lO(right), where element X is the rep­
resentative of C U -D. 

For this purpose we introduce a poset operator, 
called by us U-completion, that builds the quotient 
lattice modulo a certain congruence relation of the an-
tichain lattice of P. We give necessary and sufficient 
conditions for the U-completion to represent S^, the 
closure of a class of spatial sets S with respect to the 
set-union operator. 

We address also the issue of the simultaneous applica-
tion of the lattice completion and U-completion opera-
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Figure 9: A class S of spatial objects in the topological data model. 

tors. We prove that U-completion and lattice comple-
tion can be applied in whatever order, always produc­
ing the same outcome. Nainely, we show that for any 
class 5 , {S^T = 5'^'^ and (5^)^ = S^"^ and that the 
lattice obtained by the application of both completion 
operations is minimal and unique up to isomorphism. 
Hence, starting from a representation of class S, we 
can apply in in whatever order the normal comple­
tion and the U-completion obtaining a representation 
of S'~"~'. We finally show that the existence of a uni-
versal partition is a necessary and sufficient condition 
for the simultaneous application of the U-completion 
and the lattice completion to represent S^^. 

2.3 Working on a View 
Note that one is often interested in applying the inter-
section and union operator only to a subclass T of a 
given class S of spatial sets, for example when a view 
to operate on a subclass T of 5 has been defined in the 
spatial database. In such a čase it is not convenient 
to build the normal completion or the U-completion of 
the whole representation of the class, since it is likely 
that it contains much more elements than the ones we 
are interested to. Consider that, in general, the com­
pletion of a given poset P has in the worst čase a size 
which is exponential with respect to the size of P. The 
naive solution of building Gnly completions of a poset 
representation of the subclass T has the disadvantage 
of producing poset representations for closures of T 
of that are disjoint from the representation of S. We 
give in the companion paper [9] necessary and sufB-
cient conditions so that the poset representation of S 
and those of closures of subclasses can be joined to-
gether into a correct poset representation of the whole 
reality of interest. 

As an example, let us consider the class S of sets in 
Fig. 11, where 5 contains aJso the elements of a uni-
versal partition. Namely, the elements of the universal 

partition are the small unit squares and are denoted 
using a matricial notation la, 16,.. . , 4e ,4 / . The re-
maining sets are each distinguished by a fiUing pattern. 
Areas filled with more than one pattern are contained 
in more than one set. 

Suppose now we are interested in building a repre­
sentation of the closure with respect to both set-union 
and set-intersection operators for the view consisting 
only of elements {A, B, C, D}. 

In Fig. 12(left) we can see a poset representation 
of S, where representatives of elements of the univer­
sal partition not contained in any other set have been 
omitted for clarity. We apply normal completion and 
U-completion to the subposet representing the view 
{A,B,C,D} and we merge the obtained lattice with 
the original poset obtaining the desired result, shown 
in Fig. 12(right), where X represents Ar\B,Y is the 
representative of C U £>, and the top and bottom ele­
ments have been omitted for clarity. 

3 Poset Basics 
In this section we recall definitions regarding posets 
and lattices and some basic facts about them. It can be 
skipped by a reader with some knowledge of the field. 
More advanced results are recalled in Appendix A. 

Definition 3.1 A partial order relation 9? is a binary 
relation which is reflezive (a^a), antisymmetric (aW) 
and 65Ra implies a = b) and transitive (a^b and bUc 
implies aStc). 

Definition 3.2 A partially ordered set, i.e. a poset 
(P, <) is an algebraic structure formed by a set P and 
a partial order relation (normally indicated with the 
symbol <), among the elements of P. 

Posets are well known mathematical structures. 
This fact allows us to lean on a well founded theory, 
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Figure 10: (left) A poset representation P of the class S of sets of Fig. 9. (center) The lattice completion of 
poset P. (right) The correct lattice representation of class S plus the set C L) D. 
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Figure 11: A Class 5 of sets containing a universal partition. 
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Figure 12: (left) A poset representation of the class S of sets of Fig. 11. (right) A representation of the closure 
with respect to both set-union and set-intersection operators of the class 5. 
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covered by an extensive amount of literature. We sig­
nal for the interested reader Birkhoff's and Gratzer's 
classic books [4, 13]. 

Finite posets can be graphically represented by a 
Hasse diagram. In a Hasse diagram, each posefs ele­
ment is represented by a dot; also, given A,B £ P such 
that A < B, and for no C e P we have A < C < B, 
then the dot that represents B is drawn in a position 
higher than those^of the dot that represents the el­
ement A, and the two dots are connected by a line. 
Note that the Hasse diagram of the poset (P, <) is a 
representation of the transitive reduction of the rela-
tion <. 

Definition 3.3 Let {P, <) be a poset and let Q C P. 
Then: 

1. a £ Q is a maximal element ofQ if\/y £ Q, a <y 
implies a = y; 

2. a £ Q is the greatest (or maximumj element of 
Q if^V eQ, y < a; 

3. a £ Q is a minimal element ofQif\/y£Q,y<a 
implies a = y; 

4- a £ Q is the least (or minimum^ element of Q if 
'iy £Q, a<y. 

The following definition introduces some important 
families of sets associates to a poset. 

Definition 3.4 Given a poset (P, <) and Q C. P, we 
define: 

1. Q* = {x £ P \'iy £ Q,y < x] fupper-star idealj; 

2. Q* = {x £ P \'iy £ Q,x <y} ('lower-star ideal^; 

3. "[ Q = {x £ P \3y £ Q,y <x] (u^ Q); 

4. \rQ = {x£P \3y £Q,x<y] fdown Q); 

5. Q° = {x £ Q \ X is a maximal element ofQ} (set 
of the maximal elements of Q or maxima of Q); 

6. Qo = {x £ Q \ X is a minimal element of Q] (set 
of the minimal elements of Q or minima of Q); 

Also for each p £ P we define: 

1. '[p={x£P \p<x]; 

2. \.p={x£P\ x<p}; 

Note that for each p £ P, trivially •\ p — 1^ {p} = 
{PY and i p = i {p} = {p},. 

Definition 3.5 Given a poset {P, <) and Q C P, if 
there exist u £ P such that u is the least element of 
Q*, we call u least upper bound (lub) of Q and write 
u = lubp{Q). Analogously, if there exist I £ P such 
that I is the greatest element of Q», we call I greatest 
lower bound (gib) of Q and uirite I = glbp{Q). 

Note that by definition the gib and the lub are 
unique, when they exist. In the rest of the paper, given 
a poset {P, <) and Q C P, -v/e write lub{Q) instead of 
lubp{Q) and glb{Q) instead of glbp{Q), every time no 
ambiguity is possible. Also, given x,y £ P ^e sim-
ply write lub{x, y) and glb{x, y) to denote respectively 
lub{{x,y]) and glb{{x,y]). 

A lattice is a poset such that for every pair of ele­
ments a least upper bound and a greatest lower bound 
exist. 

Definition 3.6 Given a poset {P, <) if lub(x, y) and 
glb{x, y) exist \/x, y £ P then P is called a lattice. 

The next Definition deals with mappings from a 
poset to another poset. 

Definition 3.7 Let (P, <) and {Q, <') be posets. A 
map F : P 1-^ Q is said to be 

1. order preserving if x < y in P implies F(x) <' 
F{y) in Q; 

2. an order embedding if x < y in P if and only if 
F{x) <' F{y) in Q; 

3. an order isomorphism if it is an order embedding 
surjective mapping. 

Given a generic poset, we are often interested in 
extending it to a lattice which preserves the ordering 
relation. We call such a lattice the completion of the 
given poset. 

Definition 3.8 Given a poset (P, <) , and a lattice 
{L, <') we say that L is a completion of P if there 
exists an order embedding from P to L. 

Among the completions of a given poset, there is a 
particularly interesting one, called Normal Completion 
or MacNeille Completion [6]. 

Definition 3.9 Given a poset (P, <), we define its 
MacNeille completion as the poset (M(P) ,C) where 
M{P) ^{Q\QCP andQ = {Q%}. 

It is well known that (M(P),C) is a completion 
of (P, <) and that it has the additional property of 
preserving ali least upper bounds and greatest lower 
bounds that exist in (P, <) [6]. The following defi­
nition provides a canonicaJ order embedding between 
the posets (P, <) and (M(P), C). 

Definition 3.10 Let (P, <) be a poset and let 
(M(P),C) be its MacNeille completion. The canon-
ical order embedding (p : P i-> M (P) between a posets 
and its MacNeille completion is defined as ip(x) = i x. 

The following definition introduces a useful property 
of the MacNeille completion. 
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Definition 3.11 Let P be a poset and let Q C P. 
Then Q is called join-dense m P if for every element 
s £ P there is a subset A of Q such that s = lub{A) 
Analogously, Q is called meet-dense in P if for every 
element s £ P there is a subset A of Q such that s — 
glb{A). To provide a compact notation, for ali x £ P, 
we define ( t X)Q = {y e Q \ X < y} and (J. X)Q = 
{y € (5 I 2/ < a;}. 

4 Representations and Closures 

In this section we define formally what we mean by clo-
sure of a class of sets with respect to a certain set op­
erator, and what we mean by representation of a class 
of sets with a set-containment relation by means of a 
poset. We also introduce in this section the concept of 
universal partition of a class 5 with a set-containment 
relation. It will be used later as a tool to operate ef-
ficiently on sets belonging to S and on sets belonging 
to closures of S. 

We consider only finite classes, i.e. classes con­
taining a finite number of sets. For technical rea-
sons it is useful to work with classes of sets with a 
set-containment relation that contain a greatest set 
(namely a set that contains every other set of the class) 
and a least set (namely a set that is contained in every 
other set of the class). This is not a restriction since 
if a finite class of sets has not a greatest or a least 
set, we can always expand it adding respectively the 
set-union of ali the sets of the class or the empty set, 
and then work with the expanded class. From now on, 
when we speak of a class of sets with a set-containment 
relation, we always refer to the expanded class. Ali 
results proved in this section are almost straightfor-
ward. Their proofs can be found for completeness in 
Appendix B (p.236). 

We first define the closure of a class of sets with respect 
to set-union and set-intersection operators. 

Definition 4.1 Let S be a class of sets with a set-
containment relation. We define S'~', the closure of S 
with respect to the set-intersection operator, by the 
following rules: 

1. ifseS then s € S^ ; 

2. Vsi,s2 eS^, sins2 e 5 " . 

Definition 4.2 Let S be a class of sets with a set-
containment relation. We define S'~', the closure of 5 
with respect to the set-union operator, by the folloming 
rules: 

1. ifs & S then s £ S^ ; 

2. Vsi,S2 €5'-', siUs2 e 5 ^ . 

Definition 4.3 Let S be a class of sets with a set-
containment relation. We define 5 " ^ , the closure of 
S with respect to both set-union and set-intersection 
operators, by the following rules: 

1. ifse S then se S'^^ ; 

2. Vsi,S2 e 5"^, si n S2 e 5"^ , si u «2 e s^u . 

Obviously, we have S^ C 5'^'^ and S^ C 5""^. The 
following theorem shows the relation existing among 
the closure operations introduced by the above defini­
tions. 

Theorem 4.1 We have {S^)^ = 5 " ^ and (S"^)'-' = 

A key role is played by elements in the lowest layer. 

Definition 4.4 We define base of S (and we denote 
it as Bs) the set of minimal elements of S \ {0}. 

Note that since the base is defined without consid-
ering the empty set, then when this set is part of the 
considered class, either directly or because of its ex-
pansion, we usually assume definitions and properties 
do not refer to it. To avoid an heavy presentation, we 
usually do no explicit how definition and properties 
have to be extended to the empty set, unless we feel 
this extension is hard to figure out for the reader on 
the basis of the current context. 

We introduce a mapping to relate each set of a class 
with sets of the base containing it. The powerset of 
set / is denoted by 2^. 

Definition 4.5 Let S be a class of sets with a set-
containment relation. We define the mapping SBUSG '• 
S 1-̂  2^^ as 

^BaseCs) = {r € Bs\r C s} . 

When the base of a class is a partition of the whole 
domain of S a lot of interesting properties turn out to 
be true. The following definition formalizes the con­
cept of partition of the whole domžiin of 5. 

Definition 4.6 We say that base Bs of a class of sets 
S is a universal partition of S J/Vri,r2 £ Bs, we have 
n n r2 = 0, and Vs 6 5 there exist r i , r2 .. . r„ € Bs 
such that s = \J^ri. 

The following lemma shows that for each set s of a 
class of sets with a set-containment relation, there ex-
ists a unique collection of sets of the universal partition 
whose set-union is equal to s, and that this collection 
is exactly SsaseCs). 

Lemma 1 If S is a class of sets with a set-
containment relation and a universal partition Us, 
there exists a unigue set {ri,r2 • • . r„} € 2^^ such that 
s = Ui »•«• ^iso Vs e 5, s = Ur65B..,(s) r-



CHARACTERIZATION RESULTS Informatica 23 (1999) 223-237 233 

Prom the previous lemma the following corollary fol-
lows, which clarifies the Unks between S and its uni­
versal partition by showing that each set of S can be 
generated by a coUection of sets of the universal par­
tition. 

Corollary 2 The mapping >SBase(-) is an order em-
bedding from the poset {S, C) to the poset (2^*, C). 

The universal partition Us of a class 5 of sets with 
a set-containment relation is also a universal partition 
of S", S^ and S^^. We show in the following corollary 
this important property with respect to S'^^, leaving 
the analogous proofs with respect to S^ and S^ to the 
reader. 

Corollary 3 Let S be a class of sets with a set-
containment relation and a universal partition Us-
Then Us is a universal partition o / 5 " ^ . 

Thanks to the corollary above, we can apply Defini-
tion 4.6 and Corollary 2 also to S''"-'. 

The next two coroUaries show important conse-
quences of the existence of the universal partition that 
we will discuss in the companion paper [9]. 

Corollary 4 Let S be a class of sets with a set con­
tainment relation and a universal partition Us- Then 
5'- '= 5 " ^ . 

Coroll£iry 5 Let S be a class of sets with a set con­
tainment relation and a universal partition Us- The 
mapping 5Base(-) is an order isomorphism from the 
poset (5"'-', C) to the poset (2^^, C). 

Now we define fornially what a representation is 
by means of a poset of a class of sets with a set-
containment relation. 

Definition 4.7 Let S be a class of sets with a set-
containment relation and let (P, <) be a poset. We 
say that P is a representation of S if there exists ah 
isomorphism betuieen S and P. 

Definition 4.8 Let S be a class of sets with a set-
containment relation and let P be a representation of 
S. We define base of P the set 

Bp = {x e P I X = Rep{r) and r € ^ 5 } . 

/ / Bs is a universal partition of S, we say that Bp is 
a universal partition of P and we denote it as Up. 

We often need to relate each representative of a 
set s with the representatives of the sets of the base 
contained in s. Therefore we introduce the mapping 
PBase(-) from elements in P to subsets of Bp. 

Definition 4.9 Let S be a class of sets with a set-
containment relation and let P be a representation of 
S. For each p & P, we define the mapping Psase '• 
P ^^ 2^'' as 

{a; € P I a; = Rep{r),r e SBase{Rep~^(p))} -

In a class of sets with a set-containment relation and 
a universal partition, a set is 'composed' by sets of the 
universal partition by means of the set-union operator. 
In the representation of the class an analogous 'com-
position' is obtained by means of the lub{.) operator 
that assign to each subset of a poset its least upper 
bound, as the following theorem shows. 

Theorem 4.2 Let S be a class of sets with a set-
containment relation and a universal partition. If P 
is a representation of S then for each s E S we have: 

Rep{s) = lub{{y \ y = Rep{r) and r G SBase(s)}) 

= Zu&(PBase(Pep(s))) . 

If one thinks of PBase(-) as a mapping between 
the posets (P, <) and {2^'', C), the previous theorem 
translates into the following corollary: 

Corollary 6 The mapping PBase(-) from the poset 
(P, <) to the poset {2^'', C) is order preserving. More-
overifBs is a universal partition, PBase(-) is an order 
embedding. 

Erom now on, every time we deal with a represen­
tation P of a class S of sets with a set-containment 
relation, we refer to the isomorphism between 5 and 
P as Rep : 5 !-->• P . Of course there exists Rep~^ : 
P t-^ S. Note that since the classes of sets with a set-
containment relation we consider have a greatest and 
a least set, their representations have a greatest and a 
least element. For any s £ S vre say that Rep{s) is the 
representative of s in P . 

Among the elements of P , representatives of set con­
tained in Bs play a special role. Hence it is useful to 
introduce a notation for them. 
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A Properties of Posets 

In this section we recall some more advanced results 
on posets that are needed in our proofs. It can be 
skipped by the reader that has a working knowledge 
of the field. 

Upper-star and lower-star ideals,. introduced at 
page 231, have interesting properties, stated in the fol-
lowing lemma. We refer to [6, 27] for proofs of these 
properties. 

L e m m a 7 Given a poset (P, <) and Qi,Q2 G P, we 
have: 

1. QiC{Qi*), andQi C (QiJ* ; 

2. ifQi C Q2, then (Ja* C Qi*, Q2, C Qi , and 
{Qil* C (Q2*).; 

3. Qu = ((Qi.)*). ««rfQi* = ((Qi*)*)*; 

4. pe {p}, and p € {p}*, Vp G P; 

5. ({p}*). = W*, VpeP; _ 

6. if p < q, then {p}, C {q}^ and {g}* C {p}*, 
'^P,q€P; 

7. {p}, = {q}* if and only ifp = q, \/p, q e P. 

The next Lemma shows important properties of 
join-dense and meet-dense subsets, introduced at 
page 232. For proofs of this and other properties 
see [6]. 

L e m m a 8 Let P be a poset and let Q C P. If Q is 
join-dense in P then for each x E P we have x = 
lubp{{lx)Q). If Q is meet-dense in P then for each 
X £ P we have x = glbp{{'\.x)Q). 

The following lemma shows that a poset (via the 
canonical order embedding) is both join-dense and 
meet-dense in its MacNeille completion. For proofs of 
this and other properties of the MacNeille completion 
see [6]. 

Lemma 9 Let (P, <) be a poset and let (M(P), C) be 
its MacNeille completion. The set (p{P) is both join-
dense and meet-dense in M {P). 

The definition of the MacNeille completion may also 
be used to define an algorithm for its construction. 
Such an algorithm has aji exponential worst-case time 
complexity with respect to the number of elements of 
the poset. Recently, Perry [27] has proposed an incre-
mental algorithm that has a polynomial complexity 
with respect to the number of elements of the pro-
duced lattice. 

In general, in a poset there can be elements that are 
not related to each other. 

Definition 1 Let (P, <) be a poset and let Q C P. 
We say that Q is an antichain if \lx,y & Q, x < y 
implies x = y. 

Note that for each P C P , the set R° of the maximal 
elements of R and the set Ro of the minimal elements 
of R are antichains. It is possible to define an order 
relation among the antichains of a poset. The resulting 
poset is indeed a lattice, as it is shown by the next 
Lemma. For its proof see [4, 18]. 

Lemma 10 Let (P, <) be a poset and let A{P) be the 
set of ali the antichains of P. The poset {A{P),<), 
where < is the order relation defined, VAi,^2 S A{P), 
as Ai<A2 if and only ifi-Ai C ], A2, is a lattice, called 
lattice of antichains of (P, <). We write Ai-<A2 nihen 
Ai^A2 and A\ ^ A2. We have also lub{A\,A2) = 
( ; Al U ; A2Y and glb{Ai,A2) = (4 Ai n ; A2Y. 

Several algorithms are known to construct the lat­
tice of antichains of a given poset. In particular we 
signal to the interested reader [18, 30]. 

Now we define the concept of congruence and that 
of guotient lattice. 

Definition 2 Let {L, <) be a lattice and let = be an 
eguivalence relation defined on it. We say that = is a 
congruence if Va, b,c,d & L, a = b and c = d imply 
lub{a,c) = lub{b,d) and glb{a,c) = glb{b,d). 

Given a lattice {L, <) and an equivalence relation 
= defined on L, we can try to define a partial order 
relation on L^, the quotient set of L module =, saying 
that given a,b e L, [a] <' [b] ii a < b. It turns out 
that the relation < ' is well defined (namely it is inde-
pendent from the choice of the representatives of the 
equivalence classes) if the relation = is a congruence 
(see [6]). The poset (L^, <') is indeed a lattice, as it 
is shown by the next Lemma. For its proof see [6]. 

Lemma 11 Let {L, <) be a lattice and let = be a con­
gruence defined on it. Let L^ be the guotient set of L 
modulo = and let <' be the partial order relation on Ijaj 

defined as [a] <' [b] if and only if a <b, V[a], [b] G L^. 
The poset (L^, <') is a lattice, called the quotient lat­
tice of L modulo =. 
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We close this section by recalling in the next lemma 
a basic result of elementary algebra which is used in 
the paper. Its proof can be found in elementary alge­
bra textbooks. 

Lemma 12 Let A and B be sets and let f : A ^-^ B 
be a mapping. Consider the eguivalence relation = on 
the set A defined as x = y, \/x,y € A, if and only if 
f{x) = f{y). Let A^ be the guotient set of A modulo 
=. Then the mapping g : Asi H-> B defined as g{[x]) = 
f{x) is weU defined (namely it is independent from the 
choice ofthe representatives ofthe equivalence classes) 
and is injective. Moreover, g{.) is bijective if and only 
if f{.) is surjective. 

B Proofs of Section 4 

Theorem 4.1. We have (5^)'^ = 5^'-' and (5")^ = 

Proof. We only show the latter equality because the 
proof of the former is analogous. We first prove that 
for each s £ {S'^)^ we have s 6 5'""-'. Observe that for 
each s € S" we have either s e 5 or s is generated ap-
plying recursively rule 2 given in Definition 4.1 (p.232). 
In either cases, s G 5'̂ "-' applying rules 1 or 2 given in 
Definition 4.3 (p.232), hence S'^ C 5"^^. Consider now 
s G (5'^)'-': s is generated by the application of rules 1 
or 2 given in Definition 4.2 (p.232), starting from sets 
in S^. Then, since 5 " C 5'^'-', applying rules 1 or 2 
given in Definition 4.3 (p.232) to the same sets in S^ 
we have s € 5'^'-'. 

We now prove that for each s € S''"-' we have 
s e (5")'-'. Let us consider s e 5'^^. If s 6 5 then 
s S (5^)'^ by definition. Otherwise, s is generated by 
the application of rule 2 given in Definition 4.3 (p.232). 
To show the thesis we proceed by induction on the 
number of applications of rule 2. If rule 2 is applied O 
times, then s £ S, hence the thesis is true. Assume s is 
generated by N applications of rule 2 to distinct cou-
ples of distinct elements. Then we have s = si U «2 or 
s = si nS2 with si,«2 6 S'~"~' and si and S2 are gener­
ated respectively by Â î and Â2 applications of rule 2, 
with Ni < N and A'̂2 < N. By inductive hypothesis 
si,S2 e (5'^)^, hence we have sj = UjCflj^Ji) ^^^ 
«2 = \Jhif\k *hk), with Sij e S Vi,i and thk S S V/i, k. 
If s = si U «2 then we have 

t J h k 

hence the thesis is trivially true. If s = Si n «2 then 
we have 

^ = {[JV[Sij))^{[}{[^thk)). 
i j h k 

Applying the distributive property we have 

ifh j k 

hence the thesis is proved. • 
Lemma 1. If S is a class of sets with a set-
containment relation and a universal partition Us, 
there exists a unique set {ri,r2 .. .rn) G 2^^ such that 
s = Ui ^i- Also MseS, s = UrsSB„,.(.) '•• 
Proof. Assume there exist two collections 
{ri,r2 . . . r„} and { î, 2̂ • • • ^m} of sets of the univer­
sal partition such that s = (J^ T-J = (J • tj but such that 
they diifer in at least one element. Without loss of 
generality assume that there exists r, G {»"i, ''2 . . . ?•«} 
such that Vj, r̂  ^ tj. By definition of elements in the 
universal partition then Vj, rj fl tj = 0 and it cannot 
be fj C s = IJ• tj, hence we have a contradiction. To 
show the second part of the proposition, let us con­
sider an s G 5. By definition for each r G ̂ BaseC«) we 
have r C s, hence Ur€SBo»=(s) '̂  ^ *• Since a universal 
partition exists, for the first part of this proposition, 
there is a unique set {ri,r-2 . . . r „} G 2^^ such that 
s = U^ Tj. For each ri G {r^i, r2 . . . r„} we have r̂  C s, 
then n G 5Base(s) and s = \j^ri = Ur65B„,(^) ''• • 
Corollary 2. The mapping 5Base(-) is an order em-
bedding from the poset {S, C) to the poset {2^^, C). 

Proof. We know from Lemma 1 that Vs G 5, s = 
Ur65B.s=(s)''• Then given si,S2 G 5 we have si C S2 
iff UreSB.„(sO r ^ Ur6SB.s=(«) ^- Since the elements 
of Us are a partition, Ur6SB..e(^i) ^ ^ U.eSB.=.(52) ^ i^ 
5'Base(Sl) Q SBase{S2)- • 

The following proposition is needed for the proof of 
the subsequent Corollary. 

Proposition 13 If S is a class of sets with a set-
containment relation and a universal partition Us, 
then Vs G 5"^ there exists a set {ri,r2 .. . r„} G 2^^ 
such that s = Ui ^i • 

Proof. Let us consider s G 5"'-'. If s G 5, the thesis 
is true by hypothesis. Otherwise, s is generated by the 
apphcation of rule 2 given in Definition 4.3 (p.232). 
To show the thesis we proceed by induction on the 
number of applications of rule 2. If rule 2 is apphed 
O times, then s G 5, hence the thesis is true. Assume 
s is generated by N applications of rule 2 to distinct 
couples of distinct elements. Then we have s = s\\Js2 
or s = si n S2 with si, «2 G 5'^'-' and s\ and «2 are 
generated respectively by Â i and N^ applications of 
rule 2, with Ni < N and Â2 < A''- By inductive 
hypothesis we have si — {j^ru and S2 = Uh^2h, with 
fii G Us, Vi and r2h G Us, V/i. If s = si U S2 then 
we have s = (Ui''ii) ^ (U/i^2ft), hence the thesis is 
trivially true. If s = Si ns2 then we have s = (U^ ^14)0 
(U^7-2/,). Applying the distributive property we have 
* - Uj,h(''ii^^2/i)- Since for every ra,rb G Us we have 
T-a n rfc = 0 if To ^ rfc, the former equality gives the 
thesis. • 

Corollary 3. Let S be a class of sets with a set-
containment relation and a universal partition Us-
Then Us is a universal partition of S'~"~'. 

file:///Jhif/k
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Proof. It follows trivially from Proposition 13. • 
Corollary 4. Let S be a class of sets with a set con-
tainment relation and a universal partition Us • Then 

Proof. Obviously we have S^ C S'^^. We have 
to show that S^"^ C 5'^. Since (for corollary 3) Us 
is a universal partition of S^^, Vs S S^^ there exists 
a set {ri,r2 . . . r n} G 2^^ such that s = Ui''i- Since 
Us C S, \/ri e {ri,r2 .. . r„} we have r, £ 5, so s = 

Une5^. • 
Corollary 5. Let S be a class of sets with a set con-
tainment relation and a universal partition Us- The 
mapping Ssase{-) is an order isomorphism from tke 
poset ( 5 "^ , C) to the poset (2^^, C). 
Proof. We know from Corollary 3 that Us is 
a universal partition of S^'^, hence, by Corollary 2, 
mapping 5Base(-) is an order embedding from poset 
(5"'-', C) to poset (2^s,C). We only have to show 
that 5Base(-) is a surjective mapping. But this is 
trivial, since for each {ri,r-2.. . r„} C Us we have 
{ r i , r 2 . . . r „ } C 5"^ and s = U ^ i e S^'^ and, by 
Lemma 1 (p.232), 5Base(s) = {ri,r2 • ..r„}. • 
Theorem 4.2. Let S be a class of sets with a set-
containment relation and a universal partition. If P 
is a representation of S then for each s e S we have: 

Repis) = lub{{y \ y = Rep{r) and r G 5Base(s)}) 

= lub{PBaseiRep{s))) • 

Proof. Since S has a universal partition, we know. 
from Lemma 1, that Vs e S, s = UrGSBa.J«) -̂ ^̂ "̂  
every r G 5Base(s) it is r C s, so Rep{r) < Rep{s) 
since P is a representation. Consider now an a; G 
P such that for every r G Ssaseis), Rep{r) < x. 
We have r C Rep~^{x) for every r G Ssaseis), so 
s = (Ur€SB„e(s) »•) ^ Rep-^ix). But since P is a 
representation we have Rep{s) < x, hence the first 
equality in the thesis is proved. To show the sec-
ond one we simply observe that Definition 4.9 implies 
PBase{Rep{s)) = {y \ y = Rep{r) and r G 5Base(s)} 
for any s £ S M 

The following Proposition is used in the proof of the 
subsequent Corollary and in the companion paper [9] 
to manage easily universal partitions on posets. 

Proposition 14 Let S-be a class of sets with a set-
containment relation and let P be a representation of 
S. For each p € P we have Psaseip) = Bp H i p. 

Proof. By definition we have Psaseip) Q Bp. 
Also, Wx G PBase(p) there exists r G SBase{Rep~^(p)) 
such that X = Rep{r). Since P is a representation 
of 5 , Rep~^{x) C Rep~^{p) implies x < p. Con-
versely, let us consider x G Bp r\ \.p. Since x < p 
we have Rep~^{x) C Rep~^{p). Also, x G Bp implies 
Rep~^{x) G Bs, hence Rep~'^{x) G 5Base(Pep~^(p)) 
so we have x G PBase(p)- * 

Corollary 6. The mapping PBase(-) from the poset 
(P) <) to the poset {2^'', C) is order preserving. More-
over if Bp is a universal partition, PBase(-) is an order 
embedding. 

Proof. The fact that PBase(-) is order preserving 
follows from Proposition 14 and from the well known 
fact that pi < p2 implies J-pi C \.p2, which in turn 
implies Bp H ipi C Bp f) ip2. To show the second 
part of the thesis (when Bp is a universal partition) 
let us consider Qi,Q2 G Bp such that Qi = Psaseipi), 
Q2 = PBase(P2) and Qi C Q2, with pi,p2 G p . For 
each f̂ G <5i we have q < Pi and since 9 G (Ja we 
also have q < P2- But for Theorem 4.2 we have px = 
lub{Qi) hence pi <P2 • 
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The asynchronous processors attack clock-related timing problems by asynchronous (or self-timed) 
design techniques. Asynchronous processors remove the internal clock. Instead of a single central 
clock that keeps the chip's functional units in step, ali parts of an asynchronous processor (e.g., 
the arithmetic units, the branch units, etc.) work at their own pace, negotiating with each other 
whenever data needs to be passed between them. In this paper, severa/ projects are presented, 
two of these - the Superscalar Asynchronous Low-Power Processor (SCALP) and AMULET - are 
presented in more detail. 

1 Introduction 
Conventional synchronous architectures are based on 
global clocking whereby global synchronization signals 
control the rate at which different elements operate. 
For exainple, aH functional units operate in lockstep 
under the control of a central clock [16]. 

With progress of tirne and improvement of technol-
ogy, clocks get faster, the chips have higher circuit 
density and the -vvires get finer. As a result, it be-
comes increasingly difficult to ensure that ali parts of 
the processor are ticking along in step with each other. 
Even though the electrical clock pulses are travelling 
at a substantial fraction of the speed of light, the de-
lays in getting from one side of a small piece of silicon 
to the other can be enough to throw the chip's oper-
ation out of synchronization. Even if the clock were 
injected optically to avoid the wire delays, the signals 
issued as a result of the clock would stili have to prop-
agate along wires in time for the next clock pulse, and 
a similar problem would remain. For example, the 
1997 National Technology Roadmap for Semiconduc-
tors [23] forecasts that CMOS technology will reach a 
point where the switching delay for a single gate will 
be close to 10 ps while a single chip area will be nearly 
7.5 cm^. It will take 30 clock cycles for the electric sig­
nal to cross such a chip. Moreover, the interchip clock 
skew already represents a major problem. 

The clock-related timing problems have been re-
cently attacked by asynchronous (or self-timed) design 
techniques. These asynchronous processors do away 
with the idea of having a single central clock keeping 

the chip's functional units in step. Instead, each mod­
ule of the processor - for example, the arithmetic units, 
the branch units, etc. - aH work at their own pace, ne­
gotiating with each other whenever data needs to be 
passed between them. The communication protocol 
synchronizes the modules involved in the communica­
tion and allows data to be shared between them. 

Without a global clock, asynchronous systems enjoy 
[19]: 

— Data-dependent cycle time rather than worst čase 
cycle time: The conventionally clocked chip has to 
be slowed down so that the most sluggish function 
does not get left behind. To deal with this prob­
lem one can either use some extra circuitry to try 
to speed up these slow special cases, or alterna-
tively just accept it and slow everything down to 
take account of the lowest common denominator. 
Either way the result is that resources are wasted 
or the chip's speed is determined by an instruction 
that may hardly ever be executed. In the asyn-
chronous approach the chip only becomes more 
sluggish when a tricky operation is encountered. 

— Potential for low power consumption: The con­
ventional processors are becoming increasingly 
power consuming. For example, DEC's Alpha 
and the IBM/Motorola PowerPC 620 emit around 
20 W to 30 W in normal operation. If we were to 
continue to use 5 V supplies, we could expect by 
the end of 1999 a 0.1 micron processor dissipat-
ing 2kW. Reducing the supply to 3 V (or 2 V) 
would only reduce the power dissipation to 660 W 

mailto:jurij.silc@ijs.si
mailto:borut.robic@fri.uni-lj.si
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Figure 1: A simple pipeline (a) synchronous (b) asynchronous 

(or 330 W). One of the reasons is that many of the 
logic gates switch their states simply because they 
are being driven by the clock, and not because 
they are doing any useful work. Removing the 
clock in asynchronous processors also removes the 
unnecessary power consumption as CMOS gates 
only dissipate energy when they are switching. 

— Ease of modular composition, i.e., circuits can be 
assembled as plug-and-play. 

— Optimization of frequent operations while rare op-
erations can spend more tirne. 

— No need for clock alignment at the interfaces. 

— Timing fault-tolerance. 

There are also several shortcomings to the asyn-
chronous approach: 

— clock-based computers are easier to build than 
asynchronous; 

— it is easier to verify a synchronous design due to its 
deterministic operation (by comparison, verifying 
an asynchronous design, with each part working 
at its own pace, is difficult). 

2 Asynchronous Logic 

Virtually ali digital design today is based on a 
synchronous approach whereby each subsystem is a 

clocked finite state machine that changes its states on 
the edges of a regular global clock. Such a system be-
haves in a discrete and deterministic way, provided the 
delays are managed so that the flip-flop setup and hold 
times are met under ali conditions. 

As a contrast, in asynchronous design, there is no 
clock to govern the timing of state changes. Sub-
systems exchange Information at mutuaJly negotiated 
times with no external timing regulation. An asyn-
chronous pipeline, such as micropipelines [18], man-
ages the flow of data according to the state of the 
next and previous pipeline stages. In a synchronous 
pipeline, if a stage is late in completing operation of 
the combinatorial circuit, the entire pipeline delayed 
by an amount of tirne equal to the clock period. For 
an asynchronous pipeline, however, if a stage is late 
by an duration u, the entire pipeline is delayed just 
by u}. Also in contrast to synchronous pipelines, an 
asynchronous pipeline controller only judges the state 
of adjoining stages. Therefore decentralized control is 
possible [19]. 

Figure la shows the structure of a synchronous 
pipeline with latches and combinational logic blocks. 
AH latches are controlled by a single global clock signal 
and operate simultaneously. 

An asynchronous implementation of the pipeline is 
shown in Fig. Ib. The latches and the combinational 
logic block are the same as in the synchronous pipeline. 
The timing, however, is controlled differently. Each 
latch has an associated latch control circuit (LCC) 
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which opens and closes the latch in response to re-
quest signals from the previous stage and acknowledge 
signals from the following stage. There are a few key 
features which describe most current approaches: 

— Delay-insensitive vs speed-independent design: 
Delay-insensitive designs make no assumptions 
about delays within the system. That is, any gate 
or interconnection may take an arbitrary tirne to 
propagate a signal. Speed-independent systems 
are tolerable to variations in gate speeds but as-
sume instantaneous transmissions along wires. 

— Dual-rail encoding vs data bundling communica-
tion protocol: In dual rail encoded data, each 
Boolean is implemented as two wires. This al-
lows the value and the timing Information to be 
communicated for each data bit. Bundled data, 
on the other hand, has one wire for each data bit 
and a separate wire to indicate the timing. 

— Level vs transition encoding: Level-sensitive cir-
cuits typically represent a logic one by a high volt-
age and a logic zero by a low voltage. In transition 
signaling, only changes in the level of signals are 
taken into account. 

Delay-insensitive circuits with dual-rail communica-
tion and encoding with transition signaling proved to 
be ideal for automatic transformation into a silicon lay-
out, as the delays introduced by the layout compiler 
cannot affect the functionality. The most popular form 
in recent years has been dual-rail encoding with level-
sensitive signaling. Delay insensitivity is achieved at 
the cost of more power dissipation than with transi­
tion signaling. The advantage of this approach over 
transition signaling is that the logic processing ele-
ments can be much simpler. A well-known form of 
delay-insensitive circuit with bundled data communi-
cation and encoding with transition signaling is the 
micropipelined approach, which was proposed in [18] 
and adopted in the AMULET project (see below). 

3 Microprocessors 

A number of asynchronous microprocessors have been 
proposed or built recently. The processors described 
can be divided broadly into two categories: 

— Those that were built using a conservative tim­
ing model, suitable for formal synthesis or veri-
fication, but with a simple architecture. Among 
these are CAP, TITAC, ST-RISC, ARISC, and 
ASPRO-216. 

— Those that were built with a less cautious tim­
ing model using an informal design approach, but 
with a more ambitious architecture. These in-
clude the AMULET processors, NSR, Pred, CPP, 
Hades, ECSTAC, STRiP, and SCALP. 

Table 3 summarizes these characteristics. 
Let us describe the architecture and the asyn-

chronous design of asynchronous superscalar proces­
sors SCALP and AMULET and, only briefly, some 
other projects [7, 22]. 

3.1 Superscalar Asynchronous 
Low-Power Processor 

The first asynchronous superscalar processor was de-
signed in 1996 at the University of Manchester [7]. The 
processor was named SCALP, for Superscalar Asyn-
chronous Low-Power Processor. SCALP's main archi-
tectural innovation is its lack of a global register file 
and its result forwarding network. Most SCALP in­
structions do not specify the source of their operands 
and destination of their results by means of register 
numbers. Instead, the idea of explicit fonvarding was 
introduced whereby each instruction specifies the des­
tination of its result. That destination is the input to 
another functional unit consuming the value. Instruc­
tions do not specify the source of their operands at ali; 
they implicitly use the values provided for them by the 
preceding instructions. 

Figure 2 shows the organization of the SCALP pro­
cessor. SCALP does have a register file; it constitutes 
one of the functional units. It is accessed only by read 
and write instructions which transfer data to and from 
other functional units by means of the explicit forward-
ing mechanism. Sever al instructions are fetched from 
memory at a time. Each instruction has a functional 
unit identifier, which is a small number of easily de-
coded bits that indicate which functional unit will ex-
ecute the instruction. The instructions are statically 
allocated to functional units. If there is more than 
one functional unit capable of executing a particular 
instruction, one must be chosen by the compiler. This 
simplifies the instruction issuer and is essential to the 
explicit forwarding mechanism. The instruction issuer 
is responsible for distributing the instructions to the 
various functional units on the basis of the functional 
unit identifier. Each functional unit has a number of 
input queues: one for instructions and one for each 
of its possible operands. An instruction begins exe-
cution once it and ali of its necessary operands have 
arrived at the functional unit. The functional unit 
sends the result, along with the destination address, 
to the result-routing network. This places the result 
into the appropriate input queue of another functional 
unit. 

There are some similarities between the SCALP ap­
proach and dataflow computing. In particular, it is 
possible to describe SCALP programs by means of 
dataflow graphs. Nevertheless, the flow of control in 
SCALP is determined by a conventional control-flow 
mechanism, not a datafiow mechanism. 
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Processor 

CAP 

FAM 

STRiP 

ST-RISC 

NSR 

CFPP 

AMULETI 

TITAC-1 

Pred 

Hades 

ECSTAC 

AMULET2e 

SCALP 

TITAC-2 

AMULET3i 

ARISC 

ASPRO-216 

Design Style 

4-phase, dual-rail 
delay-insensitive 
4-phase, dual-rail 
delay-insensitive 
variable clock 
synchronous 
dual-rail 
delay-insensitive 
2-phase 
bundled data 

2-phase 
bundled data 

2-phase 
bundled data 
2-phase, dual-rail 
quEisi delay-insensitive 
2-phase 
bundled data 

unspecified 

fundamental mode 

4-phase 
bundled data 
4-phase 
bundled data 

2-phase, dual-rail 
scalable delay-insensitive 
4-phase 
bundled data 

4-phase 
bundled data 
4-phase, multi-rail 
quasi delay-insensitive 

ISA 

own 16-bit RISC-like 

own RISC-like 

MIPS-X 

own 

own 16-bit RISC-like 

SPARC 

ARM 

own 8-bit 

based on MC 88100 

own 

own variable length 

ARM 

own 

own 32-bit 

ARM 

MIPS-II, MIPS16 

own 16-bit 

Organization 

fetch-execute pipeline 

pipelined 

pipelined 
forwarding 
fetch-execute pipeline 

pipelined 
no forwarding 
decoupled branch & load/store 
pipelined 
multiple execution stages 
single issue 
result pipeline 
forwarding using counter-flow 
pipelined 
no forwarding 
nonpipelined 

pipelined 
multiple functional units 
single issue 
no forwarding 
decoupled branch &; load/store 
pipelined 
multiple functional units 
multiple issue 
forwarding 
pipelined 
no forwarding 
pipelined , 
forwarding 
pipelined 
multiple functional units 
multiple issue 
explicit forwarding 
pipelined 
multiple functional units 
pipelined 
branch prediction 
out-of-order completion 
unrestricted forwarding 
pipelined 
multiple functional units 
pipelined 
out-of-order completion 

Table 1: Recent asynchronous microprocessors 
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3.2 AMULET 

At the University of Manchester, several asynchronous 
processors called AMULETI, AMULET2, and AMU-
LET3 were implemented [8, 9, 10, 20]. 

AMULETI was the first asynchronous implementa-
tion of a commercially important instruction set ar-
chitecture (ARM's instruction set architecture version 
3 used in the ARM6 processor) [8], and appeared in 
early 1993 (see Fig. 3). It was designed using a 2-phase 
bundled data design style, with a 5-stage pipehne and 
no result forwarding. An interlocking was used to 
stali instructions at the register read stage until their 
operands had been written by previous instructions. 
After being fetched, a branch instruction had to pass 
through ten pipeline or FIFO stages before the target 
address was sent to memory. This resulted in large 
numbers of prefetched instructions that were discarded 
and a significant number of bubbles. As a result, the 
pipeline throughput was low. AMULETI permitted 
out-of-order completion of load instructions relative 
to other instructions. AMULETI was about 70 % the 
speed of a 20 MHz ARM6 processor, but with faster 
simple operations (e.g., with three times faster multi-
plication). 

In October 1996, the AMULET2 processor was de­
signed [9], based on the ARM instruction set architec­
ture version 4. The processor used a 4-phase bundled 
data design style because this was believed to have 
benefits in terms of speed, size, and power relative 

to AMULETI. The processor had a slightly shorter 
pipeline than AMULETI and employed both forward-
ing and branch prediction. It also incorporated lim-
ited forwarding by employing a last-result register at 
the output of the ALU, and forwarding mechanisms to 
use the result of a load instruction in a following in­
struction. A more sophisticated register-interlocking 
mechanism was used to remove write-after-write haz-
ards. The AMULET2e chip consisted of 454000 tran-
sistors including a 4 kbyte fully associative cache. The 
synchronous equivalent ARM810 used almost twice as 
many transistors, but also an 8kbyte cache. With 
its 40 MIPS, the AMULET2 was 3.2 times faster 
than AMULETI, and with half the performance of 
a 75 MHz ARM810. 

The next in the AMULET line, AMULET3, is ex-
pected to be a commercial product in 1999 [10]. It is 
expected that the key feature of this microprocessor 
will be a reorder buffer capable of solving the prob-
lems of result forwarding and exception handling in an 
asynchronous pipeline. This will allow a high degree 
of flexibility in operation, such as out-of-order com­
pletion, whilst avoiding read-after-write hazards (by 
stalling until the relevant value appears) and write-
after-write hazards (averted by the reorder buffer). 

3.3 Caltech Asynchronous Processor 

The Caltech Asynchronous Processor (CAP) [11] was 
built in the late 1980s at California Institute of Tech-
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nology. The circuit design was delay-insensitive with 
dual-rail encoded communication. The processor fea-
tured a RISC-hke load/store instruction set with 16 
registers. A number of concurrent processes were re-
sponsible for instruction fetch, operand read, ALU op-
erate, etc. The processor was implemented in a 1.6 mi-
cron CMOS process, and operated at 18 MIPS at room 
temperate and 5 V. The circuit continued to function 
at very low supply voltages, with optimum energy per 
operation at around 2 V. It was also tested in liquid ni-
trogen at 77K when its performance reached 30 MIPS. 
More recently, GaAs version of CAP has been imple­
mented [21]. 

3.4 Fully Asynchronous 
Microprocessor 

The 32-bit Pully Asynchronous Microprocessor (FAM) 
[3] developed in the early 1990s at the Korean Institute 
of Science and Technology and the Tokyo Institute 
of Technology, was a dual-rail asynchronous proces­
sor with a RISC-like load/store instruction set. It had 
a 4-stage pipeline but register read, ALU, and register 
write occurred in a single stage eliminating the need 
for any forwarding. FAM, like CAP, is experimental. 

3.5 Self-Timed RISC Processor 

A Self-Timed RISC Processor (STRiP) [5] was built 
at Stanford University. Its instruction set was that of 

the MIPS-X processor. STRiP is included here even 
though it has a global clock signal and could be con-
sidered synchronous. It is unusual in that the speed of 
the global clock is dynamically variable in response to 
the instructions being executed, giving much of the ad-
vantage of an asynchronous system. The performance 
of STRiP was typically twice that of an equivalent syn-
chronous processor. By maintaining global synchrony 
STRiP was able to implement forwarding in the same 
simple way as synchronous processors. For a 2 micron 
technology, the designers reported a 63 MHz effective 
clock frequency and a 62.5 MIPS performance rating. 

3.6 ST-RISC 

ST-RISC [4] was an architecture from the Israel In­
stitute of Technology. It was delay-insensitive with a 
dual-rail datapath. ST-RISC had a 2-stage pipeline 
(fetch and execute) and a 3-address-register-based in­
struction set. 

3.7 Nonsynchronous RISC 

The Nonsynchronous RISC (NSR) processor [1] was 
built using FPGA technology at the University of Utah 
in 1993. It was implemented using a 2-phase bundled 
data protocol. NSR was a pipelined processor with 
pipeline stages separated by FIFO queues. The idea 
of the FIFO queues is that they decouple the pipeline 
stages so that an instruction that spends a long time in 
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one stage need not hold up any following instructions. 
The disadvantage of this approach is that the latency 
of the queues themselves is significant and, because 
of the dependencies within a processor pipeline, the 
increase in overall latency is detrimental. NSR used 
a locking mechanism to stali instructions that need 
operands produced by previous instructions. There 
was no forwarding mechanism. NSR had a 16-bit dat-
apath and 16-bit instructions. The instructions in-
cluded three 4-bit register specifiers and a 4-bit op-
code. Some aspects of its instruction set were spe-
cialized for the asynchronous implementation: branch, 
load, and store instructions made the FIFOs that in-
terconnected the functional units visible to the pro-
grammer. Conditional branch instructions were de-
coupled from the ALU that executed comparison in­
structions by a Boolean FIFO. Computed branch in­
structions also used a FIFO to store computed branch 
addresses. Load instructions had two parts. One in­
struction specifies a load address. A subsequent in­
struction used the load result by reading from a special 
register r l . There could be an arbitrary separation be-
tween the two instructions, and it was possible to have 
several load operations outstanding at one time. Store 
instructions worked similarly by writing the store data 
t o r l . 

3.8 Counterflow Pipeline Processor 

The Counterfiow Pipeline Processor (CFPP) [17], de-
veloped in 1994 at Sun Microsystems, was based on ex-
tensions of the techniques proposed in [18]. The CFPP 
executed SPARC instructions. Its novel contribution 
was the result forwarding in an asynchronous pipeline. 
CFPP had two pipelines. In one pipeline, instructions 
flowed upwards; in the other results flowed downwards. 
As instructions flowed upwards they watched out for 
results of previous instructions that they had to use as 
operands flowing downwards. If they spotted any such 
operands, they captured them; otherwise, they eventu-
ally received a value that flowed down from the register 
file which was at the top of the pipelines. When an 
instruction obtained ali of its operands it continued to 
flow upwards until it found a pipeline stage where it 
could compute the result. Once computed, the result 
was injected into the result pipeline for use by any fol-
lowing dependent instructions and was also carried for-
ward in the instruction pipeline to be written into the 
register file. The counterflow pipeline neatly solved the 
problem of result forwarding. This particular CFPP 
was not fabricated. 

3.9 T I T A C 

TITAC-1 [13] was a simple 8-bit asynchronous pro­
cessor built at the Tokyo Institute of Technology. It 
was based on the quasi delay-insensitive (QDI) tim-

ing model (where additional assumptions are intro-
duced into the delay-insensitive model) and so had to 
use dual-rail encoding communication. This resulted 
in about twice as many gates in the datapath com-
pared to an equivalent synchronous datapath. Archi-
tecturally, TITAC-1 was very straightforward with no 
pipelining and a simple accumulator-based instruction 
set. 

In 1997, a 32-bit asynchronous microprocessor 
TITAC-2 [19] was built whose instruction set archi-
tecture was based on the MIPS R2000. It ušes a scal-
able delay-insensitive (SDI) model, which unlike the 
QDI model, assumes that the relative delay ratio be-
tween any two components is bounded. SDI circuits 
can run faster than equivalent QDI ones. The mea-
sured performance of TITAC-2 was 52.3 MIPS using 
the Dhrystone benchmark. 

3.10 Fred 

Fred [15] is a development of NSR and also built at the 
University of Utah. Like NSR, Fred is implemented us­
ing 2-phase data bundling. It is modeled using VHDL. 
Pred extends the NSR to have a 32-bit datapath and 
32-bit instructions, based on the Motorola 88100 in­
struction set. Fred has multiple functional units. In­
structions from the functional units can complete out 
of order. However, the instruction issuer can only is-
sue one instruction at a time, and the register file is 
only able to provide operands for one instruction at 
a time. This allows for a relatively straightforward 
instruction issue and a precise exception mechanism, 
but limits the attainable level of parallelism. There is 
no forwarding mechanism; instructions are stalled at 
the instruction issuer until their operands have been 
written to the register file. There is no out-of-order 
issue. Like the NSR, Fred ušes programmer-visible 
FIFO queues to implement decoupled load/store and 
branch instructions. This arrangement has the pos-
sibility of deadlock if the program tries to read from 
an empty queue or write to a full one. Fred chooses 
to detect this condition at the instruction issuer and 
generate an exception. 

3.11 Hades 

Hades [6] is a proposed superscalar asynchronous pro­
cessor from the University of Hertfordshire. It is in 
many ways similar to a conventional synchronous su­
perscalar processor; it has a global register file, for-
warding, and a complex (though in-order) instruction 
issue. Its forwarding mechanism ušes a scoreboard to 
keep track of which result is available and from where. 

3.12 ECSTAC 

ECSTAC [12] is an asynchronous microprocessor de-
signed at the University of Adelaide. ECSTAC is im-
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plemented using fundamental mode control circuits. It 
is deeply pipelined with a complex variable-length in-
struction format. It has 8-bit registers and ALU. The 
variable-length instructions and the mismatch between 
the address size and the datapath width made the de­
sign more complex and slower. There is no forwarding 
mechanism within the datapath, and a register inter-
locking scheme is used to stali instructions until their 
operands are available. 

3.13 ARISC 
A joint project between the Technical University of 
Denmark and LSI Logic Denmark resulted in ARISC 
[2], which is an asyncronous re-implementation of 
the LSI Logic's TinyRISC TR4101 embedded mi­
croprocessor. Four-phase bundled data protocol is 
used throughout the entire design in combination 
with a normally opaque latch controUer. Ali logic 
is implemented using static logic standard cells. In 
0.35 micron CMOS technology ARISC performance is 
74 MIPS (with power efficiency 635MIPS/W), while 
the performance of the 83 MHz TR4101 is 48 MIPS 
(539MIPS/W). 

3.14 ASPRO-216 
ASPRO [14] is a CMOS standard-cell QDI micropro­
cessor which is being developed at the ENST Bre-
tagne and CNET Grenoble. It is based on a simple 
RISC architecture with 16 general purpose registers. 
ASPRO-216 is a scalar processor, which extensively 
ušes an overlapping pipelined execution scheme involv-
ing asynchronous units. The processor issues instruc­
tions in order and may complete their execution out 
of order. In 0.25 micron technology the expected peak 
performance is 200 MIPS with 0.5 W power dissipa-
tion. 

4 Conclusions 
Power consumption in VLSI chips may be a signif-
icant issue for two reasons. First, to optimize bat-
tery life, portable equipment such as lap-top com-
puters and mobile telephones demand low power con­
sumption. Second, high performance processors now 
dissipate enough power to make chip cooling a prob­
lem in an office environment. Thus, it has been pre-
dicted that asynchronous techniques will find their 
way into certain niches, in particular, embedded ap-
plications where the work required is extremely burst-
intensive or where power-saving requirements make 
the approach attractive. Clocked chips with some 
asynchronous parts may also be expected. The asyn-
chronous processor paradigm has the potential to solve 
the clocking problems in large processor chips. As a 

result, several universities and microprocessor manu-
facturers are actively investigating new asynchronous 
processor architectures. 
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Simulation is being widely used as modelling and analysis tool in various application areas such 
as manufacturing, traffic, defence or health. Such popularity of simulation has resulted in a large 
number of simulation software tools available on the market. This paper presents and compares 
the results of surveys on the use of discrete-event simulation software conducted in 1992 and in 
1997. Findings of the survey indicate which types of simulation software are primarily being 
used, users' opinion about positive and negative software features and possible ways ofimproving 
simulation software. 

1 Introduction 

Many companies are facing pressures to improve ef-
ficiency and reduce operating costs due to increasing 
competition. Simulation is a valuable tool that enables 
organisations to investigate possible strategies for per-
formance improvement. It is widely used in various 
application areas, and as a result of this, there is a 
plethora of simulation packages available on the soft-
ware market. 

This paper presents the results of surveys on the use 
of discrete-event simulation software, which were con­
ducted in 1992 and in 1997. These surveys have been 
carried out mainly to discover how the users are satis-
fied with the simulation software they use and how this 
software can be further improved. Although the same 
questionnaire was distributed to survey participants 
in both surveys, and similar number of questionnaires 
were completed and returned, it was not possible to 
have the same survey sample for both surveys. Survey 
conducted in 1992 included regular simulation users in 
educational institutions and industry around Europe, 
whilst participants in 1997 survey included members 
of the Simulation Study Group of the Operational Re­
search Society of Great Britain both from academic 
and industrial institutions. Findings of the surveys in­
dicate which types of simulation software are primarily 
being used common positive and negative features of 
simulation packages, and users' recommendations for 
further improvement of simulation software. 

The paper is structured as follows. Following a 
brief review of previous simulation software surveys 
and their main findings, a survey conducted in this 
research is described. Results obtained from both sur-

veys are presented and compared. Conclusions outline 
the main findings of this research. 

2 User Surveys On Simulation 
Software 

Several publications related to the users' surveys are 
found in simulation literature. A dated survey carried 
out by Kleine (1970; 1971), has examined users' views 
of eleven discrete simulation languages. The results 
of this survey showed that it was difficult to interpret 
the results mainly because a limited number of respon-
dents were proficient in more than one language. In 
addition, the expertise of some respondents was difH-
cult to specify. 

Christy and Watson (1983) have used a survey of 
non-academic users to explore issues such as the func-
tional area that use simulation, the method of selecting 
simulation software, the popularity of various software 
tool for simulation applications etc. This analysis has 
revealed that, that of the total applications of simu­
lation, 59Concerning the simulation software, the re­
sults showed that generally there is a reluctance to 
implement and learn new programming languages for 
simulation applications. 

Kirkpatrick and Bell (1989) have used a survey ap-
proach to investigate the issues related to visual Inter­
active simulation in industry. These issues included 
the types of problems being addressed, reasons for us-
ing visual Interactive modelling, and the ways in which 
this type of modelling affects problem solving. The 
results have revealed that although the some of the 
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participants are aware of the significant set-up costs 
and need for learning new software and new method-
ology, most of them have agreed that visual interactive 
inodelhng provides enhanced interaction with decision 
maker, more useful and easier-to-understand models, 
and better decisions. 

Van Breedam (1990) have conducted a survey in or-
der to evaluate several simulation software tools. They 
have distributed a questionnaire to experienced users 
of simulation, who were asked to rate a sample of sim­
ulation packages on the various criteria. On the basis 
of received answers, they have classified the software 
evaluated into clusters according to the main software 
features. 

MacKulak and Savory (1994) undertook a survey 
in order to ascertain important features of industrial 
simulation environments. The results of the survey re-
vealed that some of the most important software fea­
tures specified by survey participants were consistent 
and friendly user interface, database storage capabil-
ity for input data and a troubleshooting section in a 
documentation. 

A comprehensive research on simulation software is 
published in Simulation News Europe 1998). This re­
search relates to comparisons of simulation software 
and simulation techniques, where about 65 simulation 
tools were compared using various examples. Despite 
being so comprehensive, this research does not include 
a survey where simulation software users would specify 
their preferences and opinions about such softvvare. 

An analysis of the above presented surveys reveals 
that although a majority of the survey studies investi-
gate various issues related to simulation software, none 
of them examine users' opinions about possible ways 
to further improve simulation and to reduce some of 
the inherent problems associated with developing com-
puter simulation models. 

3 Users' Surveys in 1992 and 
1997 

3.1 Purpose of the Survey 

The main purpose of the survey was to investigate the 
users' requirements of discrete-event simulation soft-
ware and users' opinion about possible ways of im-
proving current simulation software tools and better 
satisfying their needs. 

The questionnaire distributed to the participants in 
both surveys consisted of nine questions dealing with 
the type of discrete-event simulation softvvare used (1), 
the specification of particular packages used (such as 
WITNESS, SIMFACTORV II.5, SIMAN/CINEMA, 
ProModelPC, XCELL-I-, INSTRATA or other) (2), the 
purpose of use of simulation (3), general opinion about 
each software used (4) and the application areas of 

simulation (5). Other questions include estimation of 
how successful the simulation studies carried out were 
from the point of view of the software used (6). In 
particular, users had to appraise whether substantial 
approximations had to be made due to limitations of 
software, or whether ali desirable features of the sys-
tems under consideration could be modelled. The par­
ticipants were also asked to list the main weaknesses 
and hmitations of software used (7), as well as the 
most important positive features included in software 
used (8). Finally, they were requested to specify the 
most important features that should be included in the 
existing simulation packages that were to their knowl-
edge not yet provided (9). Majority of the questions 
regarding the opinion about the software and possible 
ways of its improvement (questions 4,6,7,8 and 9) were 
open-ended instead of providing several alternatives to 
select from. It was believed that this approach would 
avoid any suggestions to the participants and give bet­
ter and unprejudiced response. 

3.2 Survey Samples 

The 1992 survey sample included participants from 
both educational institutions and industrial companies 
around Europe, for whom it was known or believed to 
be regular users of simulation. A response rate was 
about 35% out of 120 distributed questionnaires. The 
ratio of responses from universities and responses from 
industry is about 70% to 30%, although an approxi-
mately equal number of the questionnaires were dis­
tributed to each group of users. 

The 1997 survey sample includes members of the 
Simulation Study Group (special interest group) of the 
Operational Research Society of Great Britain, both 
from industry and academic institutions. It was be­
lieved that survey participants were actively involved 
in simulation (the results of the survey have confirmed 
that assumption) and /or had a substantial interest in 
simulation. A number of academics from universities 
across Great Britain have participated in the survey as 
well as participants from the industry working for var­
ious manufacturing, service, consulting and research 
companies. A response rate was about 25% out of 
220 distributed questionnaires. The ratio of responses 
from universities and responses from industry is about 
66% to 33% (similar to 1992 survey), although again 
an approximately equal number of the questionnaires 
was distributed to each group of users. 

Both survey samples were not selected by any formal 
statistical method. The participants, for whom it was 
known or believed to be regular users of simulation, 
were selected deliberately. On the other hand, in both 
surveys not only the response rate was significantly 
higher from the users from universities, in average each 
response from academic participants provided more In­
formation then the response from the users in industry. 
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Ali these facts might raise the question of statistical 
significance of obtained results. However, it is believed 
that intentional selection of survey participants in both 
surveys experienced in simulation enhances the impor-
tance and representativeness of results. 

4 Findings Of Surveys 
In 1992 survey, a majority of the users used only sim­
ulators (56.5%), 38.4% used both simulators and sim­
ulation languages, and 5.1% used only simulation lan­
guages (simulators are usually data driven packages 
that require Uttle or no programming, whilst simula­
tion languages require bespoke programming for model 
development). An analysis of the number of simula­
tion software tools used reveals that a majority (64. 
1%) of the users used only one software tool, but the 
other 35.9% of users use more than one software, up to 
six different software packages. Regarding the purpose 
bf simulation, 38.5% of participants used simulation 
only for modelling real systems, 7.7% used simulation 
only for education, whilst the majority of 53.8% used 
simulation both for modelling real systems. 

In 1997 survey, 74% of the users used simulators, 
and at the same time 48% used simulation languages 
as well. Analysis of the specification of simulation soft-
waxe tools used reveals that about one third of the 
users use only one software tool, another third use 
two software tools, and the rest use between three and 
seven different software tools. With regard to the pur­
pose of simulation, 81.5% of participants use simula­
tion for modelling real systems, 66.6% use simulation 
for education (51.8% of the users use simulation both 
for modeUing real systems and education), 7.4 % of 
participants use simulation for research and 3.7% use 
simulation for consulting work. Table 1 summarises 
the results related to the number of simulation pack­
ages used for both surveys. 

Tables 1 to 5 present the results of 1992 and 1997 
surveys. Items in rows were grouped according to per-
centages of users that specified certain software fea-
tures. Each percentage is calculated as a proportion 
of 100%, and the rules of arithmetic cannot be applied 
to ali percentages in a certain column. 

Common elements from the responses regarding the 
general opinion about the software used are sum-
marised in table 2, together with the percentage of 
users that have specified a certain software feature in 
each survey. 

With regard to the types of systems being mod-
elled, 35.9% of users in 1992 survey used simulation to 
model only manufacturing systems, 41% were involved 
in modeUing both manufacturing and other types of 
systems, whilst 23.1% modelled only other types of 
systems such as chemical processing, health or traf-
fic. In 1997 survey, manufacturing is also dominant 
application area of simulation (66.6%). Other appli-

cation areas include, for example, health, communica-
tion systems, service industry, oil terminals and traffic 
modelling. 

When being asked about the success of modelling, 
30.8% of participants in 1992 survey declared that they 
have been able to model desirable features of the sys-
tems being modelled, 38.4% have managed to model 
most of the features, whilst 30.8% had problems. In 
1997 survey, 51.9% of participants declared that they 
have been able to model desirable features of the sys-
tems being modelled, whilst 48.1% had problems in 
modelling due to the software limitations and inflexi-
bility. 

Table 3 summarises the responses obtained in both 
surveys regarding the main limitations and weaknesses 
of the software used including the percentages of the 
certain responses, whilst table 4 summarises the re­
sponses related to the most important positive features 
of software used. 

Finally, a summary of the features that users in both 
surveys would like to be incorporated in the simulation 
software that could improve the software they use is 
presented in Table 5. 

5 An Analysis Of Surveys' 
Results 

The above presented results of the survey reveal some 
interesting trends in the use of simulation software. In 
both surveys, a majority of participants used simula­
tors rather than simulation languages. O ver third par­
ticipants in 1992 survey and almost half participants 
in 1997 survey used both simulators and simulation 
languages. The reason for a high percentage of partic­
ipants using both simulators and simulation languages 
in both surveys might be the fact that about 36% of 
users in 1992 survey and two thirds of participants in 
1997 survey use more than one simulation package (up 
to seven different packages). These results indicate the 
trend of using several simulation packages rather than 
only one package, which probably cannot be suitable 
for ali applications. 

In both surveys, many survey participants are com-
bining education, research and real life projects, and 
these are usually academics that have probably ob­
tained most of these software tools with an educa-
tional discount. On the other hand, users employed 
in industry tend to use more flexible simulation and 
general purpose languages, have less tools at disposal 
and they usually have to pay a fuU priče of the package. 

With regard to the purpose of simulation, it is inter­
esting that in 1992 survey 38.5% survey participants 
used simulation only for modelling real systems, whilst 
in 1997 survey over 80% of participants used simula­
tion for modeUing real systems. This could indicate 
that many of academic participants in the surveys are 
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Number of Simulation 
Packages Used 
1 
2 
3 
4 
5 
6 
7 

Percentage of Users 
1992 Survey 

64.1 
11.1 
5.0 
13.7 
2.1 
4.0 
0 

Percentage of Users 
1997 Survey 

37 
29.6 
11.1 
7.4 
7.4 
3.7 
3.7 

Table 1: The number of simulation packages used by surveys participants 

increasingly involved in research and working on real 
life projects (as they represent a majority of survey 
participants in both surveys). 

A general opinion about the software used shows 
that the main objection by the users in both surveys 
is that software is too limited for complex problems 
(1992 survey) and is lacking extensive modelling fa-
cilities and flexibility (1997 survey) (although at the 
same time a slightly smaJler percentage of users in 1997 
survey indicated the opposite, i.e. that packages do 
provide extensive facilities and flexibility). A signifi-
cant percentage of survey participants indicated that 
software has good graphics (1992 survey), is in general 
easy to use (both surveys), but difRcult to learn (1997 
survey). 

An analysis of the application areas of simulation 
reveals that manufacturing is dominant in both sur-
veys. The main software limitations for survey partic­
ipants in both surveys are limited software flexibility. 
Participants in 1992 survey also indicated that soft-
ware is too slow, whilst participants in 1997 survey 
complained that software is difficult to learn and ex-
pensive. Other notable problems include validation 
difficulties (1992 survey ), a lack of facility for out-
put analysis (both surveys), inadequate guidance in 
experimentation, lack of software compatibility, prob­
lems with data input and the age of software packages 
(1997 survey). A complaint about the lack of flexi-
bility is probably caused by a significant majority of 
both surveys' participants using simulators, which are 
believed to be less flexible than simulation or general 
purpose languages. 

When positive software features are considered it is 
apparent that the main positive features are similar 
in both surveys, with slightly different order of impor-
tance. These features include the ease of model devel-
opment, animation facilities and simulation modelling 
speed. 

Desirable features that users would like included in 
software vary considerably within both groups of sur-
veys participants, showing that software preferences 
are to a large extent matter of an individual taste and 
expectations. Some of the common features specified 
by participants in both surveys are better experimen-

tal support, facility for output analysis, better links 
with other packages (software compatibility) and fur-
ther developments to make packages easier to learn 
and use. There are also various other desirable fea­
tures specified by a smaJl percentage of participants 
in both surveys, which is mainly a result of an open-
ended style of questions that enabled users to express 
personal views and preferences. Some similarity in re-
sponses obtained in both surveys could indicate that 
many problems related to simulation software in 1992 
stili exist. . 

6 Conclusions 

The above presented results of simulation software 
users' surveys conducted in 1992 and in 1997 reveal to 
what extent the users are (were) satisfied with software 
and how they would like this software to be further 
improved. A general analysis of aH results obtained 
shows that simulation software used by participants 
in these surveys is predominantly easy to use, with 
good visual facilities, but too limited for complex and 
non-standard problems, too expensive and incapable 
of providing adequate guidance in experimentation. A 
substantially dominant application area of simulation 
is manufacturing, although it is apparent that simula­
tion can be used successfully in other domains such as 
business process modeUing (Hlupic 1998). There are 
a variety of features that users have requested that 
dominantly refer to more assistance in experimental 
design, easier to learn and use packages and improved 
software compatibility. Although both surveys reveal 
that a major limitation specified is inadequate flexi-
bility, only about 10% of participant in 1992 survey 
and 7.4% of participants in 1997 survey indicated this 
feature as desirable. 

The results from both surveys indicate that there 
are significant similarities in users' responses, which 
could lead us to believe that many problems and lim­
itations of simulation software indicated several yecu:s 
ago have not been eliminated. It is also apparent that 
no single package could possibly incorporate ali desir­
able features, being at same time very easy to learn 
and use, inexpensive, with excellent graphical facil-
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Software Features 
1992 Survey 
Too limited for 
complex problems 
Good graphics 

Slow 

Easy to use 
Generally very good 
Easy to learn 
Biased to manufacturing 
problems 

Poor statistical support 
User friendly 

DifRcult to validate models 
Inadequate experimentation 
facilities 
Difficult to use 
for non standard problems 

Quick 
Lack of good support 
for fluid processing 

Pere of Users 
1992 Survey 
35.8 

30.7 

25.6 

17.9 

15.3 

17.7 

15.1 

12.5 

Software Features 
1997 Survey 
Lack of modelling 
facilities/flexibility 
Extensive modelling 
facilities/flexibility 
Easy to use 
Difficult to learn 
Expensive 
Good for teaching 
Inexpensive and good value 
Easy to learn 
Dated 
Good for developing models 
of real systems 
Good graphical interface 
Models are easy to develop 
Difficult to link to other software 
Lack of language interface 
Powerful tool 
Lack of good user interface 
Average modelling facilities 
Slow to run 
Good speed 
Poor logic facilities 
Simple 
Good automatic statistics collection 
Lack of hierarchical/modular approach 
Ease of animation 
Easy to use 
Good value for the priče 
Presentable 
Easy to create reusable code 
Inadequate graphic front end 
It takes long to develop models 

Pere of Users 
1997 Survey 
37 

33.3 

18.5 

14.8 

11.1 

7.4 

3.7 

Table 2: A summary of users' general opinion about software in both surveys 
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Software Limitations 
1992 Survey 
Restricted fiexibility 
Slow 

Validation difRculties 

Lack of facility for 
output analysis 

Difficult to use 
DifEcult to learn 
Lack of facility 
for experimental design 
Poor statistics 
Manufacturing bias 
and terminology problem 

Lack of database linkages 
Limits to the size of models 
Expensive 
Inadequate graphics 
Lack of a support for fluid 
processing 
Lack of support for object 
oriented concepts 
Big models are not 
understandable 

Pere of Users 
1992 Survey 

33.3 
17.9 

12.8 

10.2 

7.7 

5.1 

2.5 

Softvvare Limitations 
1997 Survey 

Limited standard features/flexibility 
Difficult to learn 
Expensive 
Inadequate guidance 
in experimentation 
Lack of software compatibility 
Lack of output analysis facilities 
Data input 
Dated 
High cost of support and training 
Use of dongle 
Lack of on-line help 
Lack of complex languages vvithin 
the package 
Inadequate processing power 
Inadequate graphical accuracy 
Lack of real-time accuracy 
Poor logic 
Too much distracting emphasis 
on animation 
No access to system events 
Poor facilities for developing 
own user interface 
Slow 
Difficulty of validating models 
Lack of portability 
Requires too much expertise 
Output presentation 
Inadequate user interface 
No possibility for stand alone 
executable models 
The lack of ability to build 
a modular type of simulation 
Grude results package 
Need to have more work 
entries in a model then 
correspond to reality 
the use of dummy work-centres 
Lack of the integration of scheduling 
and simulation packages 
Initialisation 

Pere of Users 
1997 Survey 

22.2 
14.8 

11.1 

7.4 

3.7 

Table 3: A summary of users' opinion about the main limitations of software used in both surveys 
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Main Positive Features 
of Software 

Graphics (animation) 
Ease of use 
Ease of learning 
Automatic report generation 
Interactivity 
User support 
User interface 
Speed of modeUing 
Flexibility 
Documentation 
Good statistical 
analysis 
Interface with other software 
Support for UNIX platforms 
Incorporated cost analysis 
Easy check of 'what-if 
questions 
Cheap 
Being menu driven 

Pere of Users 
1992 Survey 
1992 Survey 
35.8 
23 
10.2 

7.7 

5.1 

2.5 

Main Positive Features 
of Software 

Ease of modelling 
Good animation/visual facihties 
Modelling speed 

Flexibility/linking to 
external code 

Graphical interface 

Input and output analysis features 
features 
Linking to other packages 
Low priče 
Ease of statistics collection 
Interactivity 
Variable animation speed 
Modularization of modela 
The results summary 
VR functionality 
Number crunching 
Unlimited functionality via C 
coding 
Easy to create reusable code 
Interactivity 
Portability 

Pere of Users 
1997 Survey 
1997 Survey 
48.1 
44.4 
22.2 

18.5 

7.4 

3.7 

Table 4: A summary of users' opinion about the most important positive features of software used in both 
surveys 

ity, extensive flexibility and standard features, and in-
telligent features for experimental design and output 
analysis. However, the desirable features specified by 
both surveys participants could be a useful indicator 
to software developers how to further improve simula­
tion software by providing more flexibility achieved by 
less modelling efforts. 
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Desired Software Features 

Better software compatibility 
Link to databases 
Link to spreadsheet 
Link to CAD software 
Link to statistical packages 
Link to MRP scheduling software 
Facility for output analysis 

More flexibility 
Help in experimental design 

Pere of Users 
1992 Survey 

17.9 

12.8 

10.2 

Desired Software Features 

Better experimentation support 

Purther developments making 
packages easier to 
learn and use 
Better links with other 
packages 
Better analysis of results 
and data displays 
Extensive standard features 
Internal system for creating 
user logic 
More but easier flexibility 
Output design and analysis 
Iconic programming/graphical 
model building 
Better presentation of the model 
on the screen and in the printout 

Pere of Users 
1997 Survey 

18.5 

11.1 

7.4 

Table 5: A sunimary of users' opinion about the features that should be included in simulation software in both 
surveys (part 1) 
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Desired Software Features 

Better and more intelligent 
on line-help 
Better experimentation 
facilities 
Support of standEird programming 
concepts 

Pere of Users 
1992 Survey 

7.7 

Desired Software Features 

An intelligentinterface that 
would advise in number 
of replications, warm up 
period, batch size etc. 
Virtual reality 
Complete accuracy with 
the phjsical world 
Real-time animation 
Access to system events 
Good faciUties for developing 
own user interface (to create 
sub-simulators) 
FaciUties for batch running 
and coUection of statistics 
Better Graphical User Interface 
Better statistical facilities 
Extra blocks to support various 
application areas 
Stand alone executable models 
Model pre-analyser 
Optimisation facilities 
Time series analysis 
Tutorial distribution fitting 
Library of reusable models 
Completeness check 
Multimedia features 
Interactive handling of 
parameters during execution 
of experiments 
Confidence intervals 
Hypothesis testing 
Graphical display of simulation 
output 
A several purpose librEiry of 
facilities to extract ready-built 
components of simulation 
Ability to do IF/THEN/ELSE logic 
A facility to print out by one 
command, ali the parameter values, 
object specifications and 
routings/logic within a model 
A cross referencing capability, 
that is providing ready answers 
to questions such as where 
are ali references to a 
given attribute to be found 

Pere of Users 
1997 Survey 

3.7 

Table 6: A summary of users' opinion about the features that should be included in simulation softwaxe in both 
surveys (part 2) 
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Desired Softwaxe Features 

Elimination of memory 
limitations 
Better documentation 
Easy model editing 
Dedicated systems for 
more specific applications 
Higher execution speed 
Ability to create run-time 
applications 
Automatic save 
More prompt to save 
Hierarchical model building 
Low cost of softw£ire 
Easy design of on-line 
reports 
Availability on standard 
hcirdware and software 
systems 
Improved editing fa^ilities 
Removal of unnecessaiy 
constrains 
Enhancement of fluid 
processing facilities 
Automatic generation of 
entity cycle diagrams 

Pere of Users 
1992 Survey 

5.1 

2.5 

Desired Software Features Pere of Users 
1997 Survey 

Table 7: A summary of users' opinion about the features that should be included in simulation software in both 
surveys (part 3) 
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An improved functionality-decomposition transformation for Basic LOTOS specifications is pro-
posed which, given a speciScation of the required external behaviour (the expected service) of a 
system and a partitioning of the speciSed service actions among the system components, derives 
the behaviour of individual components implementing the service. There may be an arbitrary 
finite number of components, pairwise communicating by executing common actions and/or by 
exchanging messages over queues with infinite capacity. 

1 Introduction 

The top-down design strategy starts by identifying the 
required external behaviour of a system (its service), 
followed by gradual refinement of its internal structure. 
The crucial top-down design transformation is func-
tionality decomposition, used to decompose a given 
process into a number of concurrent interacting sub-
processes. It is widely used in many design cases, both 
for decomposing hardware and software, e.g. in design 
of circuits, computers, computer networks, distributed 
systems and telecommunication networks - for dis­
tributed implementation of various types of servers, 
controUers, testers etc. The implementation of a ser­
vice of a particular layer in the standard reference, 
model for open systems interconnection requires for 
example derivation of a suitable behaviour of the pro­
tocol entities of the layer. 

By decomposition, an abstract system specifica­
tion is refined into a less abstract specification bet-
ter reflecting the inherent system structure, i.e. its 
functional components and their spatial distribution. 
Thereby a specification becomes more tractable for 
formal reasoning and implementation. The most el-
egant way is to start with a verified specification of 
the system service and then apply to it only verified 
correctness-preserving transformations, i.e. transfor-
mations refining the system structure without aifect-
ing its service, to avoid the need for posterior verifica-
tion of the obtained detailed system specification. 

If a system is specified in a formal language (Turner, 
1993), correctness-preserving transformations can be 
expressed as well-defined syntactic manipulations that 
can usually be completely automated. It must be ad-

^A preliminary version of the paper appeared in the IEEE 
CS proceedings of the EUROMICRO'97 conference. 

mitted that design by automated transformations is 
rather uncommon in the current engineering practice, 
but the reason is definitely not designers' aversion to 
such style of work. Rather it is the lack of transforma­
tions that are well formalized, proven to be correct, ef-
ficiently implemented, easy to use and understand and, 
above ali, that correspond to practically useful design 
steps. In the future, high-quality tools for transforma-
tional design seem to be the best way to make formal 
languages and methods accessible to non-experts. 

For discovering, understanding and employing 
correctness-preserving specification transformations, 
it is convenient if a formal language offers opera-
tors for composing specifications of system compo­
nents directly representing real-life composition of the 
components. Such are for example languages based 
on process algebras, among which we concentrate 
on Basic LOTOS, the core sublanguage of LOTOS 
(Bolognesi and Brinksma, 1987), a standard specifi­
cation language originally intended for specification 
of Open Systems Interconnection standards, but now 
widely employed for specification of ali kinds of sys-
tems (both software and hardware) where external 
behaviour and/or inter-component interaction are of 
primary importance - see the Applications section in 
(WELL). 

The problem addressed in our paper is system de­
composition into a pre-defined number of components 
pairwise communicating by executing common actions 
and/or by exchanging messages over unbounded reli-
able first-in-first-out (FIFO) channels. It is assumed 
that ali actions in the service specification are al-
ready pre-allocated to individual components, so that 
the task is only to derive specification of the inter-
component communication, i.e. the protocol. The 
transformation is expected to be compositional, i.e. to 

mailto:monika.kapus-kolar@ijs.si
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refiect the structure of the given service specification 
in the derived component specifications. 

Saleh in his very exhaustive survey (Saleh, 1996) 
identifies 37 protocol synthesis methods, many of them 
further diversified into several vaiiants. Among the 37 
methods, 10 are based on LOTOS or similar models. 
For Basic LOTOS and multi-component servers with 
asynchronous internal channels, probably the most 
representative reference is (Kant et aJ., 1996), whose 
synthesis method has evolved from a long chain of sim­
ilar methods, starting with (Bochmann and Gotzhein, 
1986). For servers with synchronous channels, such a 
reference synthesizing earlier approaches is (Brinksma 
and Langerak, 1995), though its method is only in-
tended for two-party servers. Thus in our paper 
we take (Kant et al., 1996) as the starting point, 
and (Brinksma and Langerak, 1995) as an additional 
source of ideas. We generalize (Kant et al., 1996) 
to servers with both synchronous and asynchronous 
channels, suggest how to correct the errors identi-
fied in (Kant et al., 1996) (one also in (Brinksma 
and Langerak, 1995)), and provide a hint for reduc-
ing the number of the necessary protocol interactions. 
Our paper is a corrected and enhanced version of 
(Kapus-Kolar, 1997), whose main deficiency is that 
the adopted specification language is semantically not 
exactly equivalent to Basic LOTOS, as it is here. 

The paper is organized as follows. Section 2 intro-
duces the adopted specification language. In Section 3 
we explain the basic principles of protocol derivation. 
In Section 4 we propose distributed implementation 
for each individual type of service behaviour or subbe-
haviour. Section 5 includes discussion and conclusions. 

The paper should be quite self-sufficient, though to 
keep it reasonably short, the presentations in the re-
raaining sections are rather concise. Thus a reader un-
familiar with LOTOS-based protocol synthesis is ad-
vised to first study the more tutorial-like papers (Kant 
et al., 1996; Brinksma and Langerak, 1995). The two 
papers should also be referred to for discussion on 
earlier methods. Additional pointers to comparative 
studies can be found in (Saleh, 1996). 

Before proceeding to details, let us once more try to 
motivate the reader by emphasizing that the algorithm 
described below is not intended solely for embedding in 
some GAD tool. The following sections provide many 
hints on how to systematically design correct and effi-
cient distributed service implementations, that might 
be useful for the design of any multi-component sys-
tem. 

2 Specification Language 

The language defined in Table 1 has been conceived 
with an aim to include in an abstract and concise way 
aH constructs defined in Basic LOTOS (Bolognesi and 
Brinksma, 1987), in the exclusive setting of the pro­

tocol derivation problem formally defined in Section 
3.1. 

The following typographical convention has been 
adopted: If A! is some universe of elements where "x" 
denotes its name and stands for any letter, then vari-
ables X, x', ... , xi, ... range over elements of X and 
variables X, X', ... , Xi, ... over subsets of A", if 
not stated otherwise. In particular, a b stands for a 
behaviour (for a process exhibiting it), a c for a sys-
tem component, an a for a non-(5 action, a g for an 
interaction gate or an action on it, a u for a user-
defined action name, an s for i or a u (for a service-
action name), an m for a protocol message, an r for a 
gate renaming, a p for the name of an explicitly spec­
ified process, an n for a process-parameter name, a v 
for a process-parameter value, and an e for a service 
specification subexpression. Let b' < b and &' < 6 re-
spectively denote that b' is a subbehaviour or a proper 
subbehaviour of b. 

We concentrate on the semantics of the language, 
informally overviewed below, but its syntax is inten-
tionally kept simple, to simplify the presentation of 
protocol derivation. Throughout the paper, the usual 
self-understood forms of "syntactic sugar" are used 
where convenient, e.g. switching between the infix and 
the prefix notation, parentheses, omission of implicitly 
implied parts of the specification, etc. Several illustra-
tive service and protocol specifications can be found 
in Sections 3 and 4. 

stop denotes inaction of the specified process, e.g. 
of the system as a whole, of an individual system com­
ponent, or of some other partial system behaviour. 

Actions with reserved names 6 (in the original LO­
TOS syntax specified by exit) and i respectively de­
note successful termination and an internal action of 
the specified process. In a service specification they 
are furnished with a superscript c indicating the com­
ponent controlling their execution, but the superscript 
doesn't belong to the action name - the selection of c 
influences the protocol derivation algorithm, but is ir-
relevant for the service itself. 

u" denotes a service primitive, i.e. a type u interac­
tion between a system user and the system component 
C. 

If two components c and c' communicate syn-
chronously (the condition encoded as ~'FIFO{c,c')), 
they can exchange a protocol message m in an inter­
action sync^y !m, where the order of c and c' is irrele-
vant. If a C and a c' communicate asynchronously (i.e. 
FIFO{c,c')), C can send an m to c' by a sendc,c'!m, 
while c' receives the message by a recc,c'!»n. When 
a protocol action appeaxs in a local behaviour speci­
fication, explicit specification of the location qualifier 
identifying the particular system component is unnec-
essary. The parameter m is supposed to be always 
specified as a constant, so that it can be considered a 
part of the action name. sync, send and rec actions 
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Name of the construct 
Inaction 
Successful termination 
Internal action 
Service primitive 
Protocol synchronization 
Protocol message transmission 
Protocol message reception 
Sequential composition 
Action prefix 
Choice 
Parallel composition 
Disabling 
Hiding 
Gate renaming 
Renaming 
Process definition 
Process instantiation 

Type(s) 
h 
b 
a,s'^ 
a,g,s'= 
a,g 
a.,9 
a,9 
b 
b 
b 
b 
b 
b 
r 
b 

b 

Syntax 
stop 
6' 
i'' 
u'̂  
sync^ g,!m where -'FIFO{c,c') 
sendr r' !m where FIFOic, č') 
recr c' \m where FIFO(c, c') 
bi » 62 
o;62 
bi[]b2 
bi\G\b2 
bi[> b2 
hide G in bi 
9-^9' 
ren R in bi 
p(n) := bi 
p{v) 

Table 1: The specihcation language abstract syntax 

are only allowed in the derived protocol specifications. 
"61 > > ^2" denotes a process behaving after suc­

cessful termination of 61 as 62, where S of 61 is inter-
preted in "&i > > 62" as i. "a; 62" is the special čase of 
the sequential composition where 61 is an individual 
action, so that no i is needed for transfer of control to 
62. 

"&1D&2" denotes a process ready to behave as 61 or 
as 62-

"6i|G|&2" denotes parallel composition of processes 
bi and 62. Actions listed in G and S are only exe-
cutable as common actions of the two processes, while 
other actions the processes execute independently. By 
connecting processes by "|||" or "||" one shortly speci-
fies their minimal or maximal synchronization, respec-
tively. Specihcation of a parallel composition of an 
empty list of processes is an empty string identifier e, 
while parallel composition of a singleton set of pro­
cesses equals the only member of the set. 

"&i[> 62" denotes a process with behaviour 61 po-
tentially disrupted by behaviour 62- While 61 is stili 
active, the process might terminate by executing S in 
bi. 

"hide G in bi" denotes a process behaving as bi 
with its actions listed in G renamed into i, i.e. the 
gates made internal to the process (hidden from its 
environment). Hiding of an action doesn't influence 
its location, i.e. hiding of a u'^ results in i"̂ . 

"ren R in bi" denotes a process behaving as 61 with 
its visible gates renamed as specified in R. 

p(n) := 61 defines a process p with behaviour bi, 
and a p{v) defines an instantiation of the process. 
Parametrization of processes constituting a service 
specification is not allowed, while in the derived proto­
col specification, the local mappings of the processes 

might need input parameters. Process parametriza­
tion is not allowed in Basic LOTOS, but we don't 
consider that a problem, for parameters can usually 
be avoided, if so desired, by switching to a less concise 
specification style interpreting the parameter value as 
a part of the process name. Anyway, in the full LO­
TOS, parametrization is legal. 

A specification is a list of process definitions. The 
first process on the list is supposed to denote the be­
haviour that the specification is defining, i.e. the main 
process. As such, it must never be instantiated within 
the specification. Specifically, let Server denote the 
main process in the specification of the service that is 
being implemented. 

In the original LOTOS syntax, explicit processes are 
defined on formal gates, that are associated with ac-
tual gates upon process instantiation. In our simpli-
fied language, the gate instantiation can be expressed 
as renaming of the gates on which a process is origi-
nally defined applied to the particular process instance 
(see for example the instantiation of process "Proč" in 
Table 22). 

The relation used throughout the paper for judging 
equivalence of behaviours is observational equivalence 
« (Bolognesi and Brinksma, 1987), i.e. we are inter-
ested only into the external behaviour of processes, 
that is into the actions that they make available for 
synchronization with their environment (aH actions ex-
cept i and actions transformed into i by hiding). 

The protocol derivation mapping defined below in 
some cases introduces an e specifying no actions. e 
is equivalent to 6 (as execution of no actions is a suc-
cess by definition), except for an additional absorption 
rule (introduced for the purposes of protocol synthesis) 
stating the (e > > 6) is equivalent to 6. 
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Server := Loop 
Loop:= {{Idle[> {event^;{{Tepart'^;S^)\\\{Teport^;6^)))) » Loop) 
Idle := {{test^;ldle)Wiplay^;ldle)) 
V{c,c'}:FIFO{c,c') 
Serven := ((Mei[> {{event'; {{sendill;6)\\\{send3\l; 6))) » ((rec2!2;(5)|||(rec3!3;<5)))) » Serven) 
Idlei := {{test';Idlei)\]{play^;Idlei)) 
Seri'er2 := {Teci\l;ieport^;sendil2;Server2) 
Ser ver 3 := {Teci]l;Teport'^;sendi\3; Server 3) 

Table 2: An example service and its derived protocol 

In many of the protocol examples given below, elim-
ination of e is not the only simplification modulo ob-
servational equivalence that the specifications have un-
dergone. In addition, process parametrization has 
been omitted where redundant. 

3 Principles of Protocol 
Derivation 

3.1 Problem definition 

The protocol derivation problem is defined as follows. 
Given 

• the above described system of components and chan-
nels for protocol interactions, with aH FIFO chan-
nels initially empty, 

• a specification of the required system service (non-
blocking, with no non-executable or otherwise irrel-
evant parts), and 

• a suitable (defined by the restrictions in Section 4) 
partitioning of the specified actions among the sys-
tem components, 

derive such behaviour of individual components that, 
when the sync, send and rec actions are hidden, the 
overall system behaviour is observationally equivalent 
to the specified service and the server never stops with 
any of its FIFO channels non-empty. 

An illustrative example of a service and its protocol 
is given in Table 2. The protocol has been derived as 
suggested below and subsequently simplified. There is 
a server consisting of asynchronously communicating 
components 1 to 3, supporting users 1 to 3, respec-
tively. Whenever user 1 signals a particular event, the 
server reports it to users 2 and 3, and subsequently 
becomes ready for a new signal from user 1. Protocol 
messages of type 1, issued by component 1, serve for 
reporting the signalled event to components 2 and 3, 
while messages 2 and 3 confirm to component 1 that 
the event has been reported to users 2 and 3, respec-
tively. While there is no event to report, the server 
idles, i.e. allows user 1 to play and execute tests, both 
locally at component 1. 

3.2 Mapping T 

We are looking for a mapping Tc(e, 2;) which would 
take any service specification subexpression e and 
translate it into its counterpart at any individual com­
ponent C, within a given context z. The mapping of 
individual subexpression types is given in Section 4. 
A Tc{e,z) implements the service actions within e al-
located to c and the necessary protocol interactions 
between c and the rest of the system components. 

During service execution, each instantiation of an 
explicit process p gives raise to a new instance of any 
6 within the process body. Since the aim of mapping a 
specification e of such a 6 is a proper implementation 
of each particular instance of b, z for mapping the 
e must be the identifier of the particular instance of 
p. The particular instance of b is then unambiguously 
identified by "z.Z{ey\ where Z{e) identifies e within 
the specification of p's body. Protocol optimization by 
re-use of instance identifiers shall not be systematically 
considered, though often possible. 

3.3 The basic principles of protocol 
construction 

Like (Kant et al., 1996) and previous similar algo-
rithms, our algorithm is based on a small set of intu-
itive rules that can be easily expressed in an informal 
way: 
1) Only the server components responsible for actions 

in the service specification should participate in the 
execution of the service. 

2) An individual service action must always be im-
plemented at the component to which it has been 
pre-assigned. 

3) Every protocol message should unambiguously iden-
tify the behaviour that it helps to implement. 

4) Service choices should always be resolved exclu-
sively by service actions. Protocol actions only com-
municate the decisions between server components. 

5) To simplify protocol derivation, we partition the 
service actions in such a way that 
• conflicts between distributed implementations of 

concurrent service parts are a priori avoided, and 
• ali service choices can be resolved locally at indi­

vidual components. 
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6) With the previous heuristics, the šole purpose of 
protocol actions is to report on local terminations of 
individual service parts. 

3.4 Service behaviour attributes, 
particularly termination types 

Mapping T is guided by various pre-calculated at­
tributes of individual service subbehaviours, actually 
(speaking in terms of the specification syntax) of the 
service specification subexpressions by which they are 
represented. Likewise, the attributes are also defined 
for eax;h of the explicitly specified processes consti-
tuting the service. Computation and selection of at­
tributes is the key activity in the protocol derivation 
process. After we find a set of attributes that is both 
consistent and known to lead to an efficient protocol, 
the protocol derivation itself (i.e. application of map­
ping T) is trivial. (That doesn't mean that the map­
ping has aJso been trivial to conceive and prove!) 

For any attribute X{...) whose value is a set of 
elements x, let Xx{. • •) indicate x € X{...), and vice 
versa. 

The basic attributes of a behaviour b are its starting 
components (SC), its ending components {EC) and 
its participating components (PC), respectively list-
ing the system components executing a starting, an 
ending, or any service action within b. E.g., for a be­
haviour 

6 = (((((a^5^)|||(b2;<53)) » (c3;siop))D<5^)||| 
((di;,5^)[>(ai;<5^))) 

we have SC{b) = {1,2}, EC{b) = {1,4}, PC{b) = 
{1,2,3,4}. 

Boolean attribute IT{b) indicates whether b might 
immediately terminate (the above b can not, while its 
part " ( . . . 0<5̂ )" in isolation could). Boolean attribute 
ST{b) indicates whether b synchronizes its termination 
with its environment, i.e. its 6 is not "consumed" by 
a sequential composition operator (as is for example 
6^ in the above b). Boolean attribute DT{b) indicates 
whether a termination of b might be decision-making 
(as are in the above b both occurrences of <5̂ ). 

AH the above attributes are generic properties of 
behaviours. Solving a system of recursive equations 
for such an attribute, one should choose a solution 
minimizing ali the process attributes, to respect the 
natural semantics of the attribute. 

There are two more attributes, TC and r C + , but 
they are not generic properties of behaviours. They 
are selected by a designer, to implement his/hers spe-
cific protocol derivation strategy. The exact role of 
TC and TC^ is to dictate the termination type of in­
dividual service parts within the distributed service 
implementation, as follows: 

An individual service action must of course be imple-
mented at the component to which it is pre-allocated. 
At any other component, we propose that it is selec-

tively mapped into a stop or an e (semantically equiva-
lent to 5). (Kant et al., 1996; Brinksma žind Langerak, 
1995) strictly map to e, and consequently the quality 
of the derived protocol suffers. 

Depending on the mapping of the ending actions of 
a particular b, in the čase that the server is running a 
terminating alternative of b the behaviour Tc(6, z) of 
a component c concludes either by stop (not preceded 
by 5) or by 5. In the latter čase, c is a terminating 
component of b, i.e. TCc{b). It is important that 
Tc{b, z) concludes for ali terminating alternatives of b 
in the same manner, i.e. always by stop or always by 
6. 

TCc{b) is always a consequence of TC^{b) indicat-
ing that the surrounding context of b requires c to con-
clude its implementation of b by 6. Besides, ECc{b) 
implies TCc{b), for the ending components of a 6 are 
responsible for detecting its termination. 

If TCc{b), Tc{b, z) terminates on its own and so al-
lows C to sequentially proceed to the subsequent activ-
ities. That is the usual behaviour-termination type 
in LOTOS-based protocol derivation. If -iTCc(6), 
Tc{b,z) concludes by inactivity, that is disrupted by 
a subsequent activity of c specified outside Tc(6, z). 
The opportunity for protocol optimization lies in the 
fact that setting TCc{b) to false renders the proto­
col messages serving solely for termination of Te (6, z) 
unnecessary. For better understanding, observe that 
for a service behaviour "6i > > bi", S in bi is invisible 
for the service users and hence its implementation is 
irrelevant, as long as control is properly transferred to 
the implementation of 62 • 

As TC and TC'^ are attributes that are rather se­
lected than computed, we don't provide strict rules for 
them - just the restrictions that must be respected are 
stated in Section 4. Within those limits, TC and TC'^ 
should be selected according to the relevant optimiza­
tion criteria. An always present criterion is minimiza-
tion of the (worst-case or average) inter-component 
communication. Another criterion, often conflicting 
with the former one, might be declaring for some ser­
vice parts b and components c that TCc{b) is desirable, 
for C should terminate Te (6, z) as soon as possible, e.g. 
to release some resources. A third criterion might be 
to make a pair of server components exchange a proto­
col message at a particular point of service execution, 
e.g. to convey some data. Moreover, scheduling of 
protocol exchanges on FIFO channels usually requires 
prevention of channel bufFers overcrowding. 

When trying to find a solution better than the old 
(rC+(6) = TC{b) = C), one must be aware that in 
some cases a different solution might also result in a 
less efficient protocol, depending on subtle properties 
of the service structure. Thus the optimization should 
be performed by thorough analysis of the entire service 
specification. Nevertheless, one should never simply 
retreat to (TC+(6) = TC{b) = C), for that might re-
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Sendc(č,m) \\\{{isendc'[m;S)\{{c' e (C\{c})) A FIFO{c,c'))}U 
{isync,,\m;Smc' g {C \{c})) A-nFIFOjcc'))}) 

ReCc(C, m) \\\i{{recc'lm;6Mc' € ( C \ {c})) A i^/FO(c,c'))}U 
{(sž/nc,,!m; J)|((c' £ iC\{c})) A^FIFO{c,c'))}) 

Exchc{C,C',m) := (if (c € C) then Sendc(C',ni) eke e endif |{| 
if (c g C") then RecdJC \ {c'\({c 6 C) A (c' € C") A • ̂ F/FO(c,c'))}),m) else e endif) 

Proi , (G) = K|(ix^ g G)} 
Proj.iR) = {(M" ^ u'.'=)\(iu'= -^ u"=) g iž)} 
SelectjC, z) a (within context z) deterministically selected element of C 

Term'cib,TC+ib),z) Terme (6, z) 
Term'c(6, C, z) := if (£'C(&) = (p) then Tc(6, z) 

else if ECc{b) then (Tc(6, z) » SendaHC \ TC{b)), z.Z{h))) 
else if ((c g C) A -<rCc{b)) then 

if {\EC{b)\ = 1) then (Te(6,z)[> ReCc(£;C(6),^.Z(6))) 
else {{Tc(b,z)[> 6)\\\RecciEClb),z.Zib)) endif 

else Tc(&, z) endif endif endif 
Altcjb, b', z) ~ Alfcib, {PC{b') n TC{b')),z) 
Alfcib, C, z) := if iEC{b) = (j)) then Te(6, z) 

else if (c = Select{iTC+{b) n PC(6)), Z(&))) then 
{Termc{b,z) » Sendc((C \ (PC(6) UTC+(Ž)))),2.Z(6))) 

else if ((c g C) A -PCc(&) A -TC+(6)) 
then ReCc(Se/ert((TC+(6) n PC{b)), Z(6)), z.Z(6)) 
else Terme (&, •2) endif endif endif 

Table 3: Functions used in mapping T 

sult in protocol errors, as explained in Section 4, if not 
to mention that for some service types, that straight-
forward solution is extremely inefficient (as demon-
strated by the example in Table 7, discussed in Section 
4.1). 

To reduce the computational compIexity, the rules 
for attribute evaluation in Section 4 are not exact, in 
the sense that they sometimes assume that the proto­
col derivation algorithm must pay attention to a ser­
vice scenario that a more careful examination of the 
service specification would identify as non-executable. 
Particularly the rules neglect the positive impact of 
synchronization between parallel behaviours. Conse-
quently, the decoraposition transformation might gen-
erate some redundant protocol interactions, or the 
transformation might be unjustly declared inapplica-
ble to a particular action partitioning. In other words, 
more exact attribute evaluation rules would result in 
a more generally applicable transformation generating 
more efficient protocols. But as the proposed rules are 
strictly pessimistic, they are nevertheless sufRcient for 
protocol correctness (with the harmless exception that 
the generated component specifications might com-
prise some parts that are non-executable within the 
context of the system), provided that the mapping T 
itself is correct. 

Of course, computation of attributes might also fail, 
implying that it is impossible to satisfy ali the given 
restrictions simultaneously, or result in a protocol not 
satisfying the adopted optimization criteria. In that 

čase, one should try to find a better service action par­
titioning, or artfully insert in the service specification 
some dummy internal actions (as long as the service 
remains observationally equivalent to the original). 

3.5 Some auxiliary 
specification-generating functions, 
particularly implementation of 
terminations 

Table 3 defines a set of auxiliary specification-
generating functions for the mapping T. The first two 
functions implement sending or receiving at a c of a 
message m between c and any c' in (C \ {c}), inde-
pendently for each c'. EichdC, C, m) implements the 
actions of c necessary to perform the task of each mem-
ber of C" receiving m from each member of C other 
than itself. Since message exchanges in sync actions 
are bi-directional, that allows some optimizations. 

ProJe(G) and Proje(-R) respectively project onto 
the gates of c a set of gates and a set of renamings. 
Select{C, z) deterministically selects within context z 
a component in C. 

If the surrounding context of b requires a c to con-
clude its implementation of the terminating alterna-
tives of b (if any) by 5, formally TCf{b), that might 
be implemented by the mapping Tcib,z) itself, i.e. c 
included into TC{b). Alternatively, it might be better 
to have -TCcib) and to make c exit its implementa­
tion of b upon reception of special messages (sent by 
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& = (((a^J^)[](b^c^;d^(?^))| | |((a^<5^)0(b^c^d^<5^))),^F/FO(l,2) 
if TC2(&) then Term'i(6,{l ,2},^) := {{ici^;syndz.l;S)[]{h';syndz.2;syndz.3;d'-,S))\\\ 

((a^; syndzA; 6)[]{h^; synd.z.5; syndz.6; d^;S))) 
Term'2ib,{1,2},z) := {{{syndz.l;6)[]isyndz.2;c^;syndz.S;S)}\\\ 

{(syndzA; d)[]{syndz.5; c^; syndz.6; S))) 
else Term'i(6, {1,2},z) := {{{{a};6)\]{h^;syndz.2; synd.z.3; d^; S))\\\ 

{{a};S)[]{h^;syndz.5;syndz.6;d^;d))) » {syndz.7;6)) 
Term'2ib, {1,2}, z) := {{{syndz.2; c^; syndz.3; stop)|||(s2/nc!z.5; c^; syndz.6;stop)) 

[> {synd.z.7;6)) endif 

Table 4: A service behaviour b and some of its possible implementations wrt. its termination type 

b = (a^((b^Td^|(c^<?^)) , V{c,c'} : FIFO(c,c') , TC+{b) = {1,3,4} , TCjb) = {3,4} 
Alt'i{b,{l,2,3},z) := {{{&'-;{{send3\z.2;6)\\\{sendi\z.2;d)) » stop)[> 5) 

|||((rec3b.l;<5)|||(rec4!^.l;J))) 
Alt'2{b,{l,2,3},z) := (recsh.l-S) 
A/^'3(&,{l,2,3},z) := lveci\z.2;h^;sendih.l;send2\z.l;6) 
A/^'4(6,{l,2,3},z) := {Teci\z.2]c^;sendi\z.l;S) 

Table 5: Illustration of function Alt' 

the ending components of b) together indicating global 
termination of b. Function Term, an extension of 
mapping T, implements the additional protocol inter-
actions. Function Term' is a generalization of Term 
that signals the global termination to a component set 
C. 

For illustration of function Term, consider the ser­
vice behaviour b in Table 4 with requirement TC2'(b). 
If we set TC2{b) to true, component 2 implements ali 
the "a" actions as e. Consequently, whenever compo­
nent 1 selects an "a" alternative, it must send a special 
indication to component 2, for component 2 does not 
participate in such an alternative and needs a message 
for its detection and subsequent proper local termi­
nation. In the vvorst čase, execution of b requires two 
such messages. If we set TC2{b) to false instead, com­
ponent 2 simply executes its part of b and then stops. 
Later its inactivity is disrupted by a message (a single 
one!) implemented by Term applied to b. Obviously, 
-TCiibi) is the more efRcient solution. 

Function Alt is an extension of function Term in 
the sense that one of the components knowing that 
an alternative 6 of a 6' has been activated (and ter-
minated) indicates the fact to the yet non-informed 
participants of b' that need the Information. Function 
Alt' is a generalization of Alt that sends the Infor­
mation to a component set C, where necessary. Note 
that both Alt' and Term' can serve for adding 6 to 
implementation of a 6 at a c, but there is a slight dif-
ference: Term.' implements 6 upon c receiving mes­
sages from ali the ending components of 6 and is thus 
also suitable if (Te (6,2;) ^ stop) or if c must detect 
global termination of b. Otherwise c may enable S al-
ready after receiving a single message from a selected 
participant of b (function Alt'), for the reception may 

disrupt Te(6, z), supposed to be equivalent to stop, at 
any time. 

The effects of function Alt' are illustrated in Ta­
ble 5. Because of {TC^{b) A -.TCi(6)), component 1 
detects global termination of b by receiving messages 
from the ending components 3 and 4, introduced by 
the Term part of Alt'. On the other hand we have 
{-^TC}{b) A -.PC2(fe)), thus Alt' makes component 3 
(selected among {1,3,4}) indicate activation of b to 
component 2. 1 and 3 in the second argument of Alt' 
are irrelevant, since both components participate in b, 
and component 3 even terminates on its own. 

3.6 Assumptions (obligations) for 
mappings T, Term' and Alt' 

This section is only intended for readers deeply inter-
ested in technical details, while others are advised to 
refer to it only if having difficulties with the under-
standing of Section 4. 

Mapping T is compositional, i.e. a mapping of a 
behaviour b is defined in terms of the mappings of 
its subbehaviours b'. Thus when designing Tc{b,z), 
we always make some assumptions for each individ-
ual Tc{b',z). One level higher, analogous statements 
appear as proof obligations for Tc{b,z). As mapping 
Term' or Alt' shall often be used instead of T, the 
obligations (suitably adapted) also apply to them. 

Let Func{b, Arg) denote behaviour of the consid-
ered distributed system where every component c be-
haves like FunCc{b,Arg), where Func is T, Term' 
or Alt' and Arg are the remaining arguments of the 
mapping. Let Func{b,Arg)* denote Func{b,Arg) 
with protocol interactions hidden. Below we list 
the correctness criteria adopted for the system be-
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haviour Func{b,Arg) and the individual component 
behaviours Funcdb, Arg) within its context, assuming 
that ali the FIFO channels are initially empty. Most 
of the rules are just common sense or can be under-
stood in the light of the protocol derivation guidelines 
stated so far, while the others support implementation 
of various individual behaviour composition operators, 
explained in Section 4. The obligations are indeed nu-
merous, but the correctness proof (Kapus-Kolar, 1998) 
for the protocol derivation transformation has identi-
fied them as necessary, as will the reader if trying to 
thoroughly understand the mappings in Section 4. 
1) If-.PCc(&),then 

{{{Func = T) A -rCc(6)) V 
{{Func{b, Arg) = Term'{b,C,...)) A 
( c^ (TC(6 )UC) ) )V 

{{Func{b,Arg) = Alt'{b,C,...)) A 
ic^{TC+ib)UiC\PC{b))))) 

implies FunCc{b,Arg) = stop and TCc{b) implies 
FunCcib, Arg) = e. 

2) Any visible action ofFered by Funcdb, Arg) is ei-
ther a service action pre-allocated to c within 6, a 
protocol interaction associated with termination of 
a 6' < 6, or 5. 

3) In b, every b' <b \s assigned its unique identifier, 
that is present in every protocol message associated 
with termination of b'. 

4) If {{{Func = T) A TCc{b)) V 
{{Func{b, Arg) = Term'{b,C,...)) A 
(c G {TC{b) U C))) V 

{{Func{b,Arg) = Alt'{b,C,...)) A 
{ce{TC+{b)U{C\PC{b)))))), 

then FunCc{b,Arg) terminates in aH the terminat-
ing alternatives of b, otherwise never terminates. 

5) Within Func{b, Arg), for any terminating alterna­
tive of 6, any FunCc{b,Arg) not terminating for the 
alternative enters inaction before the last of the end-
ing components c' terminates FunCc'{b,Arg). 

6) Func{b,Arg) inherits from b its starting actions, 
with the exception that a starting J in 6 is considered 
equivalent to a starting i in Func{b, Arg)*, provided 
that there is a c guarding both the 6 and the i. 

7) Within Func{b,Arg), for any terminating alter­
native of 6, any c £ SC{b) is activated before 
the last of the ending components c' terminates 
FunCc'{b,Arg). 

8) Pretending that S of Func{b,Arg) is already 
executable when enabled by ali c having it in 
FunCc{b,Arg), Func{b,Arg)* « b, with the excep-
tion that enabling of 6 is allowed to be an internal 
decisionof Func(&, Ar^")* if-'5T(6). If 6 is the entire 
service, exact observational equivalence is required. 

9) For each c, FunCc{b, Arg) contains only actions that 
are executable within Func{b, Arg). 

10) No Funcc{b, Arg) ever requires that the incoming 
protocol messages on FIFO channels are received 
in an order other than that of their transmissions 

Server := {{{a};Proc)l\{h^;S')) » {h^;S'')) 
Proč := (c^;Proc) 
V{c,c '}:F7F0(c,c ' ) 
Serveri := {{{a};send2ll;stop)[]{h^;S)) » 

{{send2\2;S)\\\{send3\2;S))) 
Server2 := (((reci!l;Proc2)[> (reci!2;5))) 
Proc2 := (c^;Proc2) 
Servers := (reci!2;b''; J) 

Table 7: An example implementation of a service com-
bining finite and infinite alternatives 

within Func{b,Arg). 
11) Any protocol message sent within Func{b, Arg) is 

also received within it. 

4 Distributed Implementation 
of Individual Service 
Specification Subexpression 
Types 

In this section we describe distributed implementation 
of individual service specification subexpression types. 
Table 6 summarizes the rules valid for any subexpres-
sion of type b, while the more specific rules are given in 
separate tables, explained in Sections 4.2 to 4.8. Each 
of the tables is typically divided into four sections: 1) 
definition of the syntax of the expression e that is being 
mapped, 2) attribute calculation rules, 3) (optional) 
additional restrictions on e or its attributes, and 4) 
mapping T for e. Studying Tc{b, z) in the tables with 
the specific rules, the reader may with no harm pretend 
that the only server components are those participat-
ing in b. The explanations of the transformations have 
also been conceived from that viewpoint. 

4.1 Rules applying to ali behaviour 
types 

The generally applicable rules in Table 6 deserve some 
explanation. 

Rule {{EC{b) = (j)) ^ {TC+{b) = (f)) pre-
vents server components from interpreting a non-
terminating b as terminating (i.e. no c can ever ter-
minate, if {EC{b) = 0), for that might result in a 
protocol error, if b is alternative to a terminating b' 
(Kapus-Kolar et al., 1991). With that rule, it is no 
longer necessary to report every process instantiation 
vjithin the service to every component, as it is in (Kant 
et al., 1996). An illustrative example is given in Ta­
ble 7. In comparison with the solution suggested in 
(Kant et al., 1996), there is an infinite saving in proto­
col messages - two per every instantiation of "Proč". 
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if {EC{b) = (f)) then TC+{b) = (j) 
else if 36' : ((6 < b') A ^PCc{b')) then --TC+{b) 

else TC^{b) defined in the corresponding one of the Tables 10,12,13,15,17,20 endif endif 
{DT(b) A STjb)) => {i\ECib)\ = 1) A {TC+{b) = EC{b))) 
ECjb) C jTC+jb) \ {PCjb) \ ECjb))) C TCjb) C TC+{b) 
if -^PCc{b) then if TCc{b) then Tc(&, z) ~ e else Tc(6,2) := stop endif 
else Tc(f>, z) defined in the corresponding one of the Tables 9,10,12,13,15,17-19,20 endif 

Table 6: Rules valid for any service subexpression b 
introduced for the purpose of protocol synthesis 

The second row of Table 6 requires that a behaviour 
b whose termination might be both decision-making 
and synchronized has a single ending component that 
is also the only component regarding b as terminating. 
To understand the requirement, observe the service 
behaviour 

b = {{{^^;5')[>{i^-y;5')W]\{5'^{i'-y-5')) 

e = 6 = stop 
SCcib) = ECcib) = PCc{b) --
IT{b) = DT{h) = false 

= false 

Table 8: The specific rules for s top 

SCc{b) = 
IT{b) = 
Tc'(e,z) 

e = b = 5'' 
--ECcib) = PCc{b) = {c = c') 
true DT{b) = false 
•.= b 

Table 9: The specific rules for S'^ 

ponent 1 can't report them separately (only upon 6 of 
Ti{b,z)), necessitating 

(TC+(6i) = rC+(6i[> 62) = TC(6i)). 
Hence the considered rule applies to "6i[> 62" • Also, 
(|rC"'"(6i[> 62)1 = 1) (not to speak of a decision-
making 6 within 63) implies 

(TCib) ^ EC{b) = EC{bi)), 
i.e. 6 oi b must be in ali its alternatives controlled by 
component 1 (and indeed it is). (Kant et al., 1996; 
Brinksma and Langerak, 1995) ignore the fact that a 
decision-making S of 61 within a "&i[> 62" might be 
synchronized, thus they sometimes generate erroneous 
protocols. The two methods can only be amended by 
getting rid of the rule (PCdb) => TC+{b)), as we have 
done. 

In the third row of Table 6, the not yet ex-
plained idea is that -^PCc{b) should imply {TC^{b) = 
TCc{b)). That is because a non-participant c of a 6 
should not participate in Terme(6,2), just as not in 
Tc{b, z), as stated in the last row of the table. 

The Tc{b, z) rule in Table 6 implies that if -.PCc(&), 
TC^{b') for any b' <b can be false by definition. 

e = b = h[]b2 
SCc{b) = {SCcibi)VSCcib2)) 
ECc{b) = {ECc{bi)V ECc{b2)) 
PCcib)^{PCa{bi)VPCc{b2)) 
JT(6) = ( / r (b i )v7r (62) ) 
STjbi) = STib2) = STjb) 
DT{b) = (DTibi) V DTib2) V 7T(6)) 
TC+{bi) = {TCc{b)APCcib,)) 
TC+{b2) = {TCc{b)APCcib2)) 
3c' : iSCjb,) = SCib2) = {c'}) 
Tc{e,z) := {Altaibi,b,z)[]Altc{b2,b,z)) 

Table 10: The specific rules for choice 

of the form "((6i[> b2)|[b2]|b3)"- S of 61 is decision-
making for (61 [> 62) and synchronized with 5 of 63, 
hence both S must be controlled by the same component 
(in our čase, it is the component 1). Thus 

((|£C(6i)i = 1)A (rC(6i) = £;C(6i) = ECibs))). 
Moreover, as 5 of Ti (bi, z) and the corresponding 6 
of Ti(bi[> b2,z) are guarded by S of Ti(63, z), com-

4.2 Implementat ion of inaction and 
terminat ion 

The specific rules for stop and 6'^ are defined in Table 8 
and Table 9, respectively. 

4.3 Implementat ion of choice 
For implementation of choice (Table 10) we adopt the 
usual restriction (Bochmann and Gotzhein, 1986) that 
alternatives must have an unique and common start-
ing plače. Provided that distributed implementation 
of individual alternatives is communication-closed and 
preserves their starting actions, the choice is entirely 
local. 

Let bi be the selected alternative. After its execu-
tion, one of its ending components proceeds to inform-
ing on the selected alternative the missing terminating 
participants of b. That is implemented by using func-
tion Alt instead of Term. If no message is sent to 
a missing participant c of b, Tc(b, z) is equivalent to 
Tc(b2, z), that is in the čase of bi not enabled, so that 



268 Informatica 23 (1999) 259-273 M. Kapus-Kolar 

b=ii^^;h^;S-'mc';d';e'-S')) FIFO{c,c') = {{c,c'} e {1,2}) , TCjb) = {1,2} 
Ti(6,z) := {{a};sync2lz.l;(5)[](c^;send3!2.2;recsIz.S;e^;sync2\zA; S)) 
T2{b,z) := {{sync,lz.l-y;S)l\{sync,\zA;S) 
T3(6,z) := (reci!z.2;d^;sendi!z.3;stop) 

Table 11: An example implementation of choice 

e = b = bi » b2 
SCcib) = SCcjbi) ECcjb) = ECcib2) P a ( 6 ) ^ (Pgc(fci) V-PCc(&2)) 
ITjb) = ITjbi) DT{b) = DT{b2) STjbi) = false , 5T(62) = ST{b) 
{{^PCc{b2) ATCc{b2))V ECcibi)) =^ TC+{bi) ^ ((EC(6) = ^) vrCc(6) V ECe(6i) V 5C,(62)) 
TC+ib2)=TCa{b) 
T Je, z) :=iiTC+(b^) then (Term.f6i.z1 > > Exchr(EC(b^),SC(b•).),z.Z(b^)) » Termr(bo.,z)) 

else if 5Cc(62) then {Term'c{bi,{c},z) » Termc(&2,z)) 
else (Te(bi,2)[> Termc{b2,z)) endif endif 

Table 12: The specific rules for sequential composition 

the component waits for a disrupting message issued 
at some point after completion of b. 

In the example in Table 11, component 2 is a missing 
terminating participant of the second alternative, thus 
it is notified of its execution. On the other hand, com­
ponent 3 does not participate in the first alternative, 
but is not required to terminate it, thus it receives no 
notification. 

Initial (decision-making) terminations of b are no 
longer forbidden (see Table 16), as they are in 
(Brinksma and Langerak, 1995). That is because each 
initial S is now controlled by the component c' making 
the choice and guards termination of Te(6, z) for any 
other C 6 PC{b). 

4.4 Implementat ion of sequential 
composition and action prefix 

Implementation of sequential composition is specified 
in Table 12. Proper sequencing of bi and 62 requires 
that each c e EC{bi) reports (by a message z.Z(bi)) 
termination of Tc(6i,z) to each c' € SC{b2) (Kant 
et al., 1996). An analogous solution is employed for 
implementing action prefix (Table 13). 
1) A C e TC"*"(61) executes Terme(61, z), then its 

part of the exchanges of message z.Z{bi) sent from 
EC{bi) to SC{b2), and finally Ter7nc(62,z). 

2) If (-.TC+(6i) A 5Ce(62)), the receptions of z.Z{bi) 
at C are implemented by upgrading Te(61, z) 
into Term'c(6i,{c},z); afterwards, c proceeds to 
Terme (62, z). 

3) If (-.TCe+(6i) A -^SCc{b2)), C concludes Te(61, z) by 
inaction, that might be disrupted by Termc(62,z) 
or some later activity. 

The various situations are illustrated by the example 
in Table 14, where one can also observe a situation of 
&i having both a terminating and a non-terminating 
alternative. 

As terminations of bi are not terminations of b, there 
is no strict rule for TC^{bi), but we require that 
1) {-^PCc{b2) A TCe(62)) implies TC+{bi), for other-

wise Terme(62,z), unguarded in T(6, z), could pre-
maturely disrupt Te(61, z), and 

2) TC+{bi) implies 
{{ECib) = ^) V TCcib) V ECaibi) V SCc{b2)), 

to prevent disruption of Termc(6i,z) by actions upon 
termination of b in the alternatives where c doesn't 
participate in 62-

4.5 Implementat ion of disabling 
Implementing disabling (Table 15) we encounter simi-
lar problems as when implementing choice. The start-
ing actions of the disrupting behaviour 62 are alter­
natives to the actions (including S) in the potentially 
disrupted 61, thus we require (Brinksma and Langerak, 
1995) 62 to have an unique starting component c' 
that is also the only participant of 61. (Kant et al., 
1996) has tried to avoid the restriction, but unsuc-
cessfully, with potential protocol errors (Kapus-Kolar, 
1999). The difficult problem is that it is not sufficient 
to individually implement bi and 621 if ^1 is terminat­
ing. We need a special termination scheme, like the 
one explained in the following. 

If &2 is activated, a termination of b is always a ter­
mination of 62, and thus properly detected by ali the 
participants of b needing the Information, since by the 
adopted restriction, {PC{b) = PC{b2))- However, if 
61 terminates without being disrupted by 62, c' must 
subsequently report, where necessary, the termination 
to the other participants of b. For a receiving c", the 
situation is exactly as in the čase of "610^2"- At c', 
however, the transmission must not be attached se-
quentially to the 61 part (as in (Kant et al., 1996)), 
because in that position it would be disruptable by 
the 62 part (Kapus-Kolar, 1999). Hence it must be 
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e = b = s'' -.bo 
SCcjb) = {c = cO ECcjb) = ECc{b2) PCcjb) = ((c = c') V PCcib2)) 
IT{b) = false DT{b) ^ DT{b2) STjbi) = STjb) TC+ib2) = TCajb) 
Tc{e,z) :=if (c = c') then [s'' •{^endc{SC{b2),z.Z{b{)) » Term^(62,-2))) 

else if SCc(&2) then (ReCc{{c'},z.Z{bi)) » Termcib2,z)) 
else Terme{b2,z) endif endif 

Table 13: The specific rules for action prefix 

6=(((ai;b3;((ci;<5^)|||(d2;<5^)))[](ei;f^stop))»((g^h^ji;(5^)|||(k2;(5^))) 
FIFO{c,c') ^ {{c,c'} = {1,2}) , TC{b) = {1,2,3,4} 
Ti{b,z) := {{{3}•,send3lz.l•,Tec3\z.2•,c^]5)\}{e^;send^\z.3^,stop)) 

» {sync2\zA;g^;send4!2;.5;Tec4\z.6\i^;S)) 
T2ib,z) 
T3ib,z) 
T4{b,z) 

:= {Tec3\z.2;d'^;synCilzA;k'^;S) 
:= {Teci\z.l;h^;{{sendilz.2]S)\\\{send2lz.2;6))) 
:= ((reci!2.3;f^;stop)[> {reci\z.5;h.''';sendi\z.6;S)) 

Table 14: An example implementation of sequential composition 

executed after c' exits both parts, implying that the 
message is also sent if 62 is executed (Brinksma and 
Langerak, 1995). Therefore -iTCj, (61), for the mes­
sage reports completion of b rather than 61. 

If c' is also the only ending component of 62; c" 
needn't be a terminating component of 62 and inter-
prets the reception as a disruption of Tc{b2,z) (see 
the example in Table 16). In the opposite čase, com-
ponents (including c') must first terminate 62 (if cur-
rently active), before sequentially proceeding to syn-
chronization upon completion of b (Brinksma and 
Langerak, 1995). However, the second solution is only 
applicableifforeveryc" € i{TC{b)nPC{b))\{c'}), al\ 
the initial actions of Termc"{b2,z) are also receptions 
of messages sent by c'. The simplest way to secure 
that is to require \PC{b)\ = 2, as it is in (Brinksma 
and Langerak, 1995). 

Initial (decision-making) terminations of 62 are 
no longer forbidden, as they are in (Brinksma and 
Langerak, 1995). That is because each initial S is now 
controUed by c' and guards termination of Tc{b, z) for 
any other c G PC{b). 

4.6 Implementat ion of parallel 
composition 

Parallel composition of service parts (Table 17), re-
gardless of the extent of their synchronization, intro-
duces no additional protocol messages. Each compo­
nent simply executes in parallel its local implementa-
tions of individual service parts, locally synchronized 
as specified by the parallel composition operator. To 
minimize communication costs, we allow separate ter­
mination optimization of individual parallel service 
parts. 

If ali components communicate synchronously (as 
for example in process "First" in Table 22), the cross-

cut theorem (Eijk, 1990) for re-grouping of parallel pro-
cesses applies: One may pretend that it is not that 
protocol interactions in the implementations of 61 and 
62 share internal system channels and differ only in 
the message contents, but that the message contents 
is also a part of the channel name, i.e. that the two 
implementations use different system channels. Hence 
as far as synchronization between the service actions 
in 61 and 62 is ignored, the distributed server runs the 
parallel service parts' implementations independently. 
Moreover, synchronization upon a service action be-
tween the parallel service parts is at šole discretion of 
the component executing the action, i.e. a local mat-
ter. 

(Kant et al., 1996; Brinksma and Langerak, 1995; 
Kapus-Kolar, 1997) erroneously (Kapus-Kolar, 1999) 
presume that the cross-cut theorem also applies to 
asynchronous communication. The simplest way to es-
tablish virtual independence between the implementa­
tions of 61 and 62 in the presence of FIFO channels is to 
require that there is no asynchronously communicating 
pair of components belonging to {PC{bi) n PC{b2))-
(For example, for process "First" in Table 22 it is cru-
cial that -1^/^0(1,2).) If the parallel composition is 
pure interleaving, however, the above restriction is not 
necessary (as for example in process "Second" in Ta­
ble 22). That is J because the components are known 
to always be able to receive protocol messages in the 
global order in which they have been sent, in both the 
implementation of 61 and of 62 (Kapus-Kolar, 1998) 

4,7 Implementat ion of hiding and 
renaming 

Table 13 indicates that the only property of an ac­
tion s'' that is relevant for mapping T is its location. 
Hence hiding commutes with T and its implementa-
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e = b = bi[> &2 

SCcjb) = jSCcih) V SCo{b2)) ECcjh) = {ECcih) V ECc{b2)) 
PCcjb) = jPCcibi) V PCcib2)) STibi) = ST{b2) = STib) 
ITjb) = (JT(6i) V ITib2)) I DTjb) = iiECjbi) ^ <p) V ITjbi) V DT{b2)) 
TC+(bi) = ECcjbi) ; if (ECjb) = PCjbi)) then TC+{b2) = PCcjbi) else TC+{b2) = TCcjb) endif" 

3c' : ((PC(6i) = SCib2) = {c'})A 
{{ECjb) C je'}) V (((TC(b) n PCjb)) \ {c'}) = <l>)y {\PC{b)\ = 2))) 

Tc(e,z) :=if (EC(6i) = (j)) then if PCc(6i) then (6i[> Termc{b2,z)) else Term.f69,z) endif 
elseif PCc(6i) then ((61 [> Termc{b2,z)) » Sendc((rC(6) nPC(6)),z.Z(6i))) 

elseif rCc(6) then 
if {EC{b2) = PC{bi)) then {T,{b2,z)[> KeCc{PC{bi),z.Z{b^))) 
else (ReCc(PC(bi),2.Z(6i))[| 

(Terme (62, z) 
if {EC{b2) 7̂  (/•) then > > ReCc(PC(6i),z.Z(6i)) endif)) endif 

else Tc{b2-,z) endif endif endif 

Table 15: The specific rules for disabling 

6 = ((ai;bi;J^)[> {n{{d}-{{e^;nm';5m » {g';5')))) 
^{c,c'} : FIFO{c,d) , TCjb) ^ {1,3} 
Ti(6,z) := (((a^bi;(5)[> iSWid^;iisend2\z.2;S)\\\isend3lz.2;d)) » {{Tec2lz.3;S)\\\{rec3\z.S;6)) 

» {send3\z.l]S)) 
T2ib,z) := (reci!z.2;e^;sendi!2;.3;stop) 
T3(6,z) := ((reci!z.2;f^;sendib.3;stop)[> (reci!a:.l;(5)) 

Table 16: An example implementation of disabling 

tion is trivial (Table 18). To enforce the commuting 
for renaming, we require that ali renamings are local 
to individual server components (Table 19). An exam-
ple implementation of hiding and renaming is given in 
Table 22. 

4.8 Implementation of process 
definition and instantiation 

An explicit process p is implemented at a component 
C as an exphcit process Pc{n) (Table 20), where formal 
parameter n carries the process instance identifier (Ta­
ble 21). For the main process Server we presume that 
it might be necessary for its termination to be a cora-
mon action of the server environment and aH the server 
components. An example implementation of multiple 
concurrent instances of a process is process "Second" 
in Table 22. Note that in the example, simplification 
of aH z.Z{b) into Z{b), suggested for the example in 
Table 7, would result in an erroneous protocol. 

5 Discussion and Conclusions 

We have proposed a correctness-preserving transfor-
mation for functionality decomposition based on spec-
ifications written in Basic LOTOS (Bolognesi and 
Brinksma, 1987), the core sublanguage of the stan­

dard specification language LOTOS. Given a specifica-
tion of the required external behaviour (the expected 
service) of a system and a partitioning of the speci-
fied service actions among the system components, the 
transformation derives behaviour of individual compo­
nents implementing the service. A correctness proof is 
provided in (Kapus-Kolar, 1998). 

e = b = hide G in 61 
SCjb) = SCcjbi) ECcjb) = ECcjbi) 
PCcib) = PCcjbi) 
ST{bi) = STjb) 

ITjb) = IT{bi) 
DTjb) = DTjbi) 

TCcjbi) ^ TCcjb) 

Tcje, z) := hide Proj^jG) in T^b^z) 

Table 18: The specific rules for hiding 

Our algorithm enhances and integrates the algo-
rithms of (Kant et al., 1996; Brinksma and Langerak, 
1995). As the two algorithms are themselves a synthe-
sis of the earlier similar approaches, and thoroughly 
compared to them, in the follovving we only compare 
our algorithm to the two algorithms. 
• Unlike (Brinksma and Langerak, 1995), our algo­
rithm is applicable to multi-party servers. 
• It is applicable to servers with both synchronous and 
asynchronous inter-component channels, while (Kant 
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e = b = bi\G\b2 
SCcjb) = iSCcjbi) V 5^(62)) ECcib) = (ECaibi) V ECcib2)) 
PCcjb) ^ {PCc{bl)\J PC,{b2)) 
STjbi) = STjbi) = true 
TCt{b^)=TCt{b2)=TCM 

IT{b)^{IT{bi)MT{b2]) 
DT{b) = (DTibi) V£>r(b2)) 

(G = 0) V ->3{c, c'} C {PC{bi) n PC{b2)) : FIFOjc,d) 
Tc{e,z) := {TerTnc{bi,z)\Proj^{G)\TerTncib2,z)) 

Table 17: The specific rules for parallel composition 

Server := {First\[a},c^]\Second) 
First := hide b^ in {{{{a';d')\\\{h'^;6^)) » {c'';5^))\[h'']\{d';h^;S^)) 
Second := ((ren A^ -^ â  B^ -> b^ C^ -^ ĉ  in Proc)|||(ren A^ -> K^ B^ -> y=̂  C^ -> ẑ  in Proč)) 
Proc:=(((Ai;5i) | | | (B3;5=' ) )»(C2;52)) 
F7FO(c,c') = ({c ,c '}^{ l ,2}) 
aerveri := (Firsti(l)|[ai]|Secondi(2)) 
Fir5^i(z) := ((ai;s2/nc2'z-l;<5)lll(<i^s2/nc2!z.2;(5)) 
Secondi{z) := ((ren A^ —>• â  in Proci(z.l))|| |(ren A^ —̂  x^ in Proci(z.2))) 
Proci(z) := (A^;sj/nc2!z.l;(5) 
Server2 := (Firsi2(l)|[c'^|Second2(2)) 
First2iz) —hideh^ in ((b2;s2ynci!z.l;c2;(S)|[b2]|(s2/nci!z.2;b2;(5)) 
Second2(z) := ((ren C^ -^ c^ in Proc2(z.l))|||(ren C^ -> ẑ  in Proc2(z.2))) 
Proc2(z) := iasync,\z.l;6)\\\{rec3lz.l;S)) » {C^;S)) 
Server3 := Second3{2) 
Secondsiz) := ((ren B^ -^ b^ in Proc3(z.l))|||(ren B^ -^ y^ in ProC3(z.2))) 
Proc3(z) := (B^;senrf2!z.l;^)) 

Table 22: An example implementation of parallel composition, hiding, renaming and process instantiation 

e = 6 = ren R in 61 
SCcib) = SCcibi) 
PCcib) = PCoibi) 
ST{bi) = STib) 

ECcib) = ECcibi) 
IT{b) = IT (bi) 
DT{b) = DT(bi) 

TCc{bi) = TCcib) 
{{ul -> 5) e iž) => 3u2 : {9 = u'2) 
Te(e,z) := ren Proj,{R) in Tc{bi,z) 

Table 19: The specific rules for renaming 

et al., 1996) only supports asynchronous communica-
tion. As such, our algorithm has wide applicability 
(see the Introduction) and is also suitable for hard-
ware/software co-design. 
• The algorithm corrects an error identified in 
(Brinksma and Langerak, 1995) and several identi­
fied in (Kant et al., 1996). It is also more general, in 
the sense that it supports implementation of decision-
making terminations. 
• The algorithm provides means for the generation 
of more efficient protocols (with less intercomponent 
communication), based on the following observation: 
If there are two consecutive service parts 61 and &2, 
the only server components that really must detect 
the termination of 61 are those executing its ending 

e = (p-.-bi) 
SCcip) = SCcibi) 
PCM = PCcibi) 
5T(6i) = STip) 

ECcip) = ECcibi) 
IT {p) = IT{b{) 
DTijp) = DTibi) 

TC+{b,) = TCc{p) 
Tc{e,z) := (pcin) := Termc(&i,n)) 

Table 20: The specific rules for process definition 

actions. Other participants of 61 can as well conclude 
its execution by inaction that is later disrupted by ac­
tions announcing execution of 62, for it is the start of 
62 - not the formal termination of bi - that is relevant 
to the service users. Even if there is no 62 following &i, 
it might stili be more efficient for a non-ending partici-
pant of bi not to čare about its termination, but rather 
conclude its part of 61 with inaction later disrupted by 
termination-signalling messages from the ending par­
ticipants of 61. 
• The algorithm is more flexible, for it allows one to 
employ the above communication-reduction principle 
to an extent best meeting his/her various optimization 
criteria, reduction of inter-component communication 
often being just one of them. If the principle is only 
employed where mandatory for protocol correctness, 
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b = p 
SCcjb) = SCcJp) 
PCcib) = PCcip) DT{b) = DTip) 

ECcjb) = ECcjp) 

if (p = Server) then ST(p) = true 
else STjp) = {STjp) V STjb)) 
if (p = Server) then TCdp) = true 
else TCcip) = TCc{b) 
To{e,z):=Pc{z.Z{h)) 

Table 21: The specific rules for process instantiation 

best possible performance. Even optimization crite-
ria are not well known; it would be convenient to have 
them derived automatically from a more detailed spec-
ification of the system and the service, particularly 
from requirements regarding action parameters and 
quantitative timing, and the Information on the invo-
cation probability for individual service parts. Thus 
we decided to postpone the implementation of the al-
gorithm till completion of a thorough study on the 
subject. 

the algorithm reduces to a corrected version of (Kant 
et al., 1996; Brinksma and Langerak, 1995) adapted 
for multi-party servers with synchronous and/or asyn-
chronous inter-component channels. 

It seems that one should prefer our algorithm to 
(Kant et al., 1996; Brinksma and Langerak, 1995), 
though it could be further improved by more exact 
computation of service specification subexpression at-
tributes and restrictions, that vvould vviden its appli-
cability and/or increase the efficiency of the derived 
protocols. Other items for further study are the same 
as for the two former algorithms: 
• introduction of inter-component co-ordination 
schemes that would render the various restrictions 
on the service specification structure unnecessary, i.e. 
allow distributed decision-making, as for a very lim-
ited setting suggested in (Langerak, 1990). There is 
presently no adequate solution that would not ruin the 
compositionality of the algorithm, thereby making the 
service/protocol relationship difficult to understand. 
• extension to service actions with data parameters 
and to timed service actions. Our experience (Kapus-
Kolar, 1991a,b) shows that it is typically possible to 
convey data and timing Information piggybacked in 
the protocol messages already present if data and tirne 
are ignored, i.e. in the messages introduced by the 
above presented algorithm. Of course, provided that 
the messages are sent at appropriate points of service 
execution. Hence again the message-scheduling flexi-
bility of our algorithm proves convenient, particularly 
in the presence of real-time requirements and protocol 
channels with substantial transit delay. 
• generalization to unreliable protocol channels, though 
it presently seems that it would be better to solve 
the problem beloui the application layer of the system. 
For recovery from errors requires returning to previ-
ous States, but the concept of an explicit state is not 
defined in LOTOS. 

The aJgorithm as it is now is useful as a set of hints 
on how to systematically design correct and efficient 
distributed service implementations. To complete the 
work, it would be desirable to implement the algorithm 
within a GAD tool. The mapping itself is trivial to im­
plement, but the communication optimization part is 
complicated, if one wants to give the algorithm the 
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An application-level technique is described for farmer-worker parallel applications which aUows a 
worker to be added or removed from the computing farm at any moment of the run time without 
affecting the overall outcome ofthe computation. The technigue is based on uncoupling the farmer 
from the workers bymeans ofa separate module which asynchronously feeds these latter with new 
"units of work" on an on-demand basis, and on a special feeding strategy based on bookkeeping 
the status of each work-unit. An augmentation of the LINDA model is finally proposed to exploit 
the bookkeeping algorithm for tuple management. 

1 Introduction 
Parallel computing is nowadays the only technique 
that can be used in order to achieve the impressive 
computing power needed to solve a number of chal-
lenging problems; as such, it is being employed by an 
ever growing community of users in spite of what we 
feel as two main disadvantages, namely: 

1. harder-to-use programming techniques, program-
ming models and development tools—if any,— 
which sometimes translate into programs that 
don't match as efficiently as expected with the 
underlying parallel hardware, and 

2. the inherently lower level of dependability that 
characterizes any such parallel hardware, i.e., a 
higher probability for events like a node's perma-
nent or temporary failure. 

A real, effective exploitation of any given parallel 
computer asks for solutions which take into a deep 
account the above outlined problems. 

Let us consider for example the synchronous farmer-
worker algorithm, i.e., a well-known model for struc-
turing data-parallel applications: a master process, 
namely the farmer, feeds a pool of slave processes, 
called workers, with some units of work. The slave 
processes then execute some job on their units. The 
master then polls the slaves until they return their par-
tial results that are eventually recollected and saved. 
Though quite simple, this scheme may give good re­
sults, especially in homogeneous, dedicated environ-
ments. 

But how does this model react to events like a fail­
ure of a worker, or more simply to a worker's per-
formance degradation due, e.g., to the exhaustion of 
any vital resource? Without substantial modifications, 
this scheme is not able to čope with these events— 
they would seriously affect the whole application or 
its overall performances, regardless the high degree of 
hardware redundancy implicitly available in any par­
allel system. The same unflexibility prevents a failed 
worker to re-enter the computing farm once it has re-
gained the proper operational state. 

As opposed to this synchronous structuring, it is 
possible for example to implement the farmer-worker 
model by de-coupling the farmer from the vvorkers by 
means of an intermediate module, a dispatcher which 
asynchronously feeds these latter and supplies them 
with new units of work on an on-demand basis. This 
strategy guarantees some sort of a dynamic balancing 
of the workload even in heterogeneous, distributed en-
vironments, thus exhibiting a higher matching to the 
parallel hardware. The Live Data Structure compu-
tational paradigm, known from the LINDA context, 
makes this particularly easy to set up (see for exa,mple 
De Florio, Murgolo and Spinelh, 1994). 

With this approach it is also possible to add 
a new worker at run-time without any notification 
to both the farmer and the intermediate module— 
the newcomer will simply generate additional, non-
distinguishable requests for work. But again, if a 
worker fails or its performances degrade, the whole 
application may fail or its overall outcome be affected 
or seriously delayed. This is particularly important 
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when one considers the inherent loss in dependability 
of any parallel, {i.e., replicated) hardware. 

Next sections introduce and discuss a modification 
to the above sketched asynchronous scheme, which in-
herits the advantages of its parent and offers new ones, 
namely: 

— it allows a non-solitaj:y, temporarily slowed down 
worker to be left out of the processing farm as 
long as its performance degradation exists, and 

— it allows a non-soHtary worker which has been per-
manently affected by some fault to be definitively 
removed from the farm, 

both of them without affecting the overall outcome of 
the computation, and dynamically spreading the work-
load among the active processors in a way that results 
in an excellent match to various different MIMD ar-
chitectures. 

2 The Technique 

For the purpose of describing the technique we define 
the following scenario: a MIMD machine disposes of 
n + 2 identical "nodes" (n > 0), or processing enti-
ties, connected by some communication line. On each 
node a number of independent sequential processes are 
executed on a time-sharing basis. A message passing 
library is available for sending and receiving messages 
across the communication line. A synchronous com­
munication approach is used: a sender blocks until the 
intended receiver gets the message. A receiver blocks 
waiting for a message from a specific sender, or for a 
message from a number of senders. When a message 
arrives, the receiver is awaken and is able to receive 
that message and to know the identity of the sender. 
Nodes are numbered from O to n -1-1. Node O is con­
nected to an input line and node n -(-1 is connected to 
an output line. 

— Node O runs: 

- a Farmar process, connected by the input 
line to an external producer device. In the 
following we consider a camera as the pro­
ducer device. A control line wires again the 
Farmer to the camera, so that this latter 
can be commanded to produce new data and 
eventually send this data across the input 
line; 

- a Dispatcher process, yet to be described. 

- Node n + 1 runs a Collector process, to be de­
scribed later on, connected by the output line to 
an external storage device, e.g., a disk; 

— Each of the nodes from 1 to n is purely devoted to 
the execution of one instance of the Worker pro­
cess. Each Worker is connected to the Dispatcher 
and to the Collector processes. 

2.1 Interactions Between the Farmer 
and the Dispatcher 

On demand of the Farmer process, the camera sends 
it an input image. Once it has received an image, the 
Farmer performs a predefined, static data decomposi-
tion, creating m equally sized sub-images, or blocks. 
Blocks are numbered from 1 to m, and are represented 
by variables 6;, 1 < i < m. 

The Farmer process interacts exclusively with the 
camera and with the Dispatcher process. 

— Three classes of messages can be sent from the 
Farmer process to the Dispatcher (see Fig. 1): 

class-1 message: a NEW-RUN message, which 
means: "a new bunch of data is available"; 

class-2 message: a STOP message, which means 
that no more input is available so the whole 
process has to be terminated; 

class-3 message: a couple {k,bk),l < k < m, 
i.e., an integer which identifies a particular 
block (it will be referred from now on as a 
"block-id"), followed by the block itself. 

— The only type of message that the Dispatcher pro­
cess sends to the Farmer process is a block-id, i.e., 
a single integer in the range { 1 , . . . , m} which ex-
presses the Information that a certain block has 
been fully processed by a Worker and recoUected 
by the Collector (see §2.3.) 

At the other end of the communication line, the Dis­
patcher is ready to process a number of events trig-
gered by message arrivals. For example, when a class-
3 message comes in, the block is stored into a work 
buffer as follows: 

receive {k,bk) 
Sk <- DISABLED 
Wk •«- bk 

(Here, rece ive is the function for receiving an incom-
ing message, š* is a vector of m integers pre-initialized 
to DISABLED, which represents some status Informa­
tion that will be described later on, and w is a vec­
tor of "work buffers", i.e., bunches of memory able to 
store any block. DISABLED is an integer which is not 
in the set { 1 , . . . ,m}. The "•<-" sign is the assignment 
operator.) 

As the Farmer process sends a class-1 message, that 
is, a NEW_RUN signal, the Dispatcher processes that 
event as follows: 



AN APPLICATION-LEVEL DEPENDABLE TECHNIQUE Informatica 23 (1999) 275-281 277 

s-f-0 
broadcast RESUME 

that is, it zeroes each element of s and then broad-
casts the RESUME message to the whole farm. 

When the first image arrives to the Farmer process, 
it produces a series (6i)i<t<mi and then a sequence 
of messages (i,&i)i<i<m- Finally, the Farmer sends a 
NEW_RUN message. 

Starting from the second image, and while there are 
images to process from the camera, the Farmer per-
forms the image decomposition in advance, thus creat-
ing a complete set of {k, bk) couples. These couples are 
then sent to the Dispatcher on an on-demand basis: as 
soon as block-id i comes in, couple {i, bi) is sent out. 
This is done for anticipating the transmission of the 
couples belonging to the next run of the computation. 
When eventually the last block-id of a certain run has 
been received, a complete set of "brand-new" blocks is 
already in the hands of the Dispatcher; at that point, 
sending the one NEW_RUN message will simultaneously 
enable ali blocks. 

2.2 Interact ions Between the 
Dispatcher and the "VVorkers 

The Dispatcher interacts with every instance of the 
Worker process. 

— Four classes of messages can be sent from the Dis­
patcher to the Workers (see Fig. 1): 

1. a SLEEP message, which sets the receiver into 
a wait condition; 

2. a RESUME message, to get the receiver out of 
the waiting state; 

3. a STOP message, which makes the Worker 
terminate; 

4. a {k, tv) couple, where m represents the input 
data to be elaborated. 

— Worker j , 1 < j < n, interacts with the Dis­
patcher by sending it its worker-id message, i.e., 
the j integer. This happens when Worker j has 
finished dealing with a previously sent w working 
buffer and is available for a new (fc, tv) couple to 
work with. 

In substance, Worker j continuously repeats the fol-
lowing instructions in a loop: 

send j t o Dispatcher 
rece ive message from Dispatcher 
process message 

Clearly, send transmits a message. The last instruc-
tion, in dependence with the class of the incoming mes­
sage, results in a number of different operations: 

- if the message is a SLEEP, the Worker waits until 
the arrival of a RESUME message, which makes it 
resume the loop, or the arrival of any other mes­
sage, which means that an error has occurred; 

- if it is a STOP message, the Worker breaks the loop 
and exits the farm; 

- if it is a (k, w) couple, the Worker starts comput-
ing the value / (w), where / is some user-defined 
function, e.g., an edge detector. If a RESUME 
event is raised during the computation of / , that 
computation is immediately abandoned and the 
Worker restarts the loop. Contrarywise, the out-
put couple {k, f{w)) is sent to the Collector pro­
cess. 

When the Dispatcher gets a j integer from Worker 
j , its expected response is a new {k,w) couple, or a 
SLEEP. What rules in this context is the s vector—if 
ali entries of s are DISABLED, then a SLEEP message 
is sent to Worker j . Otherwise, an entry is selected 
among those with the minimum non-negative value, 
say entry /, and a {I,bi) message is then sent as a 
response. s/ is finally incremented by 1. 

More formally, considered set 

S = {i\l<i<Tn A Si 7̂  DISABLED}, 

if S is non-empty it is possible to partition S according 
to the equivalence relation R such that: 

\i]R = {i 11 < i < m A Si- Sj}. 

Then let us consider function / : S/R —> N such that 
V[i] G S/R : fi[i]) = Sj. Now, first let us consider 
a = min f (S/R); then we choose I S f~^{a) in any 
way, e.g., pseudo-randomly; finally, message {I,bi) is 
sent to Worker j , si is incremented, and the partition 
is reconfigured accordingly. If S is the empty set, a 
SLEEP message is generated. 

In other words, entry s i when greater than or equal 
to O represents some sort of a priority identifier (the 
lower the value, the higher the priority for block bi). 
The block to be sent to a requesting Worker process 
is always selected among those with the highest prior-
ity; after the selection, Si is updated incrementing its 
value by 1. In this way, the content of s i represents 
the degree of "freshness" of block &»: it substantially 
counts the number of times it has been picked up by 
a Worker process; fresher blocks are always preferred. 

As long as there are "brand-new" blocks, i.e., blocks 
with a freshness attribute of O, these are the blocks 
which are selected and distributed. Note that this 
means that as long as the above condition is true, 
each Worker deals with a different unit of work; on 
the contrary, as soon as the last brand-new block is 
distributed, the model admits that a same block may 
be assigned to more than one Worker. 
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This is tolerated up to a certain threshold value; 
if any Sj becomes greater than that value, an alarm 
event is raised—too many workers are dealing with 
the same input data, which might mean that they are 
aH affected by the same problem, e.g., a software bug 
resulting in an error when bi is being processed. We 
won't deal with this special čase. Another possibility 
is that two or more Workers had finished their work 
almost at the same time thus bringing rapidly a flag 
to the threshold. Waiting for the processing time of 
one block may supply the answer. 

A value of DISABLED for any Sj means that its corre-
sponding block is not available to be computed. It is 
simply not considered during the selection procedure. 

2.3 Interactions Between the Workers 
and the Collector 

Any Worker may send just one class of messages to 
the Collector; no message is sent from this latter to 
any Worker (see Fig. 1). 

The only allowed message is the couple {k, o) in 
which o is the fully processed output of the Worker's 
activity on the fc*" block. 

The Collector's task is to fiill a number of "slots", 
namely pi,i = 1 , . . . , m, with the outputs coming from 
the Workers. As two or more Workers are allowed to 
process a same block thus producing two or more (A;, o) 
couples, the Collector runs a vector of status bits, viz. 
/ , which records the status of each slot: if fi is FREE 
then pi is "empty," i.e., it has never been filled in by 
any output before; if it is BUSY, it already holds an 
output. / is firstly initialized to FREE. 

For each incoming message from the Worker, the 
Collector repeats the following sequence of operations: 

rece ive (k,o) from Worker 
i f fk i s equal t o FREE 

then 
send k t o Dispatcher 
Pk<r-0 
fk <- BUSY 
c h e c k - i f - f u l l 

e l s e 
de tec t 

endif 

where: 

c h e c k - i f - f u l l checks if, due to the last arrival, 
ali entries of / have become BUSY. In that 
čase, a complete set of partial outputs has been 
recoUected and, after some user-defined post-
processing (for exaraple, a polygonal approxima-
tion of the chains of edges produced by the Work-
ers), a global output can be saved, and the flag 
vector re-initialized: 

if / i s equal t o BUSY 
then 

pos t -process p 
save p 
/ < - FREE 

endif 

de tec t is a user-defined functionality—he/she may 
choose to compare the two o's so to be able to 
detect any inconsistency and start some recovery 
action, or may simply ignore the whole message. 

Note also that an acknowledgment message (the 
block-id) is sent from the Collector to the Dispatcher, 
to inform it that an output slot has been occupied, i.e., 
a partial output has been gathered. This also means 
that the Farmer can anticipate the transmission of a 
block which belongs to the next run, if any. 

2.4 Interactions Between the 
Collector and the Dispatcher 

As just stated, upon acceptance of an output, the 
collector sends a block-id, say integer k, to the 
Dispatcher—it is the only message that goes from the 
Collector to the Dispatcher. 

The Dispatcher then simply acts as follows: 

Sk <r- DISABLED 
send k t o Farmer 

that is, the Dispatcher "disables" the /c™ unit of 
work—set S as defined in §2.2 is reduced by one el­
ement and consequently partition S/R changes its 
shape; then the block-id is propagated to the Farmer 
(see Fig. 1). 

On the opposite direction, there is only one message 
that may travel from the Dispatcher to the Collector: 
the STOP message that means that no more input is 
available and so processing is over. Upon reception of 
this message, the Collector stops itself, like any other 
receiver in the farm does. 

3 Discussions and Conclusions 
The just proposed technique ušes asynchronicity in or-
der to efficiently match to a huge class of parallel and 
distributed architectures. It also ušes the redundancy 
which is inherent to parallelism to make an application 
able to čope with events like, e.g., a failure of a node, 
or a node being slowed down, temporarily or not. 

- If a node fails while it is processing block k, then 
no output block will be transferred to the Col­
lector. When no more "brand-new" blocks are 
available, block k will be assigned to one or more 
Worker processes, up to a certain limit. During 
this phase the replicated processing modules of 
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the parallel machine may be thought of as part of 
a,hardware redundancy fault-tolerant mechanism. 
This phase is over when any Worker module de-
livers its output to the CoUector and consequently 
ali others are possibly explicitly forced to resume 
their processing loop or, if too late, their output 
is discarded; 

- if a node has been for some reason drastically 
slowed down, then its block will be probably 
assigned to other possibly non-slowed Workers. 
Again, the first who succeeds, its output is col-
lected; the others are stopped or ignored. 

In any čase, from the point of view of the Farmer 
process, ali these events are completely masked. The 
mechanism may be provided to a user in the form of 
some set of basic functions, making ali technicalities 
concerning both parallel programming and fault toler­
ance management transparent to the programmer. 

Of course, nothing prevents the concurrent use of 
other fault tolerance mechanisms in any of the involved 
processes, e.g., using watchdog timers to understand 
that a Worker has failed and consequently reset the 
proper entry of vector / . The ability to re-enter the 
farm may also be exploited committing a reboot of a 
failed node and restarting the Worker process on that 
node. 

3.1 Reliability Analysis 
In order to compare the original, synchronous farmer-
worker model with the one described in this paper, a 
first step is given by observing that the synchronous 
model depicts a series system (Johnson 1989), i.e., a 
system in which each element is required not to have 
failed for the whole system to operate. This is not the 
čase of the model described in this paper, in which a 
subset of the elements, namely the Worker farm, is a 
parallel system (Johnson 1989): if at least one Worker 
has not failed, so it is for the whole farm subsystem. 
Note how Fig. 1 may be also thought of as the relia-
bility block diagram of this system. 

Considering the šole farm subsystem, if we let 
Ci{t),l < i < n, be the event that Worker on node 
i has not failed at time t, and we let R{t) be the re-
liability of any Worker at time t then, under the as-
sumption of mutual independency between the events, 
we can conclude that: 

R.{t) =̂̂  P{f]Ci{t)) = 

f[Rit) = iR{t)r (1) 
j = i 

being Rs (t) the reliability of the farm as a series sys-
tem, and 

R,it) '^ l-P{f]Ci{t)) = 
j = i 

l-f[il-Rit)) = l-il-R{t)r (2) 
1=1 

where Rp{t) represents the reliability of the farm as a 
parallel system. Of course failures must be indepen-
dent, so again data-induced errors are not considered. 
Figure 2 shows the reliability of the farm in a series 
and in a parallel system as a Worker's reliability goes 
from O to 1. 

3.2 An Augmented LINDA Model 
The whole idea pictured in this paper may be im-
plemented in a LINDA tuple space manager (see for 
example Carriero & Gelernter, 1989). Apart from 
the standard functions to access "common" tuples, a 
new set of functions may be supplied which deal with 
"book-kept tuples," i.e., tuples that are distributed to 
requestors by means of the algorithm sketched in §2.2. 
As an example: 

f out (for fault-tolerant out) may create a book-kept 
tuple, i.e., a content-addressable object with 
book-kept accesses; 

f rd (fault-tolerant rd) may get a copy of a match-
ing book-kept tuple, chosen according to the al­
gorithm in §2.2; 

f in (fault-tolerant in) may read-and-erase a match-
ing book-kept tuple, chosen according to the al­
gorithm in §2.2, 

and so on. The ensuing augmented LINDA model re-
sults in an abstract, elegant, efRcient, dependable, and 
transparent mechanism to exploit a parallel hardware. 

3.3 Future Directions 
The described technique is currently being imple-
mented on a Parsytec CC system with the EPX/AIX 
environment (Parsytec GmbH, 1996) using Power-
PVM/EPX (Genias GmbH, 1996), ahomogeneous ver-
sion of the PVM message passing library (Beguelin et 
al., 1994); it will also be tested in heterogeneous, net-
worked environments managed by PVM. Some work 
towards the definition and the development of an aug­
mented LINDA model is currently being done. 
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Figure 2: For a fixed value i, a number of graphs of ižp(i) (the reliability of the parallel system) and i?«(i) (the 
reliability of the series system) are portrayed as functions of i?(i), the reliability of a Worker at time ?, and 
n, the number of the components. Each graph is labeled with its value of n; those above the diagonal portray 
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models coincide, while for any n > 1 Rp(i) is always above i?s(t) except when i?(t) = O (no reliable Worker) 
and when il(t) = 1 (totally reliable, failure-free Worker). 



Informatica 23 (1999) 283-288 283 

Agent Properties In Multi-Agent Systenis 

Mirko Malekovič 
University of Zagreb, Faculty of Organization and Informatics 
Varaždin, Croatia 
E-mail: mmalekov@foi.hr 

Keywords: agent properties, knowledge operators, knowledge theory, multi-agent systems, temporal operators. 

Edited by: Matjaž Gams 
Received: May 25, 1998 Revised: April 24, 1999 Accepted: May 6, 1999 

We consider agent properties in multi-agent systems. These properties are characterized by know}-
edge operators and temporal operators (the past and future temporal operators). The properties 
relate the knowledge of two agents, and can be very helpful in analyzing the respective multi-agent 
system. 

1 Introduction 
The^ theory of multi-agent systems is described in [1]. 
Incorporating knowledge and tirne in multi-agent sys-
tem is given in [1], [2], and [4]. The temporal opera­
tors are described in [3]. In this paper, we consider in 
detail some new agent properties in multi-agent sys-
tems. These properties relate the knowledge of two 
agents, and can be very useful in analyzing the re­
spective multi-agent system. The paper consists of five 
sections and an Appendix containing ali the proofs of 
the stated propositions. In Section 2, we introduce 
the basic notions of multi-agent systems. In Section 
3, we define the knowledge operators and the past 
and future temporal operators. Section 4 contains 
Proposition (more knowledgeable) the past proposi­
tions: Proposition (•), Proposition (•), Proposition 
( • ) , Proposition (5), and Proposition {B). In addi-
tion, Section 4 contains the future propositios: Propo­
sition (o), Proposition (O), Proposition (D), Proposi­
tion (U), and Proposition (VV). The propositions state 
the relationship between the knowledge of two agents. 
Conclusions are given in Section 5. The Appendix 
contains the proofs of ali the propositions mentioned 
above. 

2 Basic notions 
In this section, we introduce some basic concepts and 
notations. Suppose we have a group consisting of m 
agents, named 1,2,..,m. An agent may be a man (a 
real agent), a software module or a communicated 
robot (an artificial agent). Even, an agent may be a 
component of a computer system (a wire or a message 
buffer). We assume these agents wish to reason about 

^ I M ^ T e c h Support: Mr. Mirko Varga, Faculty of Organi­
zation and Informatics, Varaždin, CROATIA 

a world that can be described in terms of a nonempty 
set P of primitive propositions. A language is j ust 
a set of formulas, where the set of formulas LK of 
interest to us is defined as follows. 
(1) The primitive propositions in P are formulas, 
(2) If F and G are formulas, then so are 
- F , (F V G), (F A G), (F => G), {F «» G), and 
Ki{F) for ali i £ {1,2, . . ,m}, where Ki is a modal 
operator. A Kripke structure M for an agent group 
{1,2,..,m} over P is a tuple M = {S,I,ki,k2,..,km), 
where S is a set of possible worlds, I is an 
interpretation that associates with each world in S a 
truth assignment to the primitive propositions in P, 
and ki, k2,.., km are binary relation on S, called the 
possibility relations for agents 1, 2,.., m, respectively. 
Given p £ P, the expression /[u;](p) = true means 
that p is true in a world w in a structure M. The 
fact that p is false, in a world v of a structure M, 
is indicated by the exspression /[w](p) = false The 
expression {u,v) £ fcj means that an agent i consider s 
a world v possible, given his Information in a world 
u. Since ki defines what worlds an agent i considers 
possible in any given world, fc, will be called the 
possibility relation of the agent i. We now define what 
it means for a formula to be true at a given world in 
a structure. Let (M, w) \= F means that F holds or 
is true at (M, w). Definition of [= is as follows: 
(a) {M,w) t= p iff /[w](p) = true, where p G P, 
(b) {M,w)\=FAG iff (M,w) \= F and (M,w) \= G, 
(c) iM,w) \=FwGiSiM,w) \= F ox {M,w) \=G, 
(d) {M,w) \=: F =^ G iff (M,w) \= F implies 
{M,w)^G, 
(e) {M,w) ^ F <^ G iff {M,w) |= F ^ G and 
{M,w) \=G^ F, 
(f) {M,w) \= -iF iff {M,w) ^ F , that is, {M,w) \= F 
does not hold, 
(g) M\=F iff (M, w)\=F for ali w E S. 
Finally, we shall define a modal operator Ki, where 
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Ki{F) is read: Agent i knows F. 
(h) {M,w) \= Ki{F) iff {M, t) [= F for a lH G 5 such 
that {lil, t) 6 ki. 
In (h) we have that agent i knows F in a world w 
of a structure M exactly if F holds at aH worlds t 
that the agent i considers possible in w . 

Multi-Agent Systems 
A multi-agent system is any collection of interacting 
agents. In dealing with the complexity of a system, 
we focus attention on only a few of details, and hope 
that these cover everything that is relevant for our 
analysis. Next, we find good ways to think about 
a situation in order to minimize its complexity. It 
is known that reasoning about systems in terms of 
knowledge can be very helpful in this regard. To do 
that, we need a formal model of multi-agent systems. 
Our key assumption is that if we look at the system 
at any point in tirne, each of the agents is in some 
State. We refer to this as the agenfs local state. We 
assume that an agenfs local state encapsulates ali the 
information to which the agent has access. For each 
agent has a local state, it is very naturally to think of 
the whole system as being in some (global) state. The 
global state includes the local states of the agents and 
the local state of an environment. Latter does play 
an important role. For instance, if we are considering 
a system of sensors observing a region, we might need 
to include features of the region in a description of the 
global state of the system. Accordingly, we devide a 
system into two components: the environment and the 
agents, where we view the environment as everything 
else that is relevant. Also, the environment can be 
viewed as j ust another agent. We need to say that 
a given system can be modeled in many ways. How 
to devide the system into agents and environment 
depends on the system being analyzed. 
Let Le be a set of possible local states for the envi­
ronment and let JDJ be a set of possible local states for 
agent i,i = 1,..,TI. We define G = Le><.LiX..xLn to 
be the set of global states. A global state describes 
the system at a given point in time. For a system 
constantly changes (it is not a static entity), we are 
interested in how systems change over time. We take 
time to range over the natural numbers, that is, the 
time domain is the set of the natural numbers, N . A 
run over G is a function r : N —> G. Thus, a run over 
G can be identified with a sequence of global states 
in G. The run r represents a complete description 
of how the system's global state evolves over time. 
r(0) describes the initial global state of the system in 
a possible execution, r ( l ) describes the next global 
state, and so on. If r{m) •= {se,Si,..,Sn), then we 
define r[e](m) = Sg and r[i](m) = Si,ior i = l , . . ,n. 
A pair {r,m), where r is a run and m is time, will 
be called a point. We shall say that a global state 
r{nn) = (se,si,••,««) is the global state at the point 

{r,m). We shall also identified the point (r, m) with 
the global state r{m). Note that r[i]{m) = Sj is the 
local state of the agent i at the (global) state r{m). 
A system R over G is a set of runs over G. The 
system R models the possible behaviors of the system 
being modeled. The intuition that the system being 
modeled has some behaviors can be captured by the 
requirenment that the set of runs R be nonempty. 

3 Knowledge and temporal 
operators 

We assume that we have a set P of primitive 
propositions, which we can think of as describing 
basic facts about a system R . Let I be an inter-
pretation for the propositions in P over G , which 
assigns thruth values to the primitive propositions 
at the global states. Thus, for every p £ P and 
s € G,I[s]{p) e {true,false}. An interpreted system 
IS is a pair (R, I) . Now, we define knowledge in 
an interpreted system IS . Let IS — {R,I) be an 
interpreted system. A Kripke structure for IS , 
denoted M{IS) = (5,7, fci, ..,fc„), is defined in a 
straightforward way. S = {r(m)|r e R,m e N}, 
that is, S is the set of the global states at the 
points {r,m) in the system R. The possibility 
relations ki,k2,..,kn are defined as follows. Let 
r(m) = (se,si , . . ,s„), r'{m') = (s^,«!, ..,s^) be global 
states in S. We say that r{m) and r (m ) are indis-
tinguishable to agent i iff Sj = s^. Thus, the agent i 
has the same local state in both r{m) and r (m). We 
define ki = {{r{m),r (m )) 6 5 x 5 | r{m) and r (m) 
are indistinguishable to agent i},i = l ,2, . . ,n. Ac-
cordingly, {r{Tn),r (m )) e fej iff 
There is no the possibility relation kg for the environ­
ment because we are not usually interested in what 
the environment knows. Now, it is evident what it 
means for a formula F in LK to be true at a state 
r(m) in an interpreted system IS. For instance, we 
have (75, r(m)) |= p iff 7[r(m)](p) = true, for ali 
peP. 
(75,r(m)) \= Ki{F) iff (75 , / (m ' ) ) ^ F for ali 
r {m) e 5 such that {r{Tn),r {m)) £ ki. The 
modal operators K i, i = l , . . ,n are called knowledge 
operators. We say that a formula F in LK is valid 
in an interpreted system IS, denoted 75 |= F , iff 
(75, r(m)) |= F for ali r{m) G 5. Let us note that 
we do not assume that the agents compute their 
knowledge in any way, or that they can necessarily 
answer questions based on their knowledge. We 
interpret knowledge as an external one, ascribed to 
the agents by someone reasoning about the system. 
To be able to make temporal statements, we extend 
our language LK by adding temporal operators, 
which are new modal operators for talking about 
time. This language will be denoted by LKT , and 
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will be used for reasoning about events that happen 
along a single run r in the system R. We define here 
five temporal operators for the future: o (next), 
n(always), O (eventually), U (until), W (waiting-for 
or unless); and five temporal operators for the past: o 
(previously), • (has always been), ^ (once), S (since), 
and B (back-to). 

Future Operators 

The Next Operator o 
If F 6 LKT, then so is oF. 
oF, read next F, is defined by 
(75, r (m)) [= oF iff {IS,r{m + 1)) |= F. 
Thus, o F holds at state r{m) iff F holds at the next 
State r{m + 1). 

The Always Operator D 
If F € LKT, then so is OF. 
OF, read always F, is defined by 
{IS,r{m)) 1= DF iff (75,r(m')) f= F for ali m > m. 
Accordingly, D F holds at state r{m) iff F holds at 
state r{m) (now) and at aH later states. 

The Eventually Operator O 
If F e LKT, then so is OF. 
<^F, read eventually F, is defined by {IS,r{m)) \= OF 
iff {IS,r{m')) \= F for some m' > m. Thus, 0^^ 
holds at state r{m) iff F holds at state r{m,) or some 
state in the future. 

The Until Operator U 
If F € LKT, then so is F W F . 
F U Fi, read F until Fi, is defined by 
{IS, rim)) \= FUFi iff (75, r(m')) |= F^ for 
some m >m and {IS,r{m )) [= F for aH m with 
m <m < m . 
The until formula F U Fi predicts the eventual 
occurrence of Fi and states that F holds continuously 
at least until the first occurrence of Fi. 

The Unless (Waiting-for) Operator W 
If F e LKT, then so is F 1 ^ Fi . 
FW Fi, read F unless Fi , has the foHowing semantics. 
{IS,r{m)) | = F P F F i iff 
(7S,r(m)) 1= FZYFi or (75, r (m)) \= DF. 
Thus, the formula F WFi expresses the property that 
F holds continuously either until the next occurrence 
of Fi or throughout the sequence of states. Note 
that our interpretation of oF makes sense because 
our notion of time is discrete. AH the other temporal 
operators make perfect sense even for continuous 
notions of time. 

Past Operators 

We have seen that a future fomula describes a 
property holding at a sufRx of the state, lying to the 

right of the current state, that is, a future formula 
at the state r{m) describes a property of the states 
r{m),r{m + 1),... Each of the future operators has 
a symmetric counterpart called the past temporal 
operator. A past formula describes a property of a 
prefix of the state, lying left to the current position, 
that is, a past formula at the state rim) describes a 
property of the states r(0) ,r( l) , ..,r(m - l ) , r (m). 

The Previous Operator o 
If F 6 LKT, then so is «F, read as previously F . Its 
semantics is defined by 
(75,r(m)) |= oF iff m > O and 
{IS,r{m-l))^F. 
Thus, oF holds at state r{m) iff r{m) is not the first 
state in the run r and F holds at state r(m — 1). In 
particular, oF is false at state r(0). This operator 
makes sense because our notion of time is discrete. 
AH the other past temporal operators make perfect 
sense even for continuous notions of time. 

The Has-always-been Operator • 
• F G LKT if F G LKT. It is read has always been 
F, and defined by 
(75,r(m)) |= B F iff (for aH m',O < m' < 
m)[{IS,r{m'))^F] 
Thus, HF holds at state r{m) iff F holds at state 
r{Tn) and aH preceding positions. 

The Once Operator ^ 
If F G LKT, then so is • F , read once F. Its se­
mantics is defined by {IS,r{m)) \= • F iff (for some 
m',0 < m' < m)[(75,r(m')) \= F]. Accordingly, • F 
holds at state r{rn) iif F holds at state r{m) or some 
preceding state. 

The Since Operator 5 
F 5 F 1 G LKT if F,Fi G LKT. It is read as F 
since FI and defined by {IS,r{m)) \= F 5 F 1 iff (for 
some m ,0 < m < m)[(75,r(m )) |= Fi] and (for 
aH k,m! < k < m)[{IS,r(k)) \= F] . Thus, F 5 F i 
states that Fi has happened in the past and F has 
held continuously from the state following the last 
occurrence of Fi to the present. 
The Back-to Operator B 
FBFl G LKT if F ,Fi G LKT. It is read F 
back to Fi and defined by (75, r (m)) |= FBFi 
iff (75,r(m)) |= F5F i or (75,r(m)) ^ 'F. The 

. operator B provides a weaker version of the since 
operator 5. Thus, the formula FBFi states that 
F holds continuously at aH states preceding and 
including the present, or Fi has happened in the past 
and F has held continuously from the state of the last 
occurrence of Fi to the present. 
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4 Agent Properties 
In this chapter, we consider some important agent 
properties. These properties relate the knowl-
edge of two agents. In the following proposi-
tions, we shall use the set 5[j, r ] (m) defined by 
S[j,r]{m') = {riimi)\{r{m'),ri{mi)) e kj}. Thus, 
S\j,r]{m ) is the set of the states in S that agent j 
considers possible in state r{jn). Also, F S LKT is 
an arbitrary formula in LKT. 

Proposition ( more knowledgeable ) 
liS[j,r]{m) C S[i,r]{Tn), then 
iIS,rM)\=Ki{F)^KjiF). 

Proposition ( more knowledgeable ) says that at 
state r(m) agent j knows F if agent i knows F, under 
the condition that S[j,r]{m) C S[i,r]{m) holds. We 
can say that agent j is more knowledgeable than 
agent i if the stated premise is true. 
In the rest of this chapter, we first state past 
propositions, and after that future propositions. 

Past Propositions 

Proposition (•) 
If S[j,r]{m - 1) C S[i,r]{m), then 
{IS,r{m))\=Ki{F)^.{Kj{F). 

The proposition states that at state r{Tn) agent 
j previously knew F if agent i knows F, under the 
condition that S\j,r]{m — 1) C S[i,r]{m) holds. 

Proposition (•) 
If (for some m , O < m < 171)151},r]{m) C 
S[i,r]{m)l then {IS,r{m)) \= Ki{F) ^ 
iKj{F) 

Proposition (•) says that at state r{m) agent j has 
known F if agent i knows F, under the condition that 
(for some m , O < m < m)[S[j,r]{Tn ) C S[i,r]{m)] 
holds. 

Proposition (•) 
If (for ali m , O < m < m) 
[S[j,r](m')C (5[i,r](m)], then 
{IS,r{m))\=KiiF)^mKj{F). 

Proposition ( • ) says that at state r^m) agent j has al-
ways known F if agent i knows F, under the condition 
that (for ali m , O < m' < m)[S[j,r]{m') C S[i,r]{m)] 
is true. 

Proposition (5) 
(for ali rim) G S)[{IS,r{m)) \= Ki{F) ^ 
Kj{F)SKi{F). 

Proposition (5) states that the formula 
KiiF) =^ Kj{F)SKi{F) is vahd in IS = {R,I). 

Proposition (B) 
(for ali r{m) e 5)[(/5,r(m)) \= Ki{F) ^ 
Kj{F)BKi{F). 

Thus, the formula Ki{F) 
v a l i d i n / 5 = (R,!). 

=> KjiF)BKi{F) is 

Future Propositions 
Proposition (o) 
If S[j,r]{m + 1) C S[i,r]{m), then 
{IS,r{m)) \= Ki{F) ^ oKjiF). 

Proposition (o) states that at state r{m) agent 
j will know F in the next step if agent i knows F, un­
der the condition that S[j, r](m-l-l) C S[i, r]{m) holds. 

Proposition (<()) 
If (for some m > m)[SlJ,r]{m ) C S[i,r]{m)], 
then (/5,r(m)) |= Ki{F) =^ OiKj{F). 

Proposition (0) says that at state r{m) agent j will 
eventually know F if agent i knows F, under the condi­
tion that (for some m > m)[SlJ,r]{m ) C 5[i,r](m)] 
holds. 

Proposition (D) 
If (for ali m' > m)[S[j,r]{m') C S[i,r]{m)], 
then {IS,r{m)) \= Ki{F) =• mKj{F). 

Proposition (D) says that at state r(m) agent j 
will always know F if agent i knows F, under the con­
dition that (for ali m > m)[S[j,r]{m ) C 5[i,r](m)] 
holds. 

Proposition (U) 
If (for some m € {m,m+ l})[S[j,r]{m) C 
S[i,r]im)], then {IS,r{m)) |= Ki{F) => 
KiiF)UKj{F). 

Thus, the formula Ki{F) => Ki{F)UKj{F) 
holds in {IS,r{m)) if the condition (for some 
m € {m, m-t- l})[S[j, r](m ) => 5[«,r](m)] holds. 

Proposition iyV) 
If [(for some m G {m,m-\-1}) 
[5[j,rKm')CS[i,r](m)] or 
(for ali m > m)[S[j,r]{m') C (S[i,r](m)]], then 
{IS,r{m)) ^ Ki{F) => Ki{F)WKj{F). 

Thus, the formula Ki{F) =» Ki{F)WKj{F) 
holds in {IS,r{m)) if the condition [( for some 
m' e {m,m + l})[S[i,r]{m) C S[i,r]{m)] or (for ali 
rn > Tn)[S[j,r]{m') C S[i,r]{m)]] holds. 

5 Conclusions 
We have considered some important agent properties 
in multi-agent systems. These properties relate the 
knovvledge of two agents, and can be very helpful if 
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we analyze the respective multi-agent system. We 
have stated Proposition ( more knowledgeable ), the 
past propositions: Proposition (•), Proposition (•), 
Proposition ( • ) , Proposition (S), and Proposition 
(B) ; and the future proposition: Proposition (o), 
Proposition (^), Proposition (D), Proposition {K), 
and Proposition (VV). The proofs of ali the proposi­
tions are given in the Appendix. 

A P P E N D I X 

Proof (Proposi t ion (more knowledgeable)) 
Assume U : S[j,r]{m) C S[i,r]{m). We would 
like to show {IS,r{m)) \= Ki{F) ^ Kj{F). Sup-
pose V : {IS,r{m)) \= Ki{F). We have to show 
{IS,r{m)) \= Kj{F). Let ri{mi) e 5 be an arbitrary 
State such that {r{'m),ri{mi)) £ kj. We need to prove 
{IS,ri{mi)) \= F. Prom (r(m),rj(mj)) e kj it follows 
^i("ii) G S[j,r]{m). We have (by the assumption U) 
ri{mi) e S[i,r]{Tn). Therefore, {r{'m),ri{mi)) G ki. 
Because V holds, we obtain {IS,ri{mi)) \= F. Ac-
cordingly, we have (75,r(m)) |= Kj{F), as desired. 

P roof (Proposi t ion (•)) 
Assume Ul : S[j,r]{m - 1) Q S[i,r]{m). We would 
like to show (/5,r(m)) ^ Ki{F) => •KjiF). 
Assume VI : {IS,r{Tn)) \= Ki{F). We 
have to show (IS,r{m)) \= •Kj{F), that is, 
{IS,rim - 1)) 1= Kj{F). Let ri{mi) € 5 be an 
arbitrary state such that {r{m — l),rj(mi)) e kj. 
It follows ri{mi) G S[j,r]{m — 1). We have (by 
the assumption Ul) ri{mi) £ S[i,r]{m). There­
fore, (r(m),rj(mj)) G ki. Because VI holds, we 
have ( /5 , ri(mj)) \= F. Consequently, we have 
{IS, r{m - 1)) t= Kj{F), as we wanted to show. 

Proof (Proposi t ion (•)) 
Assume U2: (for some m ,0 < m < 
"i)[5'[j,r](m ) C S[i,r]{m)]. We would like to 
show {IS,r{m)) \= Ki{F) => ^Kj{F). Assume 
V2 : {IS,r{m)) \= Ki{F). We have to show 
{IS,r{m)) \= iKj{F). Let m',O < ni < m, 
be such a point that (by the assumption U2) 
U2' : S\j,r]{Tn') C S[i,r]{m) holds. We shall 
prove {IS,r{m')) \= Kj{F). Let ri{mi) G 5 be 
an arbitrary state such that {r{m ),ri{mi)) G kj, 
that is, Tj (m j) G S[j,r]{m). It follows (by the 
assumption U2) ri{mi) G S[i,r\{m). Therefore, 
(r(m),ri(mj)) G ki. We obtain (by the assumption 
V2) (75,ri(mj)) |= F. Consequently, we have 
{IS,r{m)) \= Kj{F), that is, (75,r(m)) |= ^Kj{F)., 
as desired. 

Proof (Proposi t ion (•)) 
Assume U3: (for ali m ,0 < m < 'm)[S[j,r]{m ) C 
S[i,r]{m)]. We would like to show {IS,r{m)) [= 

Ki{F) => mKj{F). Assume V3: (75,r(m)) |= Ki{F) 
. We have to show {IS,r{m)) \= mKj{F). Let m' be 
an arbitrary point such that O < m < m. We need to 
prove {IS,r{m)) j= Kj{F). Let ri{mi) G 5 be an ar-
bitrary state such that {r{'m),ri{mi)) G kj. We have 
to prove {IS,ri{mi)) \= F. Prom {r{m),ri{mi) G kj, 
it follows ri{mi) G S\j,r\{m). We have (by U3) 
ri{mi) G S[i,r]{m). Therefore, (r(m),rj(mi)) G ki. 
We have (by V3) {IS,ri{rni)) (= F. Conse-
quently, we obtain {IS,r{m')) \= Kj{F), that is, 
{IS,r{m)) \= UKj{F), as we wanted to show. 

Proof (Proposi t ion (5)) 
We shall prove that the formula Ki{F) => 
Kj{F)SKi{F) is valid in IS = (7?,7). Let 
r{m) G 5 be an arbitrary state. We have to 
prove (75,r(m)) |= Ki{F) ^ Kj{F)SKi{F) As­
sume V4: {IS,r{m)) |= Ki{F). We need to show 
{IS,r{m)) \= Kj{F)SKi{F), that is, (for some 
m',O < m < m)[{IS,r{m)) \= Ki{F)] and (for 
ali m ,m' < m" < m)[{IS,r{m")) |= Kj{F)]. It 
is easy to see that if we take m = m, then we 
have (75,r(m)) [= Ki{F) (by V4), and (for aH 
m ,m < m < m)[{IS,r{m )) |= Kj{F)] (because 
the requirenment that K j {F) holds at ali states 
r{Tn ), such that m <m < m, is fulfilled vacuously. 

Proof (Proposi t ion {B)) 
We would like to show that the formula 
Ki{F) ^ Kj{F)BKi{F) is valid in 75 = {R,I). 
Because we have proved that the formula 
7̂ :̂ (7̂ ) =^ Kj{F)SKi{F) is valid in 75 = {R,I), 
and because (75,r(m)) \= Kj{F)BKi{F) iff 
(75,r(m)) ^ Kj{F)SKi{F) or (75,r(m)) ^ mKj{F), 
it follows that the formula Ki{F) ^ Kj{F)BKi{F) is 
valid in 75 = {R, 7) too. 

Proof (Proposi t ion (o)) 
Assume U5: S[j,r]{m -I- 1) C S[i,r]{m). We would 
like to show (75,r(m)) |= Ki{F) => oKj{F). As­
sume V5: (75,r(7n)) |= Ki{F). We have to prove 
(75,r(m)) 1= {Kj {F), that is, (75,r(m-M)) |= Kj{F). 
Let ri{mi) G 5 be an arbitrary state such 
that {r{m + l),ri{mi)) G kj. It follows 
ri{mi) G S[j,r]{m + 1). We have (by U5) 
Tiimi) G S[i,r]{m). Therefore, {r{m),ri{mi)) G ki. 
We obtain (by V5) {IS,ri{mi)) \= K j {F). Accord-
ingly, we have {IS,r{m + 1)) 1= Kj{F), that is, 
{IS,r{m)) \= {Kj{F), as we wanted to show. 

Proof (Proposi t ion (0)) 
Assume U6: (for some m > m)[S\j,r]{m) C 
S[i,r]{m)\. We would like to show {IS,r{m)) |= 
Ki{F) ^ <>Kj{F). Assume V6: (75,r(m)) 1= Ki{F). 
We have to show (75,r(m)) t= {Kj{F). Let 
m > m be such a point that (by U6) U6': 
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SlJ,r](Tn) C S[i,r]{m) holds. We shall prove 
{IS,r{m')) \= Kj{F). Let ri{mi) G 5 be an 
arbitrary state such that {r(m),ri{mi)) e kj, 
that is, ri(mj) € S[j,r]{m'). We have (by U6') 
fiimi) € S[i,r]('m). Therefore, {r{m),ri{mi)) G ki. 
^From V6 it follows {IS,ri{mi)) [= F. Conse-
quently, we have ( /5,r(m')) |= Kj{F), that is, 
( /5,r(m)) 1= OKj{F), as desired: 

Proof (Proposition (D)) 
Assume U7: (for aH m > m)[S[j,r]{m') C S[i,r]{m)]. 
We would like to show {IS,r{m)) |= /^^(F) ^ 
DKj{F). Assume V7: (/5,r(m)) |= Ki{F). 
We have to prove (/5,r(m)) |= •/^^•(i^). Let 
m > m be an arbitrary point such that U7': 
S\j,r]{m) C 5[i,r](m) holds. We need to show 
{IS,r{m')) \= Kj(F). Let ri{mi) G 5 be an 
arbitrary state such that {r{m ),ri{mi)) G kj, 
that is, ri{mi) G 5[j,r](m'). We have (by U7') 
^iimi) G S[i,r]{m). Therefore, {r(m),ri{mi)) G fc^. 
We obtain (by V7) {IS,ri{mi)) |= F. Thus, we have 
(75,r(m')) f= ii:j(F), that is, {IS,r{m)) |= nii:j(F), 
as desired. 
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Proof (Proposition (W)) 
Assume U8: (for some m G {m,m + 
'^})[S[j,r]{rn) C S[i,r]{jn)]. We would like to 
show (/5,r(m)) \= Ki{F) => Ki{F)UKj{F). As­
sume V8: {IS,r{m)) \= Ki{F). We need to 
show (IS,r{m)) |= Ki{F)UKj{F), that is, (for 
some ni > m)[{IS,r{m')) \= Kj(F)] and (for 
ali m",m < m" < m')[(IS,r{m")) \= Ki{F)]. 
Let m G {171,171 + 1} be such a point that (by 
U8) U8': S[j,r]im') C S[i,r]{m) holds. We 
shall show that {IS,r{m')) \= Kj{F) and (for 
aH rri',m < m" < m)[{IS,r{m')) \= Ki{F)]. 
Let ri{mi) G 5 be an arbitrary state such that 
(r(m'),T-i(mi)) G kj, that is, ri{mi) G S[i,r]{Tn). 
We have (by U8') ri{mi) G S[i,r]{m), that 
is, {r{m),ri{mi)) G h. It follows (by V8) 
{IS,ri{mi)) [= F. It means that {IS,r{rn)) \= Kj{F) 
holds. Because m G {m,m + 1}, that is, 
m' = m or m = m -I- 1, we have that VR: (for 
ali m",m < m" < m')[(IS,r{m")) \= Ki{F)] holds. 
Namely, if m = m, then VR is fulfilled vacuously, 
and if m' = m + 1, then VR is reduced to V8. 
Proof (Proposition {W)) 
Assume U8 (from Proposition {Ki => KiUKj)) or U9: 
(for ali ni > ni)[S[i,r]{ni) C S[i,r]{m)]. We would 
like to show {IS,r{m)) \= Ki{F) ^ Ki{F)WKj{F). 
Assume V9: {IS,rini)) \= Ki{F). We have to prove 
(W): {IS,r{m)) |= Ki{F)WKj{F). Because (W) iff 
{IS,r{m)) \= Ki{F)UKj{F) or {IS,r{m)) \= nKi{F), 
we have (by U8 or U9) that (W) holds, as we wanted 
to show. 
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In some cases, we may End difEculties oi inconveniences in representing rules in conventional logic, 
or sometimes the logical expressions are too complex. This paper gives two difFerent kinds ofnew 
approaches to solve this problem. Firstly, we integrate the conjunction and disjunction using 
only one O A predicate Am • Secondly, by using extended predicates. As a consequence, an easier 
inference mechanism is introduced. Compared to the conventional logic and Prolog knowledge 
representation method, this approach enables us to greatly simplify an expression, and save a 
considerable amount of tirne and space in knov/ledge processing. It had been successfully applied 
in developing a speciBc knowledge representation language: MKL (Meteorological Knowledge 
representation Language). 
The MKL has been applied in building a number of practical weather forecasting expert systems 
including the WMES I and II, the Wuhan heavy rain forecasting expert systems. Some of the 
systems have been in operation since 1985. On average, the predictive accuracy rate of the 
systems are very competitive with that made by a human domain expert. In ali of these systems, 
the knowledge is provided by human experts and encoded using MKL. We expect that an MKL-
based learning system can be developed for the automatic discovery of weather forecasting rules, 
and an MKL-based comprehensive system integrating learning, forecasting, data and knowledge 
applications can be further built. 

1 Introduction edge with FOL. Therefore, several extended logics 
based on FOL were developed [12] [15, 16] [14, 3, 6]. 

Knowledge representation (KR) has traditionally been These extended logics include multi-valued logic, fuzzy 
thought of as the heart of artificial intelligence[2], and logic, modal logic, matrix logic etc. Some recent work 
first order logic(FOL) is the key to the heart. Unfor- in automated reasoning has further developed descrip-
tunately, in some cases, it was not always convenient tion logics[10, 1]. 
to represent some kinds of rules. This caused a new For the purpose of improving knowledge represen-
extension to the nrst order logic. tation in logical expressions, we introduced another 

First order logic, also called predicate calculus, is a extension to conventional logic, which integrates two 
formal language used to represent relations amongst FOL connection operations, conjunction and disjunc-
objects and to infer new relations from existing ones. tion, with a single O A predicate Am- In the term O A 
It may be viewed as a formal language used to trans- predicate the O stands for logical connective OR and 
late EngUsh sentences and to deri ve new sentences the A for AND. This new extended logic is called 
from known ones[ll]. FOL is also called a classical, Argumented Predicate logic which can be applied to 
conventional or formal logic. solve some common logical representation problems in 

Usually first order logic plays a basic role in formal many areas such as, knowledge representation, infor-
approaches to knowledge representation (KR). Espe- mation retrieval, functional programming and logical 
cially, FOL is very important in applications of arti- programming. The original contribution of this ap-
ficial intelligence, such as rule based expert systems, proach is that it can (1) integrate two FOL connection 
theorem proving, and natural language understanding. operations as one, (2) extend the logical operations 

However, many difficulties arise in expressing knowl- AND and OR to the level where the logical opera-

mailto:hdai@cs.une.edu.au
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tion lies between disjunction and conjunction, and (3) 
significantly reduce logical operation tirne, and speed 
up logical inference. This approach also ušes various 
functional representations to represent logical opera-
tions with arguments. In this way, it is easy to handle 
problems, such as, to satisfy m conditions amongst 
many conditions. 

In Section 2 we pose two problems which are dif-
ficult to handle with the conventional FOL. In Sec­
tion 3 we describe a new method which ušes Argu-
mented FOL to solve the proposed problems, and we 
present the corresponding laws, lemmas and theorems 
of the argumented predicate approach. In Section 4 
we look at an implemented application for the purpose 
of domain knowledge representations in Meteorologi-
cal Knowledge Language(MKL). In section 5 we give 
a comparison between our Argumented predicate ap­
proach and other knowledge representation methods, 
e.g. conventional FOL. In the conclusion, we point out 
some further researches and applications. 

2 Special Needs in Domain 
Knowledge Representation 

Using deep domain knowledge is one of the key points 
in the research frontier of knowledge based systems[2]. 
Domain knowledge representation is the kernel of do­
main knowledge discovery and its applications. The 
two problems we will indicate in this section are the 
two typical problems in some domain knowledge rep­
resentation. 

Problem 1. m-out-of-n problem 

We also call the m-out-of-n problem the Condition-
Arbitrary-Selection problem. 

Definition 2.1 m-out-of-n problem 
A problem is called an m-out-of-n problem if it is re-
guired to represent a rule that for n given goals, if at 
least any m (m < n) out of n are true, then the final 
goal is achieved. 

In general, this problem could be described as: suc-
ceed if at least any m ofn goals are true. Suppose that 
we have n logical expressions, say, 

61 ,62 , , e „ 

and we expect to represent a rule say, 

Rule 2.1 / / any m{m < n) of the n expressions hold 
true, then ri holds. 

where, r i is the consequence. If we represent 
RULE 2.1 in conventional first order logic, it could 
be represented as. 

(e i A 62 . . . CTO-I A Cm) v ( d A 62 . . . Bm-l A Cm+l) V . . 

(6i A 62 . . . Cm-l A e „ ) V (62 A 63 . . . em A Bm+l) V . . . 

(62 A 63 . . . em A 6„) V . . . V 

i^n-m+l A en-m+2 • • • e n - 1 A e „ ) ''I (1) 

This expression is found to be very inconvenient and 
too complex as there are too many redundancies. In 
this expression, the connective A occurs (m — 1)(™) 
times. Each ej (1 < i < e) occurs (^Ii) times and 
connective V occurs (™) — 1 times. 

An improved expression is available which is called 
Polish Prefix Notion (PPN). In PPN, the m-out-of-n 
problem could be represented as, 

V ( A ( 6 I , 6 2 , . . . ,em),A(ei,e2,. . . ,6m_ 1,6^-1-1), 

. . . ,A(ei,62, . . . ,em-i ,e„) , 

A(e2,e3,... ,em,em+i),--- ,A(e2,63,.. . ,6m,e„) , . . . , 

A(e„_m+i,en-m+2,--- ,e„_i,e„)) = > ri (2) 

In the expression (2), the connective A occurs (JJ*) 
times. Each 6j occurs the same times as in expression 
(1), and the connective V occurs once only. 

Now we consider this problem first: is it possible 
to find an equivalent expression, in which only one 
predicate is used and each 6, (1 < i < e) only occurs 
once? The answer is positive, and this will be dealt 
with in the following sections. 

In practice, let us take the logical programming lan-
guage PROLOG as an example. In PROLOG, by us­
ing atJeast(M, [Goals...]) expression, which is true 
when at least M of the Goals are true. In this way the 
m-out-of jn problem could be represented as, 

at_least(M, Goals) :-
integer(M), 
M >= O, 

length(Goals, N), 

M =< N, 

at_least(M, Goals, N). 

at_least(0, _, N) :- !. 
at_least(M, [GoalIGoals], N) :-

call(Goal), 

Ml is M - 1, 

NI is N - 1, 
at_least(Ml, Goals, NI). 

at_least(M, [_IGoals],N) :-
NI is N - 1, 
M =< Ni, 
at_least(M, Goals, NI). 
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To insist that at least 2 of three goals succeed, we 
might write 

r l (X) 
a t _ l e a s t ( 2 , [p(X), q(X)]), 

It is obvious that the representation is not as simple 
and cleax as we desired. So we should find a better 
way to solve this problem. 

Problem 2. Two-Bound-Relation 
Problem 

Definition 2.2 Two-Bound-Relation problem 
A problem is called a Two-Bound-Relation problem if 
it is reguired to represent that far tuio given bounds a 
and b, there are n variables which lie betvueen them. 

Supposethat wehavenarguments, say, xi,X2,- • • ,Xn, 
and two constants (or arguments) a and b. We are 
required to represent a rule as, 

Rule 2.2 If ( a <= xl <= b) and 
( a <= x2 <= b) and 

( a <= xn <= b) 
Then r 2 . 

In first order logic, it could be represented as, 

((a < a;i) A (a;i < 6)) A . . . 

. . . ((a < Xn) A {xn < b)) = > r2. (3) 

In this expression the connective A occurs 2n — 1 
times, the relational operator < occurs 2n times and 
the two bonds a and b occur n times respectively. In 
PPN approach, it could be represented as, 

A(< ia,xi),< {xi,b),... , < {a,Xn),< {xn,b)) 

^2 (4) 

In this PPN expression, the connective A occurs only 
once, but the relational operator ' < ' occurs 2n times 
and the a and b happen n times each. 

Now, a similar question arises: can we use just one 
predicate instead of 2n - 1 times of A, and just 2 re­
lational operators instead of 2n relational operators, 
and two bounds a, b only once, instead of n times? 
This is the problem we are going to solve. 

How can this tivo.bond problem be processed in re-
cent knowledge processing tools then? We will give a 
method of meeting these requirements. For the specific 
example a = 1, b = 10, and 3 variables, in PROLOG, 
it could be represented as. 

r2(Xl , X2, X3) : -
1 =< XI, XI =< 10, 
i =< X2, X2 =< 10, 
1 =< X3, X3 =< 10. 

This expression is almost the same as expression (3). 
There is a library predicate called between/3. 

between{Variable, LowerBound, UpperBaund) 

This PROLOG expression means that 

LouierBound < Variable < UpperBaund 

in which, LoiuerBound, UpperBaund and Variable are 
ali integers. By using between(Variable, LoiverBound, 
UpperBound) , the problem can be solved for its first 
argument. So, 

r2(Xl, X2, X3) :-
between(Xl, 
between(X2, 
between(X3, 

1, 10), 
1, 10), 
1, 10). 

has 1000 possible answers. Or alternatively, it could 
be represented as, 

r2 : -
vari(Xl), between(Xl, 1, 10), 
var2(X2), between(X2, 1, 10), 
var3(X3), between(X3, 1, 10). 

In this expression the 3-ary relational predicate be­
tvueen occurs n times, so do the lower bound and the 
upper bound. And the logical connective and occurs 
implicitly n — 1 times. 

Obviously, these expressions are not what we ex-
pected. None of them could express either of the two 
problems using only one operator, and either of the 
operands could appear only once. In the next section, 
we will give a method which meets these requirements. 

3 Argumented Predicate 
Approach (APA) 

To solve the problems which we raised in §2, we suggest 
a new method of handling the difiiculties. First, let us 
give the definition of the argumented predicate. 

Definition 3.1 Argumented Predicate. A pred­
icate is called an Argumented predicate if there is at 
least one argument attached to the predicate. 

In the Argumented predicate approach each of the 
above two rules can be simply represented as one very 
short and clear statement. 

For the m-out-of-n problem, the expression (1) 
could be simply represented as. 

Am{ei,e2,-..en) => rl. (5) 
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For the second problem, i.e, the Two - Bound — 
Relation Problem, we may write the expression (3) 
as follows, 

A2{Gea,Leb){xi,X2,... ,a;„) = ^ r 2 . (6) 

In the specific example for n=3 , we have the folIowing 
expression, 

A2{Gei,Lew){xi,X2,X3)=i^r2. (7) 

3.1 Integration of disjunction and 
conjunction 

Definition 3.2 n-overlapped predicate 
An Argumented predicate is called an n-overlapped 
predicate, if there are n argumenta (some of them may 
be constants) attached to the Argumented predicate. 

An 0-overlapped predicate is a conventional predicate. 
In formula (5), Am is a 1-overlapped Argumented 

predicate in which A is a, predicate and m is an at­
tached argument to the predicate A. For instance, in 
the problem of m out n, the one attached argument 
is m(in the general čase, it is a constant). >0 {y) 
and >0 {xi,X2,X3) are ali 1-overlapped Argumented 
predicate functions and /3 is an attached argument. 
In which, >p (y) is a l-ary 1-overlapped Argumented 
predicate function, and >/? (a;i,a;2,a;3) is a 3-ary 1-
overlapped Argumented predicate function. BTa,(3{x) 
is a 2-overlapped Argumented Predicate function. 

Lemma 3.1 Transformation Law 
Let P(x,y) be a 2-ary conventional predicate function. 
It can be transformed into a l-ary Argumented predi­
cate function, denoted as Bp (a). Such that, 

P{x,y) = B0{a) (8) 

where the Bp is a 1-overlapped Argumented predi­
cate with its argument p, and the a £ {x,y}. In 
the special čase, (3 could be a constant. In general, 
j3 e {{x,y,r,} - {a}} , r is a constant. 

In conventional predicate logic, "John is the son of 
James" is represented as 

Son-of{John, James) 

By 1-overlapped Argumented predicate, it could be 
represented as, 

Son.ofja^,,{John) 

Theorem 3.1 Extended Transformation 
Law An n-ary conventional predicate function 
P{xi,X2,--• ,Xn) can be transformed into an (n-
l)-overlapped l-ary argumented predicate function 
BQi,a2,...,«„-!(2;), such that, 

P\X\,X2,... ,Xn) — l3ai,Qf2... .»n- i l - ' ' ) 

where x e {xi,X2,--- ,a;„}. 

(9) 

Proof; 
Suppose that a possesses B feature, according to the 

predicate logic, it could be represented as B{a). 
For a 2-ary conventional predicate function P(x,y), 

first, we let x stipulate n specific objects 

Thus, Mpi£A = {/3^,P^,... ,/?„}, (1 < i < n), we get 
B{a,Pi){i = 1,2,... ,n) . We take 0i out of £(«,/3^) 
and form an argumented predicate Bp.. Then, we have 
an argumented predicate function 

% ( a ) (z = l , 2 , . . . , n ) (10) 

This new expression is equivalent to S (a , / ? J . We 
only change the form of the expression. Assume that 
the object domain of 0 is Ao. Let A-^ Ao, thus. 

Bnm^^AoPiioi) =B0{a) (11) 

Thus, we transformed a 2-ary predicate function 
B{a,Pi) into a l-ary argumented predicate function 
B0{a). 

According to the inductive principle, repeat the pro­
cedure as above, we get, 

- r ( X i , X2, • • . , Xn) — i j a i , a2 , . . . , a„_i {X) (12) 

D 

Corollary 3.1 Transformation Law. 
An n-ary conventional predicate function 
P{xi,...,Xn) can be transformed into an m-
overlapped (n-m)-ary argumented predicate function 
in the form of Baj^... ^am {Pi,-.-,P n—m)' such that. 

P{xi,... ,Xn) ,ar.iPl,---,l3n-m) (13) 

Among the Argumented predicates we introduced, 
there are two special cases which are the most sig-
nificant. The first one is the one-overlapped Argu­
mented predicate Ai, which is called an O A pred­
icate. The second one is the combined Argu­
mented relational predicate in the general form of 
AiiOP'^^K,OP^^^0)ii = l ,2) ,wheretheOPW,i = 1,2 
are argumented relational predicates, such as ^2(> 
16,<90). 

Similarly we can extend Lemma 3.1 to any n — ary 
conventional predicate function. We can transform it 
from 1 - overlapped argumented predicate function to 
(n — 1) — overlapped argumented predicate functions. 

Definition 3.3 OA Predicate 
An argumented predicate Ai is called an O A predicate 
if, 
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1. Ai can and only can act upon n conditional ex-
pressions ei,e2, ,6^ i.e., 

A(ei ,e2 , ,e„) 

which is denoted as Li. In which, i is any integer. 
Li is a logical expression. The čase when i is a 
negative integer uiill be discussed after we intro-
duce the defective restriction in Definition 3.5. 

2. The truth value of the expression Li = 
Ai(ei,e2, ,€„) is defined as follouis, 

Li = < 

true iff at least any i of n expressions 
61,62, ,e„ are true 

false otherviise 
when j G {1 ,2 , . . . ,n} 

(14) 

Lemma 3.2 Properties 
According to the definition ofOA Predicate, we can de-
rive four significant special properties of the O A pred­
icate Ai: 

1. i < O, Ai{ei, ...,e„) = 1, in this čase, none of the 
conditions is necessary. 

2. i = 1, ^j(ei, . . . ,6„) = ^i(ei , . . . ,e„) = 
V(ei, ...,e„), any one of the conditions is needed. 

3. i = n, ^„(ei , . . . ,e„) = A(e i , . . . , e„ ) = 
A(6i,...,e„), ali the conditions must be met. 

4- i > n, .4i(6i, ...,e„) = O, ali the n conditions plus 
i — n hidden conditions must be satisfied. 

i,Prom the above Definition 3.3 and Lemma 3.2, we 
find that the disjunction V and conjunction A are only 
two special cases of O A predicate Ai when i= l and 
i=n. That is to say, Ai = V, An = A. In the following 
example we will use Ai and A2, or any Ai. There-
fore, the OA predicate Ai is regarded not only as an 
integration but also as an extension of disjunction and 
conjunction. 

A l 

OA axis 

Figure 1: Illustration of O A axis 

If we denote 3?(a) the restriction degree of predicate 
a, then we have the following relation 

3?(V) < UiAi) < SR(A) (15) 

No 
1 
2 
3 
4 

Predicate p 
Not 
V 
A 

. / i j 

Restriction Value 5R(p) 
n 
1 
n 

i( l <i<n) 

where 1 < i < n 

Table 1: Table of Restriction Value 

Definition 3.4 Restriction value 
For a given predicate p, the restriction value 3?(p) is 
the value which describes the restriction degree of the 
predicate p. 

In the Argumented predicate approach, the restric­
tion values of some predicates are defined in Table 1. 
In the table, n is the number of possible logical ex-
pressions which are acted on by the predicates, e.g., 
in the expression, A(ei,e2,e3) and ^2(6:,62,63), the 
restriction values are 3?(A) = 3 and 3?(^2) = 2. 

Lemma 3.3 Property 
The restriction value 3?(p) of a predicate p IS expres-
sion dependent. It may vary in inferences. Therefore, 
it is also a value for describing the dynamical state of 
a predicate. 

Corresponding to the four significant special cases 
of the O A predicate Am, we can have four particular 
restrictions. 

Definition 3.5 Let Am. be an O A predicate in an 
O A predicate function Ami^i,- •. ,e„). This function 
is said to be 

1. Defective Restriction, iff ITI <0; 

2. Unique Restriction, iff m= 1; 

3. Global Restrictions, iff m = n; 

4. Over Restriction, iffm>n. 

By this definition, the logical connective V is a 
unique restriction operation, i.e. in the expression 

V(6i,e2, ,e„) = A(e i , e2 , ,e„) 

the logical connective V or argumented predicate ^1 
need and only need to find any one logical expression ê  
which is true if there is one. That is to say among the 
n logical expressions 61,62, ,e„, we need to have 
one and only one expression e, to be true in order to 
achieve the final goal. In the expression 

A(6i,e2, ,e„) = Aniei,e2, ,e„) 

the logical connective A or the equivalent argumented 
predicate An has to act upon ali the logical expressions 
ej(l < * < "•) that is why An{or A) is called a global 
restriction predicate. This shows that the operator 
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Al = V and An = A. In the same reason, by the way 
of the usage in our approach, the logical connective 
-1 is also a global restriction predicate because in the 
expression 

-•(61,62, ,e„) 

the connective -i will act and must act upon ali the 
logical expression ej(l <i< n). i.e., 

-'(a;i,X2,X3,a;4,--- ,Xn) = i-'Xi,-^X2,->X3,. .. ,-'Xn) 

the defective restriction predicate Ai {i < 0) can have 
two physical explanations. First, for i = O, it means 
in a rule, 

Aoiei,e2,... ,e„) =^ ri 

the 'Vi holds true" has nothing to do with ej{l < j < 
n). Second, for i < O, it means that except for thesen 
expressions, there are i more expressions, for which no 
matter whether they are true or no, ri will always hold. 
This expression is therefore also called a valid formula. 
The over restriction predicate Ai{i > n) means that 
the over restriction predicate function, 

Ai{ei,e2, ,e„) 

will be true if there are more than these n logical ex-
pressions ei, e2,...., e„ which hold true. In other words, 

Ai{ei,e2, ,e„) = 1 

if and only if, 

A2{Aniei, ...,e„),An-miei, —,em-n)) 

where 61,62, ,em~-n are some other logical ex-
pressions. Becase, in fact, we do not know what 
e'i,e''2, ,em-.n are. Here Am{ei,e2, ,e„) is al-
ways false, which therefore, is called an invalid for­
mula. 

3.2 Proper t ies of Argumented 
Predica te Logic 

The laws for this extended logic are as follows, 

Basic Laws 

Ai{x,0)^x ^2(a;,0) = 0 

Ai{x,l) = l A2{x,l)^x 

(16) 

(17) 

An{xi,... 1) = - 4 „ - i ( a ; i , . . . ,a;„_i) (18) 

Associative laws 

Aiix,Aiiy,z)) = Ai{Ai{x,y),z) = Aiix,y,z). (20) 

A2ix,A2iy,z)) = A2iA2ix,y),z) = A3{x,y,z) (21) 

Eliminative Laws 

1. First Eliminative Laws 

Al{xi,Ai{X2,Al{--- ,Xn))---) 

= Ai{xi,X2,... ,x„) (22) 

^2(2:1, ^2(2:2,2:3)) = ^3(2;i,a;2,a;3) 

A2iXi,A2iX2,A2ix3,Xi))) -

•A2{Xl,A3{X2,X3,Xi)) = Ai{xi,X2,X3,Xi) 

In general, we have 

2. Second Eliminative Laws 

A2{X1,A2{X2>A2{XZ,... ,Xn))..-)) 

= An{Xl,X2,Xz,XA,.. . ,Xn) (23) 

Commutat ive Laws 

Ai{xx,X2) = ^i(a;2,a;i) 

^m(a;i,a;2,a;3,X4,... ,a;„) 

— - ^ m \ X t i 1 Xt2 J Xt31 • • • 1 Xt„ ) 

(24) 

A2 {Xi,X2) = A2{X2,Xi) (25) 

Extended Commutat ive Law 

(26) 

Where the Xti,xt2,--- , xt„ is any combination of the 
n subscripts 1, 2, 3, . . . , n. 

Distributive Laws 

^2(2:1, A(3^2, 2:3)) = -4l (.42(2:1, a;2), ^ 2 (2:1, X3)) 
(27) 

An{Xl,X2,... ,Xn-l,0) = 0 (19) 
.4i(a;i, .42(2:2,2:3)) = .42 ( A (2:1,2:2), .41(2:1,0:3)) 

(28) 
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Absorptive Laws 

A2ix,Ai{x,y)) = x 

Ai{x,A2{x,y)) -X 

(29) 

(30) 

Extended Absorptive Laws 

Ai{x,Ai{x,Xi,X2,X3,X4,.-. ,Xn)) =X (31) 

A2ix,Al{x,Xi,X2,X3,X4,... ,Xn)) = X (32) 

De Morgan's Law 

•^Ai{x,y) = A2{^x,^y) = A2-'ix,y) (33) 

-1^2 (a:, 2/) = Aii-^x,^y) = Ai-'{x,y) (34) 

^Prom De Morgan's Law, we can get the following 
extensions, 

-<Al{xi,X2,... ,Xn) = 

An{-'Xi,-'X2,... ,-'Xn) = 

An-^{X1,X2,-.. ,Xn) 

->A2ixi,X2,..- ,Xn) 

An-li^Xi, ^X2 ,... , -^Xn) = 

An-l^{xi,X2,... ,Xn) 

i,Prom the above two formulas, we can prove the 
following extended De Morgan's Law is true, i.e., 

Extended De Morgan's Law 

-'Am{Xi,X2,--- ,Xn) 

= An-mi-'Xl,--- ,-'Xn) 

3.3 Argumented Relational Predicates 
An Argumented Relational Predicate, sometimes, is 
simply called an AR predicate. If there are n argu-
ments attached to an Argumented relational predi­
cate, it is called an n-overlapped Argumented rela­
tional predicate (n=0,l ,2, . . .) , In particular, the 0-
overlapped relational predicates are conventional rela­
tional predicates. 

Definition 3.6 Argumented Relational Predi­
cates. 
A relational predicate is called an Argumented Rela­
tional Predicate if there is at least one argument(or 
constant) attached to the relational predicate. 

A conventional relational expression e > a can be 
represented as an Argumented relational expression 
Gtae. But in conventional predicate logic, it should 
be represented as GT(e,a). Here, the predicate GT is 
a 0-overlapped relational predicate, i.e., conventional 
relational predicate. Gta is an 1- overlapped rela­
tional predicate with an argument a attached to the 
0-overlapped relational predicate Gt. 

Basic Argumented Relational 
Predicates 

There are five basic argumented relational predicates, 
Gtb,Ltb,Get),Leb and Eg^. The following is a list of 
the expressions of these five basic argumented rela­
tional predicates and their equivalents in conventional 
logic and in predicate logic. 

1. 

2. 

3. 

4. 

5. 

a > 6 <;=^ GT{a, b) '^^ Gtta 

a <b -i^^ LT{a, b) <=^ Ltba 

a>b <=> GE{a, b) <^^ Geba 

a <b -̂ => Le(a, b) 4=^ Leba 

a = b <==> EQ{a, b) <^^ Eqba 

— •^n—m'~'\Xl J • • • ) Xn) (35) 

Argumented Two-Bound-Relational 
Predicates 
Suppose that [a,b] is a real interval and x,y are real 
variables. The general form of the combined Argu­
mented predicates is as follows, 

•̂<{ t : } { Z } ' <'̂ ' 
i=l ,2, . . . 

So, the general form of an argumented Two-Bound-
Relational Predicate function is, 
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i = l , 2 , . . . 

The above general form of the predicates can be rewrit-
ten as the following eight separated formulas, 

1. a <x <b <=^ A2{Gea,Let,)x 

2. a<x<b -i^^ Ai{Gta,Leb)x 

3. a < a; < & <̂ => A2{Gea,Ltb)x 

4. a<x<h «=?• A2{Gta, Ltb)x 

5. X <aor X > b <̂ => Ai {Gtt, Lta)x 

6. X <aor X > b <=^ Ai {Gtb, Lea)x 

7. X < aor X >b <(=^ Ai{Geb, Lta)x 

8. X <aor X >b <=^ Ai{Gei, Lea)x 

Corresponding to conventional relational predicates, 
there are sever al equivalent relations, such as, 

1. Gtae <;=> e> a 

2. Gia(ei,e2, ,e„) <̂ =̂  (ei > a) A (e2 > a) A 
(ea > a ) . . . A (e„ > a) <J=^ Ar=i(ei > «) 

3. Lea(ei,e2, ,e„) <=*> AiLiC^t < a) 

4. A ( G r a _ i T ^ ) ( e i , e 2 , ,e„) <;=^ 
^i(Gia,Le/3)(ei,e2, ,e„) 
« = > A r = i ( ( e i > a ) V ( e i < / 3 ) ) 

5. A ( G £ ; a LT P)e <^^ A2iGea,Lt0)e ^^=> ((e > 
a) A (e < /3)) 

6. ^2(G^Q;_I'3"/3)(ei,e2, ,e„) -̂ => 
^2(Gia,Le;3)(ei,e2, ,e„) •^=^ ((ei > 
a) A (ei < /3)) A ((ea > a) A (ea < ^ ) ) . . . A ((e„ > 
a) A (e„ < /3)) < ^ AtiH^i > " ) V (e^ < /3)) 

4 MKL Language 
The Meteorological Knowledge Representation 
Language(MKL)[3, 5] is a functional knowledge 
representation programming language which is based 
on the argumented predicate logic we discussed 
above. A fuU discussion about the application of 
MKL appeared in [3, 4, 7, 9]. The theoretical part 
of MKL is represented in [3, 8, 6, 5]. In MKL, a 
statement is composed of two parts, the operator(s) 
and the operand (s). Thus, a rule in MKL could be 
represented in the general form, 

r^OiP). (38) 

where O is an operator list, P is an operand list and r 
is the consequence part of the rule which may include 
a confidence. 

This representation method has several advantages 
which will be discussed later. In this article, we are not 

going to give a full description of MKL. We only list 
some examples to show how the argumented predicates 
are applied in the implementation and application of 
the MKL language. 

The first problem, i.e, the m-out-of-n problem, in 
MKL, is simply represented as 

arb*m{ei,e2,... ,e„) = > n (39) 

The second problem, i.e, the Two-Bound-Relation 
Problem, in MKL[5, 3] can be represented in the fol-
lowing general form 

•^""M GE J " ' I LE \l3)i^i^^2,--- ,Xn) (40) 

m = 1,2,... 

That is. 

ar&*m(| ^^ } "'{ L£ j ^)(^i 
(41) 

m = 1,2,.. 

For example, to represent a rule, if ali the n variables 
xi,X2,- • • ,Xn are greater than a and less than b, then 
r2 holds. In MKL, we simply represent it as 

A2iGE a LE b){xi,... ,Xn)=^r2. (42) 

Specifically, let a be 1, b be 10 and n=3, then in MKL, 
we have, 

A2(GE I LE W))ixi,X2,X3)^r2. (43) 

One limitation of this new representation is that if 
Xi have different ranges such representation would not 
be very helpful. However, in the čase that Xi have the 
same range this representation would be very helpful. 

Given 

Rule 4.1 If any two ofthe differences ofthe geopoten-
tial height on the 500 hPa bettveen the stations 58847 
and 58456, 55585 and 59463 are greater than or egual 
to 9 geopotential deca-meter height, T H E N N T R oc-
curs with confidence 0.86. 

It could be represented in MKL as, 

NTR(0.86) <!= 

A2Ge9 - i?5(58847,58456,55585,59463). (44) 

Rule 4.2 If the wind directions on the 500hPa layer 
over 29612 and 36003 stations are ali greater than 270" 
or, less than or equal to 90°, and the ivind directions 
on same layer over any two ofthe three stations 29231, 
29634 and 29838 are greater than 90" and less than or 
egual to 270°, THEN the uieather event NTCS occurs. 



EXTENDED PREDICATE LOGIC ... Informatica 23 (1999) 289-299 297 

Comparison items 
A 
V 
OA predicate 
each e. 

FOL 

(m-!)(;?) 
C)-l 

-

C-i') 

PPN 

(") 
1 
-

C--/) 

APA 
-
-
1 
1 

Table 2: Costs in representing m-out-of-n problem 

In MKL, it is represented as, 

NTCS -^ 

arb * 2{arb * 1{GT 270 LE 90)-D5(29612,36003); 

arb * 2{arb * 2{GT 90 le 270)1)5(29231,29634,29838)). 

(45) 

or, in the extended predicate logic, it is represented as, 

NTCS<^ 

A2 {Al iGt27o,Le9o)D5(29612,36003); 

^2(^*90, £e27o)i)5(29231,29634,29838)). (46) 

5 Analysis and Comparison 

First of ali, we compare the argumented predicate ap-
proach(APA) with the conventional first order logic 
method(FOL) and the Polish Prefix Notation(PPN). 
The following tables show how many times the oper-
ators and operands are used in dealing with the two 
problems. 

Compared with the FOL expression and the PPN 
expression, the differences are listed in Tables 2 and 3. 

Compared to the traditional logic, our extended 
logic has three main advantages. 

1. expressed succinctly 
The following is the same rule in different expres-
sions. (47) is in extended logic expression. 

N G H R ^ 

A2{Lt589H5(47936,58847,59316,59289); 

Gi_3i)/i5(55299,55591,56004,56029,56046, 

56080,56096,56137)). (47) 

In coriventional logic, it could be represented as, 

NGHR<= 

Comparison items 
A 
< 
AR predicate 
a 
b 
Xi 

FOL 
2n-l 
2n 
-
n 
n 
2 

PPN 
1 

2n 
-
n 
n 
2 

APA 
-
-
1 
1 
1 
1 

Table 3: Costs in representing two-bound-relation 

((i?5(47936) < 589) A (iI5(58847) < 589)A 

(F5(59316) < 589) A (iJ5(59287) < 589))A 

(((F5(55299) - iI51(55299)) > -3)A 

((F5(55591) - .«"51(55591)) > -3)A 

((i75(56004) - i?51(56004)) > -3)A 

((i;f5(56029) - if51(56029)) > -3)A 

((i?5(56046) - iI51(56046)) > -3)A 

((iy5(56080) - if51(56080)) > -3)A 

((F5(56096) - i3'51(56096)) > -3)A 

((F5(56137) - F51(56137)) > - 3 ) . (48) 

It is very obvious that the extended logic expres-
sion (47) is much shorter and clearer than the con­
ventional logical expression (48). 

2. Integration and extension of disjunction 
and conjunetion 
The O A predicate Ai is an integration and exten-
sion of disjunction V and conjunetion A in conven­
tional logic. As mentioned earlier, disjunction, V 
and conjunetion, A in conventional logic are only 
two special cases of the O A predicate when i = l 
or i=n, that is, 

Ai{ei,e2, ,e„) = V(e:,e2, ,e„) 

An{ei,e2, ,e„) = A(ei,e2, ,e„) 

We have Ai =V and An = A. 
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3. Saving tirne and space 
Obviously, the Argumented predicate approach 
improves substantially on the conventional FOL 
method. Prom Tables 2 and 3, we can see that for 
processing the same rule, in APA only one oper­
ator is needed. But in FOL m(Jf) — 1 operators 
are needed. And in PPN (™) + 1 operators are 
needed. We find from the computational point 
of view, the argumented method can reduce rela-
tional operations, retrieval time, and logic oper-
ations. For example, in the problem of m. out of 
n, the average operation is 0(n(™)), however, in 
our approach it is only 0{n). 

However, MKL is a special language for the rep-
resentation of meteorological knowledge. Whereas, 
FOL, APA, Prolog are the tools for more general pur-
poses. The MKL language is interpreted by the inter-
preter written in C. The idea , the design strategy and 
implementation technology of MKL are applicable to 
many other problems. But to the language itself, the 
introduced predicates and the functions are mainly for 
convenient of meteorological knowledge representation 
and processing. As the MKL interpreter is written in 
the high language C, the size of the interpreter is very 
small. As a specific purpose language, it well fit the 
needs of meteorological knowledge representation, and 
is convenient for meteorologists. The language adopts 
logic construction method. It considers both the needs 
in solving meteorological problems and the advantage 
of logical expressions. At the meantime it also takes 
the advantage of Prolog in inference. MKL focuses 
on the processing of the representation of index type 
knowledge and the character type knowledge. A mete­
orological expert system can directly accept, recognize 
and process the knowledge represented in MKL. Such 
processing include understanding, explanation and ap-
plications in solving real world problems in the area of 
weather forecasting. 

The MKL language has been applied in building a 
number of weather forecasting expert systems which 
include the WMES I and II, the Wuhan heavy rain 
forecasting expert systems. These systems have been 
in operation since 1995. On average, the predictive ac-
curacy rate of the systems are very competitive with 
that made by a human domain expert. It was very 
interesting that in the summer of 1985, two heavy 
rain events were predicted correctly by the system, but 
were failed by human experts due to the careful anal-
ysis carried out by the system. Later on we discovered 
the same čase. In aH of these systems, the knovvledge 
is provided by human experts and encoded in MKL. 
We expect that a learning system based on the MKL 
knowledge representation can be developed for the dis-
covery of weather forecasting rules from observational 
data. Further, an integrated comprehensive system 
can be built using MKL representation which combines 
learning, forecasting, data and knowledge analysis and 

applications. 

6 Conclusion 
This paper introduced a new approach for han-
dling specific domain knowledge representation diffi-
culties and inconveniences using Argumented predi­
cates. This method can significantly speed up the log­
ical operation process and save a considerable time and 
space. The idea of the approach is to transform con­
ventional first logic into a flexible Argumented predi­
cate representation, which can greatly reduce the de-
scriptive complexity of a rule and thereby greatly re­
duce the times of logical operations. We also provide a 
number of definitions and corresponding lemmas and 
corollaries. 

This research demonstrated some potential benefits 
to further research in knowledge processing. In par-
ticular, for other informal logics, such as fuzzy logic, 
matrix logic and model logic. Future research will ex-
tend the argumented logic to other informal logics, and 
apply them to solve real application problems. The un-
certainty problem [13, p415-467] processing strategies 
can also be incorporated in the approach. We expect 
that the application of the O A predicate in machine 
learning and automatic reasoning could be very fruit-
ful. 
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THE MINISTRY OF SCIENCE AND TECHNOLOGY 
OF THE REPUBLIC OF SLOVENIA 

Address: Slovenska 50, 1000 Ljubljana, Tel.: +386 61 
1311 107, Fax: +386 61 1324 140. 
WWW:http://www.mzt.si 
Minister: Lojze Marinček, Ph.D. 

The Ministry also includes: 
The Standards and Metrology Institute of the 
Republic of Slovenia 
Address: Kotnikova 6, 61000 Ljubljana, Tel: +386 61 
1312 322, Fax: +386 61 314 882. 
Slovenian Intellectual Property Office 
Address: Kotnikova 6, 61000 Ljubljana, Tel.: +386 61 
1312 322, Fax: +386 61 318 983. 

Office of the Slovenian National Commission 
for UNESCO 
Address: Slovenska 50, 1000 Ljubljana, Tel: +386 61 
1311 107, Fax: +386 61 302 951. 

Scientific, Research and Development 
Potential: 

The Ministry of Science and Technology is responsible 
for the R&D policy in Slovenia, and for controlling 
the government R&D budget in compliance with the 
National Research Program and Law on Research 
Activities in Slovenia. The Ministry finances or 
co-finance research projects through public bidding, 
while it directly finance some fixed cost of the national 
research institutes. 

According to the statistics, based on OECD (Fras-
cati) standards, national expenditures on R&D raised 
from 1,6 % of GDP in 1994 to 1,71 % in 1995. Table 2 
shows an income of R&D organisation in million USD. 

Objectives of R&D policy in Slovenia: 

— maintaining the high level and quality of scientific 
technological research activities; 

— stimulation and support to collaboration betvveen 
research organisations and business, public, and 
other sectors; 

Total investments in RfcD (% of GDP) 1,71 
Number of R&D Organisations 297 
Total number of employees in R&D 12.416 
Number of researchers 6.094 
Number of Ph.D. 2.155 
Number of M.Sc. 1.527 

Table 1: Some R&D 

Bus. Ent . 
Gov. Inst. 
Priv. np Org. 
High. Edu. 
TOTAL 

1993 
51 

482 
10 

1022 
1565 

indicators for 1995 

Ph .D. 
1994 

93 
574 

14 
1307 
1988 

1995 
102 
568 

24 
1461 
2155 

1993 
196 
395 

12 
426 

1029 

M.Sc. 
1994 

327 
471 

25 
772 

1595 

1995 
330 
463 

23 
711 

1527 

Table 2: Number of employees with Ph.D. and M.Sc. 

— stimulating and supporting of scientific and re­
search disciplines that are relevant to Slovenian 
national authenticity; 

— co-financing and tax exemption to enterprises en-
gaged in technical development and other applied 
research projects; ' 

— support to human resources development with 
emphasis on young researchers; involvement in in-
ternational research and development projects; 

— transfer of knowledge, technology and research 
achievements into ali spheres of Slovenian society. 

Table source: Slovene Statistical Ofiice. 

Business Enterprises 
Government Institutes 
Private non-profit Organisations 
Higher Education 
TOTAL 

Basic ] 
1994 

6,6 
22,4 
0,3 

17,4 
46,9 

Research 
1995 

9,7 
18,6 
0,7 

24,4 
53,4 

Applied Research 
1994 
48,8 
13,7 
0,9 

13,7 
77,1 

1995 
62,4 
14,3 
0,8 

17,4 
94,9 

Exp. 
1994 
45,8 

9.9 
0,2 
8,0 

63.9 

Devel. 
1995 
49,6 

6,7 
0,2 
5,7 

62,2 

Total 
1994 1995 

101,3 121,7 
46,1 39,6 

1,4 1,7 
39,1 47,5 

187,9 210,5 
Table 3: Incomes of R&D organisations by sectors in 1995 (in million USD) 

http://www.mzt.si
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JOŽEF ŠTEFAN INSTITUTE 

Jožef Štefan (1835-1893) was one ofthe mostpromi-
nent physicists of the 19th centunj. Bom to Slovene 
parents, he obtained his Ph.D. at Vienna University, 
ivhere he was later Director of the Physics Institute, 
Vice-President of the Vienna Academy of Sciences and 
a member of several scientific institutions in Europe. 
Štefan explored many areas in hydrodynamics, optics, 
acoustics, electricity, magnetism and the kinetic the-
ory of gases. Among other things, he originated the 
law that the total radiation from a black body is pro-
portional to the 4th power of its absolute temperature, 
knovm as the Stefan-Boltzmann lam. 

The Jožef Štefan Institute (JSI) is the leading inde-
pendent scientific research institution in Slovenia, cov-
ering a broad spectrum of fundamental and applied 
research in the fields of physics, chemistry and bio-
chemistry, electronics and Information science, nuclear 
science technology, energy research and environmental 
science. 

The Jožef Štefan Institute (JSI) is a research organ-
isation for pure and applied research in the natural 
Sciences and technology. Both are closely intercon-
nected in research departments composed of diflFerent 
task teams. Emphasis in basic research is given to the 
development and education of young scientists, while 
applied research and development serve for the trans-
fer of advanced knowledge, contributing to the devel­
opment of the national economy and society in general. 

At present the Institute, with a total of about 700 
staff, has 500 researchers, about 250 of whom are post-
graduates, over 200 of whom have doctorates (Ph.D.), 
and around 150 of whom have permanent professor-
ships or temporary teaching assignments at the Uni­
versities. 

In view of its activities and status, the JSI plays the 
role of a national institute, complementing the role of 
the universities and bridging the gap between basic 
science and applications. 

Research at the JSI includes the following ma­
jor fields: physics; chemistry; electronics, informat-
ics and computer sciences; biochemistry; ecology; re-
actor technology; applied mathematics. Most of the 
activities are more or less closely connected to Infor­
mation sciences, in particular computer sciences, ar-
tificial intelligence, language and speech technologies, 
computer-aided design, computer architectures, biocy-
bernetics and robotics, computer automation and con-
trol, professional electronics, digital Communications 
and networks, and applied mathematics. 

The Institute is located in Ljubljana, the capital of 
the independent state of Slovenia (or S^nia). The 
capital today is considered a crossroad between East, 
West and Mediterranean Europe, offering excellent 
productive capabilities and solid business opportuni-
ties, with strong International connections. Ljubljana 
is connected to important centers such as Prague, Bu-
dapest, Vienna, Zagreb, Milan, Rome, Monaco, Niče, 
Bern and Munich, ali within a radius of 600 km. 

In the last year on the site of the Jožef Štefan Insti­
tute, the Technology park "Ljubljana" has been pro-
posed as part of the national strategy for technological 
development to foster synergies between research and 
industry, to promote joint ventures between university 
bodies, research institutes and innovative industry, to 
act as an incubator for high-tech initiatives and to ac-
celerate the development cycle of innovative products. 

At the present time, part of the Institute is be-
ing reorganized into several high-tech units supported 
by and connected within the Technology park at the 
Jožef Štefan Institute, established as the beginning of 
a regional Technology park "Ljubljana". The project 
is being developed at a particularly historical mo­
ment, characterized by the process of state reorganisa-
tion, privatisation and private initiative. The national 
Technology Park will take the form of a shareholding 
company and will host an independent venture-capital 
institution. 

The promoters and operational entities of the 
project are the Republic of Slovenia, Ministry of Sci­
ence and Technology and the Jožef Štefan Institute. 
The framework of the operation also includes the Uni-
versity of Ljubljana, the National Institute of Chem-
istry, the Institute for Electronics and Vacuum Tech-
nology and the Institute for Materials and Construc-
tion Research among others. In addition, the project 
is supported by the Ministry of Economic Relations 
and Development, the National Chamber of Economy 
and the City of Ljubljana. 

Jožef Štefan Institute 
Jamova 39, 61000 Ljubljana, Slovenia 
Tel.:-t-386 61 1773 900, Fax.:-t-386 61 219 385 
Tlx.:31 296 JOSTIN SI 
WWW: http://www.ijs.si 
E-mail: matjaz.gams@ijs.si 
Contact person for the Park: Iztok Lesjak, M.Sc. 
Public relations: Natalija Polenec 

http://www.ijs.si
mailto:matjaz.gams@ijs.si
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