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Received:

Stop words are very important for information retrieval and text analysis investigation. This study aimed
to automatically analyze and detect stop words in texts in the Uzbek language. Because of the limited
availability of methods for automatic search of stop words of texts in Uzbek we analyzed a newly prepared
corpus. The Uzbek language belongs to the family of agglutinative languages. As with all agglutinative
languages, we can explain that the detection of stop words in Uzbek texts is a more complex process than
in inflected languages: In inflected languages, words such as auxiliary words, articles, prepositions can
be included in the stop words group. In agglutinative languages, the meanings of such words are hidden
in the text. Therefore, it is not appropriate to apply all known methods of stop words detection in inflected
languages directly to agglutinative languages. In this work, the “School corpus” which contains 731156
Uzbek words has been investigated. The bigrammethod of analysis was applied to the corpus. We proposed
the collocation method of detecting stop words of the corpus. We proposed the method of automatically
detecting stop words of texts in Uzbek. It is shown that the collocation method is 6 times better than the
bigram method.

Povzetek: Razvita je samodejna analiza in odkrivanje posebnih besed v uzbekistanskem jeziku.

1 Introduction

Uzbek language belongs to the Eastern Turkic or Karluk
branch of the Turkic language family. External influences
include Arabic, Persian and Russian. It belongs to the fam-
ily of agglutinative languages. As with all agglutinative
languages, detection of stop words in Uzbek texts is a more
complex process than in inflected languages: in inflected
languages, words such as auxiliary words, articles, prepo-
sitions form most of the stop words group. In agglutinative
languages, the meanings of such words are hidden in the
text. Therefore, it is not suitable to apply all known meth-
ods of stop words detection in inflected languages directly
to agglutinative languages. The experimental results pre-
sented in this work that the use of a hybrid method (combin-
ing grammatical rules and statistical methods) yields best
results in the task of detecting stop words for texts in Uzbek.
As a result of this work we compare this method with bi-
grammethod (both methods are thoroughly presented in the
paper). When someone works on a novel, a story, an arti-
cle, or a text, this person uses semantic connection of words
with artistic decoration in their own language to make it
meaningful and interesting. Dealing with sentences, stop
words which do not have an independent meaning or have
little meaning are often used. As a result, the text size in-
creases. As the volume of information increases, the pro-
cess of data processing and analysis slows down and as the
search space increases, the quality of results (searches) is

potentially lowered. In such cases, removing unnecessary
words from the text can reduce the amount of information
and increase the efficiency of electronic data processing. It
is also important to automate the generation of annotations
and keywords from large volumes of text. The main pur-
pose of identifying unimportant words is to facilitate auto-
matic text analysis.

2 Related works
Stop words are used in a number of tasks involving lan-
guage technologies, such as text generation [1] and Turkic
languages are no exception, an example of applying stop
words to sentiment discovery in Turkish language com-
ments is presented in [2]. Stop words detection methods
can be divided into two basic categories:

1. Based on grammar rules,

2. Statistical methods.

In this work, we use both categories for automatic detec-
tion of stop words in Uzbek texts.

2.1 Based on grammar rules
The sources mainly provide grammatical rules for finding
stopwords or a list of stopwords for different languages [3],
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[4], [5], [6], [7],[8],[9],[10], [11]. The text is grammatically
analyzed to identify stop words in Uzbek texts. According
to the definition of stopwords, words in theUzbek language
that are part of a rhyme, conjunctions, introductory words,
adverbs, auxiliary words can be stop words. It is required
to automatically separate them from the given text. Due to
the lack of syntactic analysis programs in the Uzbek lan-
guage, using a dictionary, a list of words that are supposed
to be stop words will be given. In order to create the list of
stop words from the dictionary we investigate and take into
account the definition of stop words. In general pronouns,
adverbs, connectors, Introductory words can be stop words
in Uzbek texts.

2.1.1 Pronouns

Pronoun is a part of speech used instead of a noun, adjec-
tive, number. The meaning of pronouns and which word
or words they substitute is defined by the context (intra
or inter sentence). According to the meaning and gram-
matical features, the pronoun is divided into generalized
- subject (pronouns - nouns: men (I), sen (You), u (he,
she, it), kim (who), nima (what), hechkim (nobody), hechn-
ima (nothing), generalized - nominal (pronouns-adjectives:
bu (this), shu (this), o’sha (that), qaysi (which), allaqan-
day (somehow), hechqanday (no), generalized quantita-
tive (pronouns-numerals: qancha (how much), necha (how
many), shuncha (so many), o’shancha (so many). Pronouns
differ from other parts of speech in polysemy, lack of word
formation. Pronouns by meaning and grammatical features
are divided into the following types: pronouns of the person
–men (I), sen (you), u (he,she,it), biz (we), ular (they) used
instead of persons, the proper pronoun - consist of a proper
word denoting an object, strengthening its meaning, em-
phasizing it; indicative pronouns –bu(this), shu (this), o’sha
(that), u (he, she, it) , ana (that),etc. indicate an object and
its signs; interrogative pronouns indicate the questions as-
kim? (who) nima? (what) qancha? (how many) of the sub-
ject, attribute and quantity; definitive-collective pronoun -
indicates the generalization, generalization of the subject
and its features in relation to hamma (all), bari (all), ba’zan
(sometimes), har nima (anything), har qanday (every/any)
indefinite pronoun - expresses the denial of meaning in re-
lation to hechkim (noone), hechqanday(no), hechqanaqa
(no), hechqaysi (none).

2.1.2 Adverbs

An adverb is one of the independent types of Parts
of speech denotes a sign of an action and a state, as
well as a sign of a sign. There are the following
types of adverb meanings: state adverbs (tez(quick),
sekin(slow), piyoda(on foot)); adverbs of a place (uzo-
qda(far), yaqinda(near), pastda(below); adverbs of time
(hozir(now), kecha(yesterday), bugun(today); adverbs of
quantity (ancha(much), sal(little), kam(few); adverbs
of purpose ataylab(deliberately), jo’rttaga(willingly); ad-
verbs of reason (e.g., noiloj(helplessly), ilojsiz(helplessly),

chorasizlikdan(helplessly). All forms, except for the forms
of time, place and purpose, according to the most general
characteristics, can be attributed to one type and calledas
status forms. An adverb as an independent phrase is char-
acterized by the following morphological features:

– has a category of degree: tez (quick), ko’p(much)
(oddiy daraja(simple degree)) — tezroq (quicker),
ko’proq (more) (comparative degree) — eng tez(the
quickest), judako’p(much more)(superlative degree);

– remains unchanged and is often associated with
verbs: So’ridaqat-qatduxoba ko’rpachalar ustma-ust
to’shalgan edi(The couch was covered with layers of
velvet mattress);

– an adverb can also be associated with an adjective and
a noun in some places. In such cases, the adverb does
not indicate a sign of a sign or a sign of an object, but
to the adjective to which it is attached, or to a sign
of action understood from a noun: Kecha havo juda
sovuq edi. (It was very cold last night).U hozir beqiyos
va tasavvur qilib bo’lmas baxtiyor edi;(Now, he was
incomparably, unimaginably happy);

– an adverb has suffixes: -cha, -ona, -larcha, -laband
etc..

– Adverbs are formed in morphological and syntactic
ways: (otlashish hollari bundan mustasno), for each
time, including the moment, as in the moment (syn-
tactic method).

By structure, adverbs are divided into simple (kamtarona
(modest), vijdonan (conscientious), butunlay(whole)),
compound (har dam (always), bir yo’la (together), oz mun-
cha (much), har qachon (always)), paired (kecha-kunduz
(day and night), qishin-yozin (winter and summer) and
repeated (oz-oz (little by little), tez-tez (often), ko’p-
ko’p(many-many). The modal form is considered to be
such forms of verbs anchagina (much), juda (very), kam
(little), kam-kam (little by little). Adverbs act in a sentence
as case, determinant and cut. Adverbs are similar to adjec-
tives in terms of the properties of the expression of a feature,
but differ among themselves in grammatical properties: ad-
jectives denote a feature of an object, an adverb that is a sign
of an action or state; their function in the sentence, that is,
syntactic, is also special.

2.1.3 Connectors

Connectors are auxiliary words that serve to link organized
parts of a sentence and simple sentences in the structure of a
combined sentence are called connecting words. Auxiliary
words that connect two or more fragments of a sentence or
sentence are called connectors.
Introductory words. Introductory words-words that are

not syntactically related to the sentence. Expresses the
speaker’s attitude to the expressed thought (”baxtimga”
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(fortunately), ”afsuski”(unfortunately)), the general assess-
ment of the thought (”ehtimol”, ”albatta”), to whom it be-
longs (”menimcha”(tomymind), ”aytishlaricha”(it is said))
or its connection with the preceding thought (”xullas”(so),
”nihoyat”(finally)). Words used in a sentence in the func-
tion of an introductory word, expressing the speaker’s at-
titude to the expressed thought, are called modal words.
Modal words are not independent words, such as a thing,
sign, action, etc., and cannot be part of a sentence. There-
fore, they are not syntactically related to the fragments of
the sentence: “Demak, ishlasa bo‘ladi. Ehtimol, ketmon
bilan yer ag‘darishga ham to‘g‘ri kelar.” (So, it can endure
to work. Perhaps, you may even have to roll over with a
hoe).

2.1.4 Usage

The rules described in previous subsections were used to
detect stop words. The popular explanatory dictionary of
the Uzbek language [3] with 80000 words and detected ap-
proximately 1100 stop words. These are by definition one-
word stop words as they come from the dictionary.

2.1.5 Statistical method

Consider the statistical method of automatic detection of
stop words in Uzbek texts. In this method, stop words are
found based on the frequency of the word and the frequency
of the inverse document Term Frequency – Inverse Docu-
ment Frequency – TF-IDF [12]. The number of times of
word occurrence in a text is defined by Term Frequency –
TF. Inverse Document Frequency – IDF is defined as the
number of texts (documents) being viewed and the pres-
ence of a given word in chosen texts (documents). TF-
IDF is one of the popular methods of knowledge discov-
ery. There are such words that are so common in the text,
however they are almost insignificant in terms of mean-
ing and conversely, there are words that are rare in the
text, but they are very important in terms of the meaning
of the text. In order to increase the impact of meaningful
words and decrease the frequency of words that do not add
up much to the meaning, we multiply TF to IDF. We see
the statistical method is used as the basis for finding stop
words of many languages. The sources mainly use the TF
IDF method to analyze of the word of the text [4], [13],
[14],[15],[16],[17],[18],[19],[20],[21],[22]. we see the sta-
tistical method is used as the basis for finding stop words
of many languages. These sources mainly use the TF IDF
method to analyze of the word of the text. Several methods
to find stop words for Turkish are given in [18]. Compar-
ing the current work with these sources, we bring scientific
novelty of the article.

3 Methodology
Scientific novelty of the article. First, a collocation method
is proposed for automatically finding stop words of the

Uzbek corpus, consisting of 731156 words and comparing
with bigram method its advantage is shown. Second, stop
words detecting algorithm is proposed for Uzbek texts.
This section is dedicated to the method of automatic de-

tection of stop words in Uzbek texts. The following proce-
dure was used for detection of stop words.

3.1 Corpus
A corpus named “School corpus” was created using freely
available school books such as “Reading book”, “Mother
tongue” and “Literature”. The texts were downloaded form
Eduportal 1. Total number of documents is 25. The moti-
vation behind the selection of the texts for the corpus was
the following:

– everyone enriches personal language dictionary
knowledge during the school period,

– free availability of the texts,

– school textbooks are thoroughly checked for errors,

– marginally big enough selection of documents and
length of the documents (taken into account low avail-
ability of Uzbek texts in digital form in general).

Some basic data about the corpus:

– name: School corpus,

– total number of words: 731156,

– number of unique words: 47165.

The investigation on finding stop words in the Uzbek
language has shown that in most stop words that are col-
locations, each single word is not a stop word when viewed
as individual word, but when considered as a collocation
word, they become stop words. A few examples that fur-
ther confirm our claim are presented in the Examples 3.1
and 3.2 where the meaning of the sentences is the same.
When viewed as individual words the words bir and mar-
talik are not stop words, but if they are observed as a collo-
cation, they become stop word(s).

Example 3.1. Xalqimiz bir martalik shprits vositasida em-
lanadi. – (Our people are vaccinated with a disposable sy-
ringe.)

Example 3.2. Xalqimiz shprits vositasida emlanadi – (Our
people are vaccinated with syringes.)

Thus, there is a need to expand the problem of finding
stop words which consist of one word. A collocation is con-
sidered if there are 2 ormorewords. Only a two-word collo-
cation is considered in this article and themotivation behind
this is that three or more word collocations that act as stop
words are not that common, but we still believe that a fur-
ther work needs to be done in this direction. The proposed
methodology does not change for longer collocations.

1Eduportal: https://eduportal.uz/Eduportal/Barchasi/33
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3.2 Bigram method

For the purpose of this article, the following definition will
be used: bigrams are pairs of consequent words appearing
in the text. Let’s consider the use of the bigram method of
finding stop words for the corpus. Algorithm 1 presents the
implementation of the bigram method.

Algorithm 1: The bigram method
1. Consider total occurrences ai, ai+1 of collocation words in a

corpus. Construct a list of unique pairs UP1. In our corpus
example, the number of such collocations was 731155. Among
them 489857 unique pairs.

2. Consider the list UP1, for each pair ai, ai+1 from the list take ai
and find the word with the biggest bigram probability in the corpus
for the next word a′i+1. There were 90959 (ai, a

′
i+1) unique pairs

UP2.

3. Calculate term frequency (TF) of unique pairs UP2, for each
document in the corpus. In our example corpus that meant for each
of the 25 documents. We denote it asDjTF (ai, a

′
i+1), j = 1.25.

4. DjTF (ai, a
′
i+1) = kj/hj , where hj is the number of

occurrences of the pair words in the document j. kj is the number
of unique pairs in document j.

5. IDF (ai, a
′
i+1) = ln(n/m);n = 25. m is the number of

documents which include unique pairs (ai, a′i+1), in our example
among 25 documents.

6. Wij(ai, a
′
i+1) =

1
25

∑25

j=1
IDF (ai, a

′
i+1)∗DjTF (ai, a

′
i+1)

7. Wij(ai, a
′
i+1) – weights of unique pairs .

8. We got 5% of the 90957 unique pairs, whichWij(ai, a
′
i+1) is

close to zero and declare them as stop words.

The Algorithm 1 applied to the ”School corpus” pro-
duced 4548 pairs of words as collocation stop words. A
few examples are presented in Figure 1 bigram.

3.3 The collocation method’s algorithm

The following definition of collocation will be used
throughout the article: an occurrence of consecutive words
in a corpus. In our case only two-word collocations will be
observed. A (two word) collocation and bigram represent
essentially the same starting set of word pairs, but bigrams
are limited to the most probable pair, collocations take in
consideration all pairs.
A collocation is considered for 2 or more words. In this

article only a two word collocation is considered. The pre-
sented method and derived results are limited to two word
collocations for the sake of simplicity, but the method can
be abstracted to any length. The method should be used
before the single stop word detection method.
To find collocation stop words, we use the following Al-

gorithm 2:
The Algorithm 2 applied to the ”School corpus” pro-

duced 24490 pairs of words as collocation stop words. A
few examples are presented in Figure 2.

1. chop etildi(published)
2. har bir(each)
3. kitob jamgarmasi(book fund)
4. nima uchun(what for)
5. o’rta talim(secondary education)
6. men ham(me too)
7. bilan birga(along with)
8. yaxshi muqova(good cover)
9. oz vaqtida(It's on time)
10. ham bir(also a)
11. bir necha(a few)
12. barcha varaqlari(all sheets)
13. o’zi ham(himself)
14. bu yerda(here)
15. bo’lib qoldi(has become)
16. u ham(he too)
17. uchun ham(for both)
18. uning bu(its this)
19. butun darslikning(of the whole textbook)
20. yangi darslikning(new textbook)
…………………………………….
4529. Velosiped baxtiga(Luckily for the bike)
4530. Vodiy daralariga(To the gorges of the valley)
4531. Voqealarga aralashadi(Interferes with events)
4532. Xarakteri amallari(Character actions)
4533. Xarakterini izohlang(Explain the character)
4534. xonimning uylariga(to the lady's house)
4535. xoqonning hayoti(the life of a hawk)
4536. xotirasini abadiylashtirish(immortalize the memory)
4537. xudoyor davron(godly era)
4538. xushxabar ammo(The good news, however)
4539. yapon arab(Japanese arab)
4540. yasagan qayiqlarni(made boats)
4541. yasalgan fe’llar(made verbs)
4542. yaxshilar ahbob(good fellow)
4543. yig’isi alomatning(crying symptom)
4544. yig’lagan bolasini(crying baby)
4545. yig’och chog’liq(wood chips)
4546. yodlang islom(Remember Islam)
4547. yo’lakda bir(one in the hallway)
4548. yo’llardan biri(one of the ways)

Figure 1: Examples selected from the list of all stopwords
generated by the bigram Algorithm 1.

3.4 Single word (stop word) detection
algorithm

In this section we consider the single word stop words de-
tecting algorithm based on TFIDT(Term frequency and in-
verse document frequency) of the word. To find single
word stop words, we use the following Algorithm 3:
The Algorithm 3 applied to the ”School corpus” pro-

duced 2358 stop words. A few examples are presented in
Figure 4.

3.5 The final stop word detection Algorithm
for Uzbek language

In this section we consider the main algorithm of detect-
ing Stop words of text in Uzbek language. We bring this
algorithm as in the scheme presented on Figure 3.
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Algorithm 2: The collocation method
1. Consider all occurrences of collocations in a corpus. In our case

the total number of such collocations was 731155. Among them
489857 collocation words are unique collocation words.

2. DjTF (ai, ai+1) = kj/hj , where hj is the number of
occurrences of the pair words in the document j. kj is the number
of unique pairs in document j.

3. IDF (ai, ai+1) = ln(n/m);n = 25. m is the number of
documents which include unique pairs, in our example among 25
documents.

4. Wij(ai, ai+1) =
1
25

∑25

j=1
IDF (ai, ai+1)∗DjTF (ai, ai+1)

5. Wij(ai, ai+1) – denotes weight of a collocation – (aiai+1).

6. 5 % of all unique collocations had the weighWij(ai, ai+1) close
to zero and were declared as stop words.

1. har bir(each)
2. nima uchun(what for)
3. bir kuni(one day)
4. o’rta talim(secondary education)
5. uchun darslik(textbook for)
6. chop etildi(published)
7. kitob jamg’armasi(book fund)
8. abad ham(forever)
9. abadiy kuchidan(from eternal power)
10. abadiy manziliga(to the eternal address)
11. abadiy muhrlanib(sealed forever)
12. abadligi hamda( eternity and)
13. Abadul abad badnom(Abadul abad badnom)
14. Abadul abad turajakdur(It will last forever)
15. Abay singari(Abay suchlike)
16. Abbos degan(Abbos named)
17. Abbos qilichi(The sword of Abbas)
18. Abdulaziz qaytib(Abdulaziz returned)
19. Abdulazizga qaradi(He looked at Abdulaziz)
………………………………….
24471. Odamlarni ko’rishadi(They see people)
24472. Odamlarning chehralari(Faces of people)
24473. Odamlarning haqiga(About people)
24474. Odamlarning kamligi(Lack of people)
24475. Odamlarning ko’zidan(From people's eyes)
24476. Odamlarning ko’zini(People's eyes)
24477. Odamlarning nomlarini(The names of the people)
24478. odamlarning og’irini(the weight of people)
24479. odamlarning qaysi(which of the people)
24480. odamlarning va(people and)
24481. odamlarning zilzila(earthquake of people)
24482. odamligi uni(humanity him)
24483. odamligini ham(that he is human)
24484. odamligini ta’minlab(providing humanity)
24485. odamlik qiyofasini(human image)
24486. odamman deb(that I am human)
24487. odamman deganini(I mean man)
24488. odamma saxir(I'm sorry)
24489. odamni ajdodlari(man's ancestors)
24490. odamni ona(mother of man)

Figure 2: Examples selected from the list of all stopwords
generated by the collocation Algorithm 2.

Algorithm 3: Single word (stop word) detection algorithm
1. DjTF (ai) = kj/hj , where hj is the number of occurrences of

the pair words in the document j. kj is the number of unique pairs
in document j.

2. IDF (ai) = ln(n/m);n = 25. m is the number of documents
which include unique pairs, in our example among 25 documents.

3. Wij(ai) =
1
25

∑25

j=1
IDF (ai) ∗DjTF (ai)

4. Wij(ai) – denotes weight of a word (ai.

5. 5 % of of the 47165 unique words, whichWij(ai) was close to
zero and declared stop words.

Algorithm 4: find and remove Uzbek stop words from text
(Corpus)

Input(Corpus)
Corpus←Tokenize(Corpus)
Dictionary← Extract_From_Dictionary(pronoun,
modal verb, particle, part of a rhyme, conjunctions,
introductory words, adverbs, auxiliary words)
; // Procedure Check(Corpus)
i←1
while i < len(Corpus) do

if Corpus(i)∈Dictionary then
Corpus← Corpus − Corpus(i)

i←i+1
/* Procedure Collocation_Two_Words

(Corpus) */
Corpus←Tokenize(Corpus)
i←1
while i < len(Corpus) do

S(i)← token(i)+token(i+1); i←i+1
/* Procedure IDF() */
IDF(S(i))←ln(N/n) ; // N-number of all
documents; n- number of documents,
which include S(i)
/* Procedure TFIDF() */
j←1
while j < len(Corpus) do

TF(j)←0
i←j; while i < len(Corpus) - 1 do

if S(j)==S(i) then
TF(j)← TF(j) + 1

i←i+1;
TFIDF(j)←TF(j)*IDF(S(j) if TFIDF(j) close to
zero then

Dictionary(j)←S(j);
i←1; while i < len(Corpus) do

if Dictionary(j)==Corpus(i) then
Corpus←Corpus−Dictionary(i);

i←i+1
j←j+1
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Figure 3: Scheme of the whole process.

1. Abdulla(Abdulla)
2. aka(brother)
3. asosida(based on)
4. ayt(say)
5. aytib(telling)
6. aziz(dear)
7. baho(evaluation)
8. bahor(spring)
9. baland(high)
10. beradi(will give)
11. berdi(gave)
12. berib(giving)
13. berilgan(given)
14. bering(read)
15. bichimi(physique)
…………………
2344. badiiyatni(art)
2345. bag’ayri(past)
2346. bag’rimdami(in my heart)
2347. baid(height)
2348. balladalar(ballads)
2349. banddin(occupied)
2350. Bandksoy (Bandkushoy)
2351. barchalarining(all of them)
2352. barglarga(to the leaves)
2353. bastai(composer)
2354. baxilga(stingy)
2355. baxtdan(happily)
2356. baytallarga(beetles)
2357. bazmni(party)
2358. begonani(outsider)

Figure 4: Examples selected from the list of all stopwords
generated by the single word extraction Algorithm 3.

Table 1: Number of stop words created by each presented
algorithm.

Algorithm Number of stop words
Bigram 4548
Collocation 24490
Single word 2358

4 Results
The first phase of the project consisted of creating a solid
base for corpus linguistics as there were o readily available
corpora for Uzbek language. A corpus named ”School cor-
pus” was created with 731156 running words. The algo-
rithms for stop words detection ere applied to the aforemen-
tioned corpus and Table 1.

5 Data availability
The presented automatically extracted lists (a list for each
described method) are freely available at Zenodo reposi-
tory [23]: https://doi.org/10.5281/zenodo.6319953

6 Conclusion and further work
The article presents the first attempt at the automatic detec-
tion of stop words for Uzbek language. A corpus named
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Figure 5: Number of stop words for each algorithm applied to the ”School corpus”.

”School corpus” was created for this purpose, it contains
25 documents and 731155 running words, of which 47165
are unique words. Three methods were applied to the cor-
pus in order to extract (or detect) stop words: a method that
extracts single word stop words and two methods that aim
at pairs of words, a bigram and collocation method. Each
method is described and presented in a form of an algo-
rithm. The methods can be used in a series and the results
can be added together to form the final list of stop words.
Taking account the conception of stop words depending

on the text every word can be stop words. According to
this approach (based on TFIDF). A quick comparison of the
methods shows an increase in stop words detection using
the collocation method
This research is believed to support other works in

Uzbek, not only in the field of automatic stopword detec-
tion, but also other related NLP areas [24], such as Uzbek
WordNet [25], opinion mining [26], or semantic analysis
[27].
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The URBANITE H2020 project aims to address urban mobility challenges caused by growth and new trans-
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uation of key performance indicators, a recommendation/decision support system, and machine learning
capabilities. The system helps identify and improve key performance indicators, proposes effective policies,
and enhances urban digital transformation for sustainable and efficient mobility.
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1 Introduction

Rapid urbanisation and population growth [1] pose signif-
icant challenges for modern cities. Smart cities (SC) have
emerged as a solution for sustainable development, lever-
aging technology and data to enhance citizens’ quality of
life [2, 3, 4, 5]. In the context of the European Union (EU),
the concept of SC has been a focal point of urban devel-
opment and digital transformation initiatives. Several stud-
ies and research papers have explored various aspects of
EU smart cities and their journey towards a new frame-
work of urban digital transformation. Neirotti et al. anal-
ysed European SC by exploring their potential for innova-
tion and sustainability [6]. Kitchin et al. examined the en-
abling and success factors in the development of SC in Eu-
rope [7]. Hollands conducted a systematic analysis of SC
initiatives in Europe, highlighting diverse approaches and
strategies [8]. Deakin et al. explored the role of policy in
shaping smart urban futures in Europe [9]. These studies
shed light on technology, governance, citizen engagement,
and policy frameworks in the transformation of EU SC.
Four cities were selected for this study: Bilbao, Amster-
dam, Helsinki, and Messina. Each city is actively address-
ing specific transportation challenges. Bilbao, in Spain’s
Basque Country, has implemented measures to reduce pol-
lution and congestion by closing city centre streets to pri-
vate vehicles. Amsterdam, the capital of the Netherlands,
focuses on cyclist safety and promoting a cyclist-friendly
environment. Helsinki, the capital of Finland, plans to con-
struct a tunnel near the port to enhance mobility and reduce
congestion. Messina, in Italy, aims to improve its public
transport network by introducing new lines for better ac-
cessibility and connectivity. These four cities serve as valu-
able case studies, illustrating different approaches and ini-
tiatives in urban digital transformation. By analysing the

experiences and strategies of Bilbao, Amsterdam, Helsinki,
and Messina, valuable insights can be gained towards de-
veloping a new framework for urban digital transformation
in the context of EU SC. In that context, Urbanite strives
to create more liveable, inclusive, and resilient cities that
leverage technology and innovation to address urban chal-
lenges, improve sustainability, and enhance the quality of
life for citizens. By fostering collaboration and knowledge
exchange, the project aims to accelerate the transformation
of European cities into smart and future-ready urban cen-
tres.
In this paper, we propose a novel approach within the Ur-

banite project, addressing the specific challenges faced by
each city through the utilisation of multiple modules. These
modules include a simulation tool, subjective key perfor-
mance indicators (KPIs) tailored to each city, a recommen-
dation engine, and machine learning (ML) techniques. In
the following sections, we provide a concise overview of
the general schema and discuss each module individually,
highlighting their functionalities and contributions to the
overall framework.

2 Urbanite architecture
In this section, we introduce a new framework developed
within the Urbanite project [10], aimed at implementing
SC solutions throughout Europe. Urbanite aims to enhance
the quality of life for urban residents by leveraging inno-
vative technologies and sustainable practices. The project
brings together multiple stakeholders, including municipal-
ities, research institutions, and industry partners, to collab-
orate on creating smarter and more efficient cities. One
of the key objectives of Urbanite is to foster the integra-
tion of various SC components, such as smart mobility, en-
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Figure 1: General schema of the software framework.

ergy management, and digital infrastructure. By harness-
ing data and technology, the project seeks to optimise ur-
ban services and resources, improve environmental sustain-
ability, and enhance the overall urban experience. Urban-
ite promotes the concept of citizen-centric SC, where the
needs and well-being of residents are at the core of urban
development. It emphasises citizen engagement and partic-
ipation in decision-making processes, encouraging the ac-
tive involvement of communities in shaping the future of
their cities. The project also focuses on promoting cross-
sector collaboration and knowledge sharing among cities.
Through pilot initiatives and best practice exchanges, Ur-
banite aims to facilitate the replication and scalability of
successful SC solutions across different urban environ-
ments in Europe. A lot of research has been done on Ur-
banite presented in the following papers [11, 12, 13, 14].
The proposed software framework adheres to a general

schema, as depicted in Figure 1. It begins by fetching data
from a data platform and employing a microscopic traf-
fic simulator to simulate a variety of scenarios. Follow-
ing the completion of the simulations, specific KPIs de-
fined by users are computed. These simulations, alongside
the KPIs, are subsequently utilised by a range of modules,
encompassing advanced visualisations, a recommendation
system, and ML modules. Collectively, these modules pro-
vide policy recommendations and aid decision-makers in
making well-informed choices.
The usage of microscopic traffic simulations has gained

prominence as a cost-effective approach for testing, im-
plementing, and evaluating mobility policies and urban
changes, circumventing the expenses associated with real-
world experiments. The simulator relies on city-related
data such as population statistics, network maps, and pub-

lic transit schedules to operate effectively. Once executed,
the simulator enables the calculation of city-specific subjec-
tive KPIs related to factors such as air pollution, congestion,
cyclist safety, and more. The resulting simulation output,
coupled with the calculated KPIs, is then leveraged by other
models integrated within the framework.
The recommendation system, implemented with the

Dexi tool [15], compares two scenarios and selects the
preferable option based on subjective preferences, such as
lower CO2 or NOx emissions.
TheMLmodule, implemented using Orange [16], serves

the purpose of evaluating the quality of mobility policies
through microscopic traffic simulations. The user-friendly
nature of Orange makes it accessible to users without a pro-
gramming background.
Additionally, an advanced version of the ML module

is utilised to propose mobility policies based on a previ-
ously simulated finite set of scenarios, further enhancing
the framework’s capabilities.
Overall, the proposed software framework incorporates

multiple modules and techniques to facilitate the testing,
evaluation, and recommendation of mobility policies, ulti-
mately contributing tomore informed decision-making pro-
cesses in urban planning.

3 Simulation
The novelty of our study revolves around four distinct
cities, each with its own unique set of demands and chal-
lenges. In order to address these challenges, we used
MTASim (Multi-Agent Transport Simulation) simulation
tool. In addition to MTASim, we evaluated several other
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state-of-the-art simulation methods to address the chal-
lenges faced by the four cities in our study. These meth-
ods included SUMO (Simulation of Urban Mobility) and
PT VISsum.
SUMO is a widely used microscopic traffic simulation

tool capable of simulating large-scale transportation net-
works. It offers detailed modeling of individual vehicles,
their interactions, and traffic dynamics. SUMO considers
factors such as lane-changing, traffic lights, and road in-
frastructure to provide realistic simulations of urban traffic
scenarios.
PT VISsum, on the other hand, focuses on public trans-

port simulation. It enables the modeling of various aspects
of public transport systems, such as schedules, routes, and
passenger behavior. PT VISsum allows for the evaluation
of public transport performance and the analysis of poten-
tial improvements in terms of efficiency, reliability, and
passenger satisfaction.
With the successful identification of MTASim as the op-

timal approach, we proceeded to apply it to each of the four
cities under study. By implementing MTASim, we aimed
to tailor the solution to the specific demands and charac-
teristics of each city, taking into account their individual
requirements and objectives.
MATSim is a powerful simulation framework designed

to model complex transportation systems. It employs an
agent-based approach, simulating the behaviour and inter-
actions of individual travellers within a network. MAT-
Sim operates by simulating the daily activities of each trav-
eller, including their commuting patterns, mode choice de-
cisions, and route selections. By capturing the heterogene-
ity of traveller behaviour, MATSim enables a detailed un-
derstanding of transportation dynamics and their implica-
tions for urban mobility. The simulation process begins
with an initial demand, which is then simulated in the mob-
sim module and evaluated in the scoring module. The scor-
ing module assesses transportation options and scenarios
based on criteria like travel time, cost, environmental im-
pact, and user preferences. Through iterative iterations, the
simulation dynamically adapts and optimises system per-
formance, responding to changing conditions and policy in-
terventions via the replanning module. This cyclic process
is illustrated in Figure 2.

Figure 2: MATSim cycle.

To run the simulator, several input files are required.
First, the network is generated fromOpenStreetMap (OSM)
data [17]. This network serves as the foundation for the
simulation, capturing the road and transportation infrastruc-

ture of the studied area.
Next, travel plans are generated to simulate individual

behaviour within the network. These travel plans dictate
the movements and activities of simulated travellers, allow-
ing the simulator to capture their interactions and decision-
making processes.
In addition to the network and travel plans, other files are

needed, including public transport schedules, descriptions
of vehicles, and a configuration file that acts as a bridge
between the user and the simulation tool. The configura-
tion file allows users to fine-tune various parameters of the
simulator according to their specific requirements and ob-
jectives.
Once the simulation is completed, several output files are

generated. The most important of these is the event file,
which contains a detailed description of people’s move-
ments and activities within the network. This file serves as
a valuable resource for analysing and evaluating the simu-
lated scenarios. Utilizing the event file, KPIs can be calcu-
lated to assess the efficiency, effectiveness, and other rele-
vant metrics of the simulated transportation system.

4 Key performance indicators

4.1 Bike infrastructure

The KPI for bike infrastructure measures the extent and
quality of the infrastructure available to support bicycle
transportation. This includes factors such as the number
of bike lanes, bike parking facilities, and the quality of road
surfaces. The information taken into account is freely avail-
able from OSM. Based on the reported properties of the
road a number of points is assigned to each road segment.
Higher numbers are better, where 0 is a motorway (inap-
propriate and illegal to bike) to 10 (a bike-only road).

4.2 Bike speed limit

The KPI for bike speed limit refers to the maximum speed
limit for bicycles on specific roads or bike lanes. This KPI
is important for ensuring the safety of cyclists and other
road users and promoting sustainable mobility by encour-
aging more people to cycle. The information taken into ac-
count is freely available from OSM. Based on the speed
limit, each road segment is assigned a different number of
points from 0 to 10.

4.3 Bikeability

The KPI for bikeability is a comprehensive metric that as-
sesses the overall quality of the cycling environment. This
KPI takes into account the bike infrastructure KPI and the
bike speed limit KPI.
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4.4 Bike intensity
TheKPI for bike intensitymeasures the volume of bike traf-
fic on a specific road or bike lane. This KPI is essential
for understanding the usage and popularity of cycling as a
mode of transportation and can help identify areas where
improvements are needed to support increased bike traffic.
The KPI is calculated by counting simulated bikes moving
on each road segment.

4.5 Bike congestion
The KPI for bike congestion measures the level of traffic
congestion experienced by cyclists on specific roads or bike
lanes. This KPI is important for understanding the quality
of the cycling experience and identifying areas where in-
frastructure improvements or traffic management strategies
may be necessary to reduce congestion and improve safety
for cyclists. The bike congestion KPI is calculated by first
calculating the traffic flow on bikeable road segments and
detecting low speeds with a high volume of bikes.

4.6 Share of bikes
This KPI measures the proportion of trips made by bicycle
of all trips made. This allows the user to see where there are
bikes and cars competing for the road surface, which can be
dangerous, as well as identify areas where cycling should
be encouraged either via infrastructure improvements, in-
forming the public or other interventions. This KPI is com-
plementary to the share of cars and the share of public trans-
port.

4.7 Share of cars
This KPI measures the proportion of trips made by cars in
a given area. It provides insights into the prevalence and
effectiveness of car use as a mode of transportation, which
can have significant impacts on urban mobility, air quality,
and congestion. This KPI is complementary to the share of
bikes and the share of public transport.

4.8 Share of public transport
This KPI measures the proportion of trips made by pub-
lic transport vehicles, such as buses, trains, and trams, in a
given area. It provides insights into the prevalence and ef-
fectiveness of public transport as a mode of transportation,
which can have significant impacts on urban mobility, ac-
cessibility, and air quality. This KPI is complementary to
the share of bikes and share of cars.

4.9 Acoustic pollution
This KPI measures the level of noise pollution in a given
area, which can have significant impacts on public health,
quality of life, and urban mobility. High levels of noise
pollution can contribute to stress, sleep disturbance, and

hearing loss. The acoustic pollution calculation is based on
the simulated vehicle movements and geometry of build-
ings along the roads.

4.10 CO2, PM10, NOx
These KPIs measure the levels of carbon dioxide, particu-
late matter, and nitrogen oxides in a given area, which can
have significant impacts on air quality, public health, and
climate change. High levels of these pollutants can con-
tribute to respiratory problems, cardiovascular disease, and
other health issues. The amounts of air pollutants emitted
are calculated based on the simulated vehicle movements
and emission factors from the Handbook of Emission Fac-
tors (HBEFA).

4.11 Average pedestrian trip time
This KPI measures the average time it takes for pedestrians
to complete a trip in a given area. It provides insights into
the accessibility and quality of the pedestrian infrastruc-
ture, which can have significant impacts on urban mobility,
safety, and public health. Due to limitations of the traffic
simulation used the pedestrian trips do not take into account
the infrastructure, only the distance between the source and
destination. Therefore, this KPI is an estimation and not an
exact value.

4.12 Congestions and bottlenecks
Congestions and bottlenecks are key performance indica-
tors that help evaluate the efficiency of the urban mobility
system. High levels of congestion can result in increased
travel times, decreased accessibility, and reduced economic
productivity. By monitoring and analysing the levels of
congestion and bottlenecks, decision-makers can identify
areas where traffic management interventions, such as lane
restrictions or public transportation improvements, may be
necessary. The congestions and bottlenecks KPI is imple-
mented by calculating the traffic flow on each road segment
and identifying segments with high volume but low speed.

4.13 Harbour area traffic flow
Harbour area traffic flow is a critical KPI in evaluating the
efficiency of cargo transportation in urban areas. High lev-
els of traffic flow can result in congestion and bottlenecks
in the harbour area, leading to increased travel times and re-
duced economic productivity. This KPI is implemented by
adding virtual traffic sensors to the relevant road segments
of the simulation.

4.14 Public transport usage
This KPI measures the number of passengers using pub-
lic transport services in a specific period. It is a critical
metric for urban mobility decision-makers as it provides



EU Smart Cities: Towards a New Framework… Informatica 47 (2023) 151–158 155

insights into the demand for public transport services and
helps identify potential opportunities to improve service
quality and coverage to meet the needs of the public.

4.15 Average speed of public transport

This KPI represents the average speed of public transport
vehicles in a given area or route. It provides insight into
the efficiency and reliability of public transport services,
as well as the effectiveness of traffic management policies.
Improving the average speed of public transport can reduce
travel time and encourage more people to use public trans-
port.

4.16 Number of bike trips

This KPI measures the number of trips made by bicycles
in a specific period. It is a critical metric for urban mo-
bility decision-makers who aim to promote sustainable and
healthy transportation alternatives. By encouraging more
people to use bicycles, cities can reduce traffic congestion,
improve air quality, and promote physical activity.

5 Decision Support System

Dexi is a decision tool that assists individuals and organ-
isations in making informed choices by leveraging data
and analytics. It is designed to simplify complex decision-
making processes and provide actionable insights.
The tool offers a user-friendly interface that allows users

to define decision criteria, set up models, and conduct
scenario analyses. Dexi provides visualisation features to
present the results in intuitive and understandable formats,
such as charts, graphs, and dashboards. This helps users
grasp the implications of different options and assess the
potential outcomes of their decisions.
Dexi supports both strategic and operational decision-

making processes across different domains. It can be
applied to various use cases, such as financial planning,
risk assessment, marketing campaign optimisation, supply
chain management, and resource allocation. By leverag-
ing advanced analytics, Dexi empowers users to make data-
driven decisions that align with their goals and objectives.
Overall, Dexi is a versatile decision tool that combines

data integration, analysis, and visualisation capabilities. It
supports evidence-based decision-making, empowers users
with actionable insights, and enhances efficiency in deci-
sion processes across various domains.
In the system, we utilise the output of Dexi in two ways.

The first one is creating a textual suggestion which will in-
form the decision maker about which mobility policy is bet-
ter in subjective terms with regards to another policy. The
second way is visually by the usage of a chart.

6 Machine Learning
The purpose of the ML module in the Urbanite framework
is to estimate the quality of a proposed policy without pre-
viously simulating it. The main concept centres around em-
ploying a single simulation run as a training example. Var-
ious groups of parameters associated with the simulation’s
input and output serve as the features, while the KPIs repre-
sent the target variables. To illustrate this approach, the city
of Bilbao is selected as a practical case study. Our analysis
focuses on the potential impact of closing Moyua Square
in the city centre and altering the number of cyclists on air
pollution, particularly by estimating CO2 emissions. Multi-
ple ML algorithms are tested, and the findings indicate that
closing the main square in the city centre and promoting
cycling has a positive effect on reducing CO2 emissions.
To implement the idea in a user-friendly manner, Orange

was used. Orange is a powerful machine learning (ML) tool
developed by the research group at the Faculty of Computer
and Information Science (FRI) and Jozef Stefan Institute
(JSI) in Slovenia. It is open-source software that provides a
user-friendly interface for data analysis, visualisation, and
ML modelling. Orange is designed to make ML accessi-
ble to users without extensive programming knowledge. It
offers a visual programming environment where users can
create ML workflows by connecting pre-built components
called ”widgets.” These widgets represent various data pro-
cessing, analysis, and modelling techniques, allowing users
to construct complex ML pipelines intuitively. With Or-
ange, users can perform a wide range of tasks, including
data preprocessing, feature selection, clustering, classifica-
tion, regression, text mining, and more. It supports data vi-
sualisation and integration with other popular ML libraries
and tools. The open-source nature of Orange encourages
community involvement and contributions. Users can ac-
cess the source code, contribute to its development, and
create custom widgets tailored to their specific needs. The
tool has an active user community, which provides support,
shares resources, and promotes collaboration.
In this context, in Figure 3, the outcomes of the imple-

mented policy using Orange visualisation widgets are illus-
trated. It depicts the correlation between the number of cy-
clists and the level of co2 emissions. The x-axis represents
the number of cyclists near the square, while the y-axis rep-
resents the number of cyclists in the centre. The varying
colours indicate the number of co2 emissions as the target
variable, with the baseline scenario marked by an orange
circle. The figure demonstrates that closing themain square
to private traffic and decreasing the number of private ve-
hicles in its vicinity leads to a reduction in co2 emissions.

7 Advanced Machine Learning
Unlike the standard ML module, the advanced ML module
leverages more sophisticated tools to tackle intricate prob-
lems. The key novelty of this module lies in its utilisation
of multiclass-multioutput ML models, enabling the simul-
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Figure 3: CO2 emissions in theMoyua square (baseline sce-
nario is marked with an orange circle).

taneous prediction of multiple outcomes using a diverse set
of input variables. The primary goal of the ML module is
to assist decision-makers in defining potential city scenar-
ios and utility functions, allowing the ML model to iden-
tify policies that best align with given constraints and pref-
erences. Notably, the module offers significant improve-
ments in policy testing speed, with performance gains of
several orders of magnitude. The system underwent test-
ing in Bilbao’s Moyua area, successfully achieving a prede-
fined reduction in emissions and other KPIs. Furthermore,
it provided valuable insights into optimal policies for clos-
ing specific districts to private traffic and determining the
ideal timing for these closures based on data from simulated
and learned scenarios.

The complexity of the problem lies in predicting multi-
ple target variables which are discrete and continuous. The
policy we want to predict is related to the start hour and du-
ration of closing and what part of the city centre to close.
Therefore the problem was split into classification (area
of closure) and regression (start hour and duration of clo-
sure) tasks. Several ML algorithms that support multiclass-
multioutput problems were tested.

Overall, the multiclass-multioutput module in the Ur-
banite project explains complex relationships between fac-
tors like traffic patterns and travel behaviour. It provides
insights and recommendations to city planners, aiding in-
formed decisions. This study is the first to address policy
testing in a real city using multiclass-multioutput ML. Ad-
ditionally, the ML module significantly speeds up simula-
tions by several orders of magnitude, transforming time-
demanding simulations into nearly interactiveMLmodules.
The ML module reduces simulation time from 3 hours to
just 10 seconds per simulation on a PC. While learning the
ML module took 23 days for 192 simulations, running a to-
tal of 1452 simulations would take approximately 6months.
Experimental results demonstrate a high similarity between
ML-simulated city performance and actual simulations.

8 Conclusion
In this paper, we tried to present the main software frame-
work of the Urbanite H2020 project, which aims to address
urban mobility challenges in the context of smart cities.
The project develops a decision support system that in-
corporates simulation, evaluation of KPIs, recommenda-
tion/decision support, and ML capabilities. The goal is to
identify and improve KPIs, propose effective policies, and
enhance urban digital transformation for sustainable and ef-
ficient mobility.
The paper introduces the concept of smart cities and

highlights their significance in addressing challenges posed
by rapid urbanisation and population growth. It references
several studies and research papers that have explored vari-
ous aspects of smart cities in Europe, including innovation,
sustainability, governance, citizen engagement, and policy
frameworks. The Urbanite project builds upon this knowl-
edge to create smarter and more efficient cities that priori-
tise the well-being of residents.
The paper focuses on four cities: Bilbao, Amsterdam,

Helsinki, and Messina, which serve as case studies for un-
derstanding different approaches and initiatives in urban
digital transformation. Each city faces specific transporta-
tion challenges, and the Urbanite project aims to tailor so-
lutions to their unique requirements. By analysing the ex-
periences and strategies of these cities, the project aims to
develop a new framework for urban digital transformation
in EU smart cities.
The proposed software framework consists of multiple

modules, including a simulation tool, subjective KPIs, a
recommendation engine, and ML techniques. The sim-
ulation tool, based on the MTASim approach, replicates
various traffic situations within the network, enabling the
evaluation of mobility policies and city changes. Subjec-
tive KPIs are calculated to assess factors such as air pollu-
tion, congestion, and cyclist safety. The recommendation
engine, implemented using Dexi, helps decision-makers
choose the most suitable policy based on subjective pref-
erences. ML techniques, implemented using Orange, eval-
uate policy quality and propose mobility policies based on
previously simulated scenarios.
Overall, the Urbanite project contributes to the develop-

ment of smarter and more sustainable cities by leveraging
technology, data, and citizen engagement. The proposed
software framework enhances decision-making processes
in urban planning, allowing for the testing, evaluation, and
recommendation of mobility policies. By addressing the
specific challenges faced by each city and fostering collab-
oration among stakeholders, the project aims to accelerate
the transformation of European cities into smart and future-
ready urban centres.
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E-commerce emerged as consequence of electronic transactions developed on 60’s, but real boom was 

observed during 90’s along with Internet common use. Complexity sciences approach has several 

advantages for e-Commerce study. This study addresses the need for modelling and simulation (M&S) of 

e-commerce supply chain as complex adaptive system (CAS) but with a novel application in the field of 

hybrid M&S, integrating top-down and bottom-up approaches using synthetic microanalysis, to perform 

simulation experiments to find natural emergent properties at certain levels as result of the interactions 

between the constituent parts, so far lacking in the scientific literature. Although previous researchers 

conducted simulation studies into the e-commerce supply chain as CAS, they all focused on applying 

agent-based simulation approach only. First, we conduct the literature review on main features of CAS, 

M&S of CAS as well as the e-commerce supply chain conceptualized as CAS and their modelling and 

simulation evolution. Second, we present a novel hybrid M&S methodology for integrating top-down and 

bottom-up approaches using synthetic microanalysis. Then, we applied the methodology to an 

omnichannel retail business case study. Finally, our concluding remark and future work are drawn. The 

novel methodology proved to be useful for anticipate business decisions on e-commerce supply chain. 

Povzetek: Ta študija s pomočjo hibridne metodologije obravnava potrebo po modeliranju in simulaciji e-

poslovne dobavne verige kot kompleksnega prilagodljivega sistema. 

 

 

1 Introduction 
 

Seminal contributions have been made on Complex 

Adaptive Systems (CAS) by pioneer researchers as 

Buckley [1], Holland [2] and Gell-Mann [3]. CAS term 

was first introduced by Walter Buckley in 1968 to 

describe a system whose elements or components are 

directly or indirectly related in a causal network, such that 

at least some of the components are related to others at 

any one time, the interrelations may be mutual or 

unidirectional, linear, non-linear or intermittent, and 

varying in degrees of causal efficacy or priority. In [4] 

three characteristics of CAS are proposed: evolution, 

aggregate behavior, and anticipation. After that, in [5] 

one extra characteristic of CAS is added: hierarchical 

arrangements of boundaries and signals. It is important 

to note that CAS form and use internal models to 

anticipate the future, basing current actions on expected 

outcomes, in fact it is the attribute that distinguishes CAS 

from other kinds of complex systems and makes the 

emergent behavior of CAS intricate and difficult to 

understand [6]. Previous studies presented on [7, 8] have 

almost exclusively focused on one M&S approach to 

study CAS. However, hybrid modelling which extends 

the M&S discipline by combining research approaches, 

methods, techniques, and tools from across disciplines [9] 

to one or more stages of a simulation study, still is 

limited. In the literature review we found contributions 

only in the domain of defense [11].  

 On the other hand, e-commerce emerged as a 

consequence of electronic transactions developed on 

60’s, but real boom was observed during 90’s along with 

Internet common use. Previously, catalogue sales already 

offered products and services on home delivery, but every 

transaction must be done by a presential visit or at least 

using a printed document. Complexity sciences approach 

has several advantages for e-commerce study, beside the 

understanding of patterns and behavior of main actors 

from the point of view of companies, it is also useful for 

customer understanding and specific patterns that will 

follow to choose their products or services offered online.  

Supply chain has been conceptualized as a CAS by 

many authors [11 – 17]. The traditional tools used in the 

study of the supply chain as CAS are the following:  

System Dynamics (SD), Agent Based Modelling 

Simulation (ABMS), Dynamic Systems Theory, 

Observation Data-Based Models, Dynamic Networks, 

Ordinary Differential equations (ODE), Difference 

equations and Partial Differential equations (PDE), 

Cellular Automata, Evolutionary Game Theory (EGT), 

and Fractional Calculus. In the field of simulation, the 

implementation of models based on top-down approach, 

which is used to provide holistic perspective by synthetic 

microanalysis, the SD is preferred. While implementing 

models based on bottom-up approach, that is a deductive 
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perspective, the Discrete-Event Simulation (DES) and 

ABMS. Combining two or more of the following methods: 

SD, DES, and ABMS, has experienced near-exponential 

growth in popularity in past two decades [18]. In the 

domain of supply chain, but not from the CAS perspective, 

we found contributions by [19, 20] using two or more 

simulation approaches. More recently, in [21] DES and 

ABMS are combined with heuristics to govern train 

movements destination selection, incorporating an 

ensemble of simulation runs. In [22] SD, DES and ABMS 

are applied to an aerospace manufacturer’s real case to 

assess the sustainability performance of alternative supply 

chain.  

This study addresses the need for modelling and 

simulation of e-commerce supply chain as CAS but with 

a novel application in the field of hybrid M&S, integrating 

top-down and bottom-up approaches using synthetic 

microanalysis, to perform simulation experiments to find 

natural emergent properties at certain levels as result of the 

interactions between the constituent parts, so far lacking 

in the scientific literature. Although previous researchers 

conducted simulation studies into the e-commerce supply 

chain as CAS, they all focused on applying agent-based 

simulation approach only. 

Supply chain problem has been addressed with 

several approaches, that’s why in [15] and [17] stands out 

the need for novel methods that includes tools based on 

complex systems approach. The dynamic of the market 

due to growth in internet use and changes of purchasing 

habits have led the supply chain professionals to find 

better methods. According to [32] global e- commerce 

went from 15% of total retail sales in 2019 to 21% and 

now is estimated 22% so to be focused on interactions, 

dynamics and emergent patterns of the systems could 

bring us better solutions in a different point of view. Static 

supply network designs can help with localization 

problems but to solve everyday companies’ issues is 

getting more complex and in consequence more 

specialized to solve.  

The rest of the paper is organized as follows: Section 

2 describes the literature review on main features of CAS, 

M&S of CAS as well as the e-commerce supply chain 

conceptualized as CAS. Section 3 present a novel hybrid 

M&S methodology for integrating top-down and bottom-

up approaches using synthetic microanalysis, of an e-

commerce supply chain to perform simulation 

experiments to find natural emergent properties at certain 

levels, as result of the interactions between the constituent 

parts. Section 4 presents an omnichannel retail business 

case study. Concluding remark and future work are 

presented in Section 5. 

 

 
Diagram 1: Paper organization 

 

 

 

 

2 Literature review 
 

2.1 Complex adaptive systems  
Complex adaptive systems (CAS) term was first 

introduced by Walter Buckley in 1968. In his publication 

named Society as a complex adaptative system. Buckley 

[1] defined a system in general as a complex of elements 

or components directly or indirectly related in a causal 

network, such that at least some of the components are 

related to some others at any one time, the interrelations 

may be mutual or unidirectional, linear, non-linear, and 

varying in degrees of causal efficacy or priority. As 

Buckley [1] added, persistence or continuity of an 

adaptive system may require, as a necessary condition, 

change in its structure, the degree of change being a 

complex function of the internal state of the system, the 

state of its relevant environment, and the nature of the 

interchange between the two.  From the cybernetic point 

of view [23], CAS are complex effectors organized and 

self-regulated to subtract themselves or one of their 

effects, within certain limits, from contingency, from 

increased entropy, or from both [24]. The cybernetic 

perspective of control or self-regulation of adaptive 

systems emphasizes the crucial role of deviation, seen in 

both negative and positive aspects: on the negative side, 

certain kinds of deviations of aspects of the system from 

its given structural state may be seen as negative feedback, 

while on the positive side, it is necessary the deviation or 

more generally, variety – in providing a pool of potential 

new transformations of process or structure that the 

adaptive systems might adopt in responding to goal-

mismatch  [1]. Another pioneer of CAS research was Prof. 

John Henry Holland whose seminal work on adaptation in 

natural and artificial systems [2] leading to the creation of 

genetic algorithms and eventually the fields of 

evolutionary computation [4] and learning classifier 

systems [25].  

 

The models to understand CAS consider the rule-based 

structure that lets the evolutionary procedures that enable 

the system to adapt to its surroundings. As noted by [6], 

most rules can be parsed into simple condition/action 

rules:  

 

IF        [condition true]  

then execute  

           [action] 

 

On the other hand, the following are recognized in [3] 

as the general characteristics of a CAS, mainly related to 

data and information: 

a) Its experience can be thought of as a set of input 

and output data, with the inputs often including 

system behavior and the outputs often including 

effects on the system. 

b) The system identifies perceived regularities of 

certain kinds on the experience, even though 

sometimes regularities of those kinds are random 

features misidentified as regularities. 
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c) The perceived regularities are compressed into 

schema. Each schema provides, in its own way, 

some combination of description, prediction, and 

prescriptions for action. 

d) The results obtained by a schema in the real world 

then feedback to affect its standing with respect to 

the other schemata with which it is in competition. 

 

2.2 Modelling and simulation of CAS 
In recent decades, CAS are at the heart of important 

contemporary problems, so the research methods and tools 

need to be modified with an emphasis on the role of 

computer-based models to increase our understanding of 

CAS [26]. In this direction, the purpose of modelling and 

simulation (M&S) of CAS is to find the macro and micro 

mechanisms behind the evolution, aggregate behavior, 

anticipation and hierarchical arrangements of boundaries 

and signals of CAS. 

 

The top-down approach is used to provide holistic 

perspective by synthetic microanalysis, in which 

experiments are performed to find natural emergent 

properties and delineate macroscopic phenomena with 

systemic concepts [27].  Once the system structures have 

been observed based on top-down perspective and the 

bottom has been reached, we need to analyze them in 

terms of the laws on their constituent parts combined with 

suitable idealization and approximation at the micro level, 

at this point, the bottom-up approach is a deductive 

perspective, in which experiments are performed to find 

natural emergent properties at certain levels as a result of 

the interactions between the constituent parts [27].   

 

2.3 E-commerce supply chain conceptualized 

as CAS 
In the literature, supply chain has been conceptualized as 

a CAS by many authors [11, 15, 17, 28-36]. In this 

direction, supply chain is constituted by large number of 

agents that interact in a non-linear way, could evolve, 

learn, and be resilient to their environment. Also, its 

structure and collaboration mechanism evolve over time 

[14]. Considering the cybernetics point of view, Figure 1 

shows the receptors or sensors, the processor or 

homeostatic controller and the effectors of a supply chain 

conceptualized as CAS. 

Following the main characteristics of CAS, the 

constituent parts of a supply chain could be facilities, 

people, equipment, and communications involved in a 

supply chain or logistics network. Supply chain networks 

presents nonlinear behavior on products distribution, 

where the number of vehicles is not proportional to the 

number of products because of product volume, weight 

and even restrictions for destination traveling, that’s why 

behavior would not be modeled with a first order equation, 

without assuming or forgetting essential system 

properties.  

 

 
Figure 1: Supply chain conceptualized as CAS. 

 

On supply chain management and in business in 

general is normal to concentrate investment only in certain 

separated areas and outcome it is that constituent’s effort 

does not contribute adequately on system desired results. 

Other important property to address is that complex 

systems are not controlled at a central level. Most of the 

time, system constituents do only have communication 

with nearest or adjacent peers, this communication and 

interactions trigger emergent behavior at system level. 

Supply chain systems and logistics systems had been 

trying for years to create a single communication and 

management system using ERP (enterprise resource 

planning), this central software application have proved to 

help on complexity reduction, but interaction and 

decisions made by single constituents are always present 

unleashing emerging patterns that must be taken into 

consideration. That is why supply chain elements or 

agents that compose supply chain would not always check 

every possibility to make every decision. In a better way, 

every agent evaluates the result of certain action and the 

repeat successful one with the objective to evolve or 

improve its complex system.  

In order to identify the recent trends in the literature on 

the application of the CAS approach in the study of e-

commerce supply chain, a bibliometric analysis was 

carried out using the VOSviewerTM software, which is a 

software tool focused on the distance-based visualization 

of bibliometric networks. In the visualizations provided by 

VOSviewerTM software, the distance between two nodes 

indicates the relatedness of the nodes [38].  

We search on SCOPUS database the relevant papers 

with keywords e-commerce AND complex adaptive 

systems. From the results, we observed that in general, 

CAS approach is related to supply chain and e-commerce 

by their modeling tools or analysis algorithms. Figure 2 

shows the interrelations found in the literature of e-

commerce and CAS and agent-based modelling. Figure 3 

shows the interrelations between supply chain 

management and e-commerce. These two subjects are 

always connected because of their symbiotic nature but it 

can be highlighted that complexity properties like self-

organization along with complexity solutions including 

evolution models come in to light. 
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Figure 2: VOSviewerTM software visualization of 

the keywords network. 

 

 

 

 

Figure 3: VOSviewerTM software visualization of 

the keywords network, showing the interactions 

between e-commerce and supply chain management. 

 

 

Figure 4 indicates that in recent years CAS approach 

on e-commerce supply chain using agent-based models is 

a trend to confront everyday challenges of modeling and 

simulating e-commerce process. The topic supply chain 

management is strongly related to e-commerce of 

manufacturing systems, agent-based modelling also is 

used and selected as a tool to continue further 

investigation. Additionally, Figure 5 demonstrate that 

interdisciplinary is also included in this concept for 

multiple solutions. 

 

 
Figure 4: VOSviewerTM software visualization of the 

keywords network, showing the interactions among 

agent-based modelling, e-commerce and complex 

adaptive systems. 

 

 

 
Figure 5: VOSviewerTM software visualization of the 

keywords network, showing the interactions among 

agent-based modelling, supply chain complexity, e-

commerce and supply chain management. 
 

2.4 Modelling and simulation (M&S) of 

supply chain as CAS 
Supply chain problems have been addressed and 

confronted by different methods, but we put special 

attention on recognizing enough ones who helped us to 

maintain. The following tools act as an alternative to 

deterministic optimization static models to modelling and 

simulation of supply chain as CAS [15]: 

 

• Simulation (SD and ABMS) 

• Dynamic systems theory 

• Observation data-based models 

• Dynamic networks 

 

There are other methods for logistics systems 

modelling using a complex system approach [35], analytic 

method proposed by [38], game theory presented in the 

work of [39], dynamic systems proposed in the work of 

[40]. On the same way, managers look for new ideas for 

developing collaborated and synchronized network 
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structures, these networks must adapt to flexible and 

dynamic environments [14].   

 

3 A novel hybrid M&S methodology 

based on synthetic microanalysis 
 

In this section, we present a novel methodology for 

integrating top-down and bottom-up approaches using 

synthetic microanalysis, of an e-commerce supply chain 

to perform simulation experiments to find natural 

emergent properties at certain levels as result of the 

interactions between the constituent parts. The conceptual 

modeling and communication hybrid simulation phases 

are based on [41] using complexity sciences tools. Our 

main contribution is to adapt recognized knowledge for a 

complex adaptative e-commerce supply chain.  On every 

phase, advantages of hybrid M&S and CAS approach are 

described and highlighted. 

 

 

3.1 Phase 1: conceptual modelling 
On this phase, since the hybrid simulation models 

proposed for supply chain were conceptualized as a CAS, 

the main objective will be to find emerging patterns due to 

interactions among the components of the system. 

Assuming from the beginning that supply chain can be 

analyzed as a CAS, we took advantage of an additional 

complexity science theorical framework proposed by [27], 

but on CAS, detectors and effectors are also taken into 

consideration along with system interactions. Same as 

typical system modelling, inputs are considered to obtain 

certain outputs. Feedback adaptative learning loop and a 

system learning memory is also included. The conceptual 

diagram of CAS adapted from [42] is shown on Figure 6. 

Unlike black box system diagrams, interaction rules play 

a relevant role on CAS modelling, that’s why we looked 

for a software with enough capabilities. After the analysis 

of software simulation used to modelling and simulation 

of CAS, we selected AnylogicTM software. AnylogicTM is 

one of the simulation leading platforms found in the 

market, native AnylogicTM software’s features enables 

users to integrate DES, ABMS and SD on a single 

integrated model that can dynamically read and write data 

to spreadsheets or databases during a simulation run and 

is capable to develop spatially explicit models integrating 

GIS functionality [43]. Then, the possibility to build 

hybrid simulation models on AnylogicTM is not only 

possible, but it is also many times implied on software’s 

applications.  In the e-commerce supply chain case, we 

took advantage of the two mentioned features: DES 

simulations, to incorporate time processes and indoor 

facilities behavior, and ABMS, for interactions and flows 

between facilities, including transportation network and 

vehicles. To give a context of what the model includes, 

CAS components of our proposed modelling are described 

below: 

 

Input is composed by typical elements incorporated 

on e-commerce supply chain analysis and modelling:  

a) Historical or forecasted demand, taken from both 

Enterprise Resource Systems (ERP) databases, 

or any other business information system. 

Different scenarios might be downloaded and 

configurated depending on required business 

answers.  

b) Objective service level, included on model data 

base, or stored on parameters to compare real life 

indicators.  

c) Product characteristics, tagged on every demand 

line of data base, useful information to interact 

on discrete indoor processes, or to indicate way 

of traveling along agent-based network paths.  

d) Number of facilities and location, shown on a 

Geographic Information System (GIS). 

e) Processing and traveling time, based on 

productivity and resources availability. 

 

 

 
Figure 6: Conceptual CAS diagram adapted for this 

methodology, adapted from McElroy (2000). 

 

Detectors 

a) The counter variables. 

b) The statistic Blocks. 

c) Time DataSet blocks and plots. 

d) Time histogram blocks and plots effectors. 

 

Effectors 

a) Agent indoor facilities with DES processes. 

b) Agent transportation network. 

 

Output 

a) End to end product system life. 

b) Specific time (process, travel, waiting) per agents 

or facility. 

c) Backlog indicators. 

 

3.2 Phase 2: simulation modelling  

interaction rules 
In the simulation models, interaction rules are governed 

by programmed business rules and a predesigned a supply 

network. Every agent is created based on historical 

demand, from a source block and then travel to different 

facilities. On every facility, demand agents could change 

their attributes or lifetime due to DES processes, and then 

wait for a vehicle that match the next step or destination. 

Hybrid simulation models are integrated by agents as 

following: 
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Main agent 

It hosts every other agent on a GIS, it has also the duty 

to fill every other agent´s attributes at the start of the 

simulation.  Here, every demand agent is created and then 

canceled after traveling along supply chain system.      

 

Demand agent 

It travels along the system following business rules. It 

is created with attributes or parameters that will be useful 

for the software to indicate logistics paths using tags to 

accomplish needed processes. Some support parameters 

are incorporated to accumulate attributes due to different 

situations. 

Facility agent 

Every facility has two purposes: 

a) Interaction with other agents. 

b) Hosting supply chain processes.  

Depending on the complexity of operations, these 

processes could be as simple as a delay of time followed 

by a queue, or even a DES complicated simulation that 

support resources and schedules according business 

capacity communicating with other agent interactions. 

Depending on business supply chain, different kinds of 

facilities could be modelled, in our case studies, facilities 

were commonly stores, warehouses and x-docks but this 

is not limited. Depending on simulation designed 

necessities, interactions with factories or suppliers might 

be taken also into consideration. 

 

Transportation agent 

Vehicles are created also at the beginning of the 

simulation based on model data base. This option gives 

you the opportunity to define not only origin and 

destination of vehicle, parameters of capacity, travel time 

and schedule can be also included. To obtain specific 

output, agent-based simulation gave the chance to 

communicate every state of every vehicle to other agents 

and then decide when to load or unload products at the 

start a trip fulfilling business objectives.  Vehicles do not 

only travel based on a defined time on data base, but also 

could be visible on Main GIS map. GIS map road distance 

information was useful to simulate time travel and gives 

to the user a perspective of how fleet is moving along the 

run.  

 

Agent waiting areas 

Two waiting areas, one for products waiting for a 

vehicle to arrive in a facility and then travel to a specific 

destination, and inside vehicle agents, where products 

remain in loaded, unloaded or in transit status between a 

stop or travel destination. 

 

Messenger agents 

Created at a specific time recorded in data base, their 

purpose is to change values on process parameters or 

sending messages to some agent following programmed 

interactions. For example, on facilities capacity is adjusted 

whether on productivity or on number of resources. 

Even when processes or individual programming 

could be very simple, the combination of several number 

of agents that are born at the beginning of simulation along 

with interactions during it, result in complex behavior. 

The relevance of interactions and understanding of results 

was the next step of our proposal. 

  

3.3 Phase 3: model communication  
Once DES processes agents are created, communication 

phase includes programming to link variables, identify 

interactions and then to execute model scenarios. Here is 

where we identified the most relevant advantage of 

analyzing and modelling supply chain with a complex 

adaptative system approach. To be aware of dynamics 

understanding, and analyze outputs as emerging system 

patterns, upgraded the results of our methodology. On the 

same way, synthetic micro analysis gave us the 

opportunity to understand the most micro level 

interactions that drive to model better business decisions. 

 

 

Linking variables and identified interactions 

Variables and interactions are linked mainly by 

demand product flows. These product flows are often a 

connection between DES processes and using “enters” or 

“exits” between facilities or vehicles living on a GIS 

MAP. Natural supply chain designed flows are followed 

to simulate real life behavior.  

 

Database driven decisions 

In real life and in virtual simulation models, products 

travel along supply chain, according to business defined 

rules. In real life, these decisions are chosen by systems, 

or human beings, but in our models, they are previously 

stored on a data base. Whether the product must 

accomplish certain process or to travel to another facility, 

a database query is executed to simulate real life decisions 

and interactions.   

 

The following diagram explains how demand agents 

flow through the simulation model. 

 
Figure 7: Simulation flow diagram Source. 

 

a) First, the demand is generated, where a source 

block is configurated with historical or forecasted 

demand. By using real data, dynamic and nonlinear 

behavior is entered into the system. Demand agents 

are created with input parameters that contain 

characteristics of at least origin and destination 

previously stored on database, these parameters are 

also used as tags for product identification and 
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decisions useful to consider entering or exiting 

processes between facilities or vehicles. During 

simulation run, counting variables and datasets are 

collected and refreshed at a specific time to 

understand input demand behavior.  

b) Second, the demand is communicated to the 

facilities depending on product requirements. Time 

on facility, depends on utilization of machines or 

human resources mayorly. Statistics of every 

process are collected and plot to understand where 

capacity is limited and where the agents spend 

more time. Facilities could be very simple, or also 

enabled with several complicated processes, for 

example Figure 8 shows a GIS map containing 

several facilities that host simple scheduled driven 

by resources DES processes. Capacity and 

resources could be static or dynamic, if it is needed, 

at any time of simulation run, a messenger agent 

could enter the facility to update conditions. The 

result of interactions and behavior of these 

changes, then is observed as emergent patterns of 

supply chain behavior.   

c) Third, the waiting processes of facilities and 

vehicles are modelled. Their purpose is not only to 

host a staying process for products and to 

accumulate time between entering a vehicle, but 

these processes also allow communication between 

facilities and vehicle agents. Communication 

process on simulation could be complicated, the 

problem is to keep products on a specific 

destination process until a vehicle has arrived ready 

to load or unload products. To accomplish this task, 

an “id” of arrived vehicles is kept on a data 

collection array and then products are allowed to 

enter mentioned vehicle that share the next agent 

destination and at the same time, ensuring choosing 

the right transportation type with enough left 

capacity.   

d) Finally,  products travel from one to another 

facility or destination. According to waiting 

processes, every product enters on a specific 

vehicle depending on the destination. We named 

this DES processes vehicle compartments. On 

these agents, processes of loading and waiting 

inside a transportation unit are simulated. Then, it 

is possible to measure used capacity, and decide if 

the vehicle is ready to go using two criteria. The 

first criteria to start a trip is leaded by programmed 

schedules fed by departure parameters. Second 

criteria, to verify if transportation agent is enough 

loaded according to business rules and physical 

capacity. Vehicles are programmed as independent 

agents, so they born with parameters including 

origin and destination, together with variables 

recorded in accordance to departure, travel time 

and capacity limitations. 

 

On every step, outputs are programmed considering 

special attention on simulation time and different products 

behavior. Normally output values are shown in dynamic 

plots during simulation. Now that CAS behavior is 

programmed on simulation software, adaptative learning 

loop depends on user experience and iterative what-if 

scenarios. Every iteration stored output on computer will 

conform our system memory, and retro alimentation will 

be sustained proposing different agent network paths or 

capacity. 

 

Model execution and data exchange 

Once model and interactions are already programmed 

execution is very simple. After verifying that every 

parameter and variable is loaded on model database, next 

step is to execute the simulation and wait for the result. 

After every iteration recorded statistics and indicator 

calculations, are exported to a consolidated Microsoft 

Excel spreadsheet. The relevance of this step is not only 

to obtain results and record them, but objective is also to 

identify the influence of every interaction at micro level 

that are shown at macro level as emergent patterns of the 

complex adaptative system, in our case these emergent 

patterns coincide with supply chain performance 

indicators.  

 

 

 
Figure 8: GIS Map containing agents, DES processes 

and plot outputs. 

 

 

Then, improvement of supply chain system is implied 

on the influence of products flows, facilities processes and 

vehicles interacting with each other. Talking about our 

supply chain models, every facility will exchange data 

with every vehicle not only about the status and capacity, 

but it will also share information about demand dynamic 

behavior. The result will impact utilization of resources 
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and bottlenecks at micro level, and the result of end-to-end 

measured time deliver, at macro level.  

 

Evaluation of outputs 

The simulation software offers several options to 

obtain results and outputs. Statistics and datasets blocks, 

along with time and histogram plots were successful to 

understand complex behavior and led us to different 

scenarios. From the beginning of the run, we take 

information from data base, placing historical or 

forecasted demand. The first output is therefore the 

behavior of demand, where we can understand seasonality 

and behavior at macro level. These plots could be included 

by product or by any other interesting demand 

identification. The most common, apart from products, are 

related to logistics origin-destination area and required 

service. Then, at main agent it is possible to observe 

demand graphics and interesting statistics form its 

behavior. During simulation runs, demand behavior is 

compared with accumulated capacity and accumulated 

statistics help us to understand system performance. 

Scheduled resources work shifts utilization is also 

measured  to understand everyday dynamics.  

 

Traditional analysis, assuming a typical black box 

system, will lead us to run several scenarios looking for 

answers only at macro level, but CAS approach along with 

synthetic micro analysis tells us that these answers at 

macro level must be a result of interactions at micro ones. 

Then, even when performance is enough for 

accomplishing demand requirements at macro level, 

interactions at micro mechanisms should be understood to 

get a better result. On supply chain, installed capacity 

relates directly to investments and in many times, it is 

difficult to balance the right place and more difficult to do 

it at the right time, resulting on money wasting. In our 

simulation projects, hybrid simulation opens the 

opportunity to integrate DES processes into agents, and to 

measure their performance at micro level.  

 

 

 

 
Figure 9: Example of simulation input analysis. 

 

The performance of every agent is collected and then 

analyzed to understand impact on the whole system. One 

of the top interests of our simulations is service time, 

which depends in part on the number of resources and their 

productivity related to real processes, that’s why backlog 

is measured along every facility to identify bottle necks 

and prove different scenarios. We measure time on a 

facility, but also the time between every process. By 

recording on every hour, the number of agents inside 

simulation queues, we obtained an average indicator of 

backlog and the period of recovery. By comparing backlog 

data with capacity bottlenecks, facility capability can be 

understood in two dimensions, first to dimension about 

space capacity and second to ponder if recovery time is 

according to business service requirements. Figure 11 

shows backlog behavior and time recovery due to limited 

wok shift resources capacity. Simulation results gave us 

the opportunity to observe and measure impact of limited 

capacity and its dynamics depending on demand flows. 

Remembering that the supply chain system could be 

integrated by several facilities and every piece of data is 

analyzed after exporting information an integrated 

Microsoft Excel Spread Sheet. The simulation results are 

organized by flow volume, average backlog, and time of 

recovery to identify the most relevant interactions. 

By collecting the accumulated end to end time of every 

product on main agent and understanding its causes due to 

micro level interactions, what-if mentioned scenarios are 

proposed changing parameters. Methodology enables to 

understand the limitations of the designed supply chain 

and apply better options to reach business objectives, 

without thinking about major investments. 

 

 

 

 
Figure 10: Example of simulation outputs. 
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4 An omnichannel retail business 

case study 
This section is focused on simulation challenges of an 

omnichannel retail business case study. This section will 

be useful for the reader to recognize what is necessary to 

collect, understand and program to deal with a real-life 

problem. 

 

Omnichannel retail business 

Omnichannel problem includes companies who born 

operating brick and mortar stores, where consumers 

physically visit the place, and purchase their products. 

Due to customer behavior and growth in Internet use, 

companies also started an important presence on e-

commerce operations. In recent times, e-commerce 

marketplaces are also opening physical stores, unless this 

is not ordinary. Because of their nature, both bricks to 

clicks and clicks to bricks companies, offer a hybrid way 

of delivery and shopping experience.  

 

 

 
Figure 11: Brick to clicks and clicks to bricks ways. 

 

 

4.1 Phase 1: conceptual modelling 

In the omnichannel case study, customers are capable 

to acquire products in different ways depending on their 

necessities listed below. 

 

a) On store traditional buying, were the customer 

walk around the place to acquire their products. 

b) Online buying, where customer acquires products 

by the company web page. 

c) A combination of previous, where customer could 

choose to pick up products on store if they are 

available. Availability could be nearby or foreign, 

and in both cases, customers could buy and receive 

product on store or direct to their location. 

 

Depending on customer needs and location there are 

also different ways of home delivery.  

 

a) The customer is available to receive product in a 

period of certain hours and the chosen product is 

available on a store or warehouse nearby.  

b) The product could be delivered by the company x-

dock in the same city. 

c) The product needs to follow a network path 

between stores and x-docks to find its destination. 

d) At an any network node, the product is delivered to 

a third-party logistics supplier.  

 

 

4.2 Phase 2: simulation modelling  
All of the options indicated before were programed on 

a hybrid simulation model using historical data as an input 

looking for improvements by running several capacity 

scenarios. Before starting to describe simulation inputs 

and outputs, it is important to remember the relevance and 

advantages of our methodology, that not only implies to 

program a hybrid model. It is also important to recognize 

how these steps can be useful to describe a real life 

complex adaptative e-commerce supply chain system. 

CAS are recognized mainly by their nonlinear behavior 

and a large number or constituents interacting at the same 

time. In the case study, the constituents were modeled as 

agents and their interactions using DES processes, 

because of their nature, agents could communicate with 

each other increasing complexity of the system. Then 

stores, x-docks, warehouse and transport assets became 

the agents and at the same time they were incorporated 

with historical real measured capacity and productivity on 

a GIS map location. Input of real demand data, followed 

by programmed agent business rules, resulted on hybrid 

simulation outputs emerging patters.  

Store agents include DES processes for shelf product 

picking, customer in-store pick up area, product 

packaging, for delivery or transfer process, and last a 

decision block to send product direct to customer nearby 

or foreign employing a third-party supplier. Decision 

depends on the tag or parameter previously input on 

database. Products that must be delivered to another store 

by a company x-dock, are sent to the waiting area agent, 

where they will stay until a transportation asset has 

arrived. At store microlevel, relevant indicators are saved 

on statistics blocks, the most important were sum of 

products, queues backlog, resources utilization and finally 

whole time on store. With the analysis of this information, 

processes improvements were simulated and 

implemented, for example, by running different scenarios 

changing number of human resources working with an 

average productivity, benefits of service time were found 

at micro level. We validated those decisions about 

incrementing crew or working hours on certain season or 

peak of demand, could be taken based on model runs. With 

the aid of messenger agents, capacity or parameters were 

changed at any model time looking for better results. 

Results were not only useful at micro store level, total time 

macro level indicators were also measured and understood 

to validate business objectives. 
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Figure 12: Simulation model of omnichannel case 

study. 

 

4.3 Phase 3: model communication  
Stores face many other challenges on real operations, 

main is that they are not designed to operate an outbound 

flow other than what is taken form the shelves aisles by 

customers. Taking advantage of agent’s communication, 

schedules about receiving product from storage 

warehouses and sending product direct to customers or x-

dock were also simulated. On store waiting area agent, 

products are hold until the scheduled transport arrive and 

take them to the next step of simulation. Same as in reality, 

transportation arrive to the store and report its arrival, in 

our simulation model, transportation agent communicates 

an ID to the waiting area by printing it in a collection 

array. With the help of knowing ID vehicle, the decision 

of loading product can be made in two ways, the first is to 

be sure about vehicle left space capacity and the second is 

if destination is in conditions to receive more products. 

That’s how on this stage, communication between 

transport vehicles and facilities is emulated. In real 

system´s operations, it is common to hear about different 

kind of communications to arrange these operations, like 

phone calls and email messages, the result is a complex 

behavior induced by demand who result on micro level 

findings and in consequence supply chain indicators. Time 

on waiting area was an important indicator to be aware, 

but also its causes, especially the contained queue number 

of products waiting to be loaded on a transportation 

vehicle.  

 

In certain circumstances, omnichannel problem 

delivery could be only about leaving the store, because it’s 

common to use third party delivering suppliers to travel 

along countries and reach the last mile until customer 

receive their product. It could be even simpler when 

customers have the chance to pick their products on store, 

but store operations could be complex to study depending 

on the size of company, city or country. That’s why in our 

study agent facilities were placed on a main agent that 

includes a GIS map, allowing users to incorporate several 

numbers of locations.  For the reasons listed below 

we found GIS map useful in an e-commerce supply chain 

hybrid simulation: 

 

a) Allows users to have a first look of their geographic 

coverage and number of nearby facilities. Being 

aware of where your facilities are located, can lead 

you to understand if they are placed in a correct 

way, even when this analysis might be 

inconclusive without an analytic exhaustive one, it 

is one of the best places to start. 

b) GIS maps contain information not only about 

localization, in our case, AnylogicTM provides a 

native OpenStreetmap service, who enables 

vehicles to follow real-time downloaded road 

distances observed during simulation. 

Combination of localization and observation of 

vehicles on real time, can also be considered as an 

emergent pattern of the system seen at macro level. 

 

 

 

Finally, GIS map was also useful to explain results and 

interactions between facilities to stakeholders. Before 

analyzing products after leaving the store, it is important 

to stop and interpretate what is causing bottlenecks and 

traduce it into real life strategies. Increasing the number of 

human resources might be a solution along with work 

hours variation, but also to compare productivity and 

facility space and lack of equipment. Once store variables 

are understood it is time for analyzing transportation 

logistics. There were different kind of vehicles depending 

on their vocation in real life on simulation model. Large 

capacity vehicles to deliver product from inventory 

warehouses to stores in synergy with omnichannel 

product, and local small capacity vehicles for moving 

product between stores to and from their local assigned x-

dock. Distance and volume capacity during trip, was 

stored on statistics blocks for further analysis. For large 

capacity vehicles, every day scheduled departure time is 

programmed along with an average speed to simulate trips 

using real GIS map road distances. Then, estimated time 

of arrival of products can be calculated. In the case of 

small capacity products, delivery and collect milk run 

circuits were programed. At this step of simulation, we 

already accumulate the store and from store transportation 

time as a part of the total time of delivery, the rest obey to 

local x-dock, foreign x-dock, and their vehicle 

connections. Once products enter x-dock facilities, 

programmed decisions lead them direct to customer 

delivery or to travel to another facility, processing times 

of resources and productivity are also stored and measured 

along with on queues agent number content. From this 

point products can visit more than one x-dock and 

destination stores to finally reach their ending point. On 

last destination time along whole system is recorded and 

analyzed using a histogram plot. Something implied on 

this kind of problem simulation solution is to manage a 

great amount of agent interactions at the same time, this 

characteristic is one of the best reasons to choose this 

method when a supply chain is analyzed.  
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Figure 13: GIS Map containing agents, DES 

processes and plot outputs of omnichannel case study. 

 

On this kind of modelling, number of facilities and 

assets is only limited on computer processing time, then 

by adding more database lines supply chain could be 

simulated at any scale without extra programming time.  

The result of thousands of products traveling between 

dozens of facilities and transportation assets interacting 

with each other is what finally emerge at macro level of 

the system. End to end time results of every interaction 

was also divided on categories and subcategories 

interesting for the business. 

 

• Local deliveries including the ones from store 

and stores in the same city 

• Foreign deliveries 

 

Results show that even when facilities operate at their 

maximum capacity, accumulated time combinations 

(origin-destiny-type of service) delivery 100% on time 

objectives could be impossible to accomplish. Foreign 

times and accumulation on demand on particular season, 

are the main limitations of the supply chain system. 

Maximum limits of the system were not the only 

conclusion, more important was to identify offered 

services and estimated volume encapsulating the problem 

on certain geographic areas and then to decide the best 

impact business major investments. With the help of this 

novel methodology companies could simulate different 

scenarios to chose a better number of resources in a certain 

season and decide a better scenario. In our case study a 

retail company the chance to reduce the gap between on 

time deliveries in at least 3% by including third party 

suppliers on peak season. 

Unlike traditional modelling of e-commerce supply 

chain where data is collected and then processed using a 

static linear programming model, hybrid simulation 

modelling assuming a CAS behavior, opens the door for a 

better system understanding and numberless real life 

dynamic scenarios. The understanding of microlevel 

interactions and their impact at macrolevel shown as 

emergent performance patters, can lead business to better 

strategies, and to predict behavior of their decisions. In 

early times, size of e-commerce supply chains has caused 

to operate and plan in a reductionist way, assuming that, 

solving the problem at micro level could reflect a 

deterministic upgrade on business macro indicators. 

Simulation modelling gives not only the whys, but also 

gives answers when might be the correct time to take 

important business decisions.  

Benefits for e-commerce supply chain could be 

various, but here we resume the ones what we stand out 

the most: 

 

a) Be aware of the limitations of your supply chain 

design before commit to business objectives. 

b) Size impact of increasing capacity at facilities or 

transportation at macro level. 

c) Understand not only what a better solution is, but 

also when might be a better moment to implement 

it. 

d) Scale your analysis by running simulations of all 

your facilities at the same time.  

  

5 Conclusions 
The change in consumer behavior has caused supply 

chain professionals to face more complicated challenges. 

In the search of alternatives to understand and manage 

supply chain, the experience of stakeholders has been a 

great help for businesses. Even when experienced 

managers had looked for better ways to maintain service, 

it is difficult to find tools and frameworks to take 

advantage and test before implement. By understanding e-

commerce supply chain as a CAS, multiples possibilities 

and solutions opens. CAS conceptualization facilitates to 

look for solutions about non-linear demand and agent 

interactions, instead of trying to implement average static 

solutions. After being awake of what CAS understanding 

could do for your business, the second step will be to find 

somewhere to experiment and prove interaction 

hypothesis. Simulation has proven to be a good platform 

to test nonlinear behavior and try to anticipate what may 

happen. Is very common to find discrete event simulation 

on e-commerce supply chain but normally model focusses 

on specific processes. By incorporating agent-based 

modelling, a tool born for complex system understanding, 

hybrid modelling enhances supply chain solutions 

proposals. On real life case studies, we achieved to point 
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out benefits of hybrid simulation, first by demonstrating 

that supply chain behavior can be imitated on a computer 

software without numberless spreadsheets, and second 

taking advantage of real-life e-commerce supply chain 

system agents (operations human resources), who now 

know they are capable to prove alternatives reducing the 

risk of wasting inversions or time testing on the go. Future 

work will address not only experienced bases solution but 

automated taking advantage of intelligent algorithms 

adapted for CAS and e-commerce supply chain, the 

objective will to find better business answers in less time.  
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Abstract: This paper proposes the research on dynamic cost estimation of reconstruction project in 

accordance with the particle swarm optimization procedure in order to predict the value of dynamic 

cost estimation of reconstruction project. To accomplish the task initially the applicability of example 

swarm optimization procedure is introduced. The basic principle of particle swarm optimization 

procedure is described, and PSO (particle swarm optimization) procedure is used to optimize the super 

factors of LS- SVM. The spss20.0 statistics is used to cluster the sample data to obtain similar 

engineering classes. BP-NN (Back Propagation Neural Network), LS - SVM, and PSO-LSSVM are 

implemented to anticipate and simulate the development price for the authentication of request effect of 

the optimized design in that area. The results show that the relative errors of the three designs are 

controlled within + 10%, this may be used in the early stages of building to anticipate construction costs 

accurately. The range of the relative error dissemination interval predicted using the BP-NN design is 

13.12% and is between [- 7.46%, 5.74%]. The range of the relative error dissemination interval 

predicted by the LS SVM design is 14.22% and is between [-8.12%, 6.17%]. According to the PSO-

LSSVM design, the relative error dissemination interval is [-2.56%, 2.49%], and its range is 5.21%. In 

terms of prediction stability and robustness, the prediction design optimized using PSO procedure 

outperforms the LS SVM design. In conclusion, the predictions design on the basis of PSO optimized LS 

SVM is better appropriate for predicting construction costs early in the building process and has strong 

guiding importance for the cost of construction. 

Povzetek: Raziskava predlaga dinamično ocenjevanje stroškov obnove projektov z uporabo postopka 

optimizacije delcev za natančnejše napovedi. 

 

 

1 Introduction  
Cost prediction has an impact on project cost and project 

plan, and plays a significant role in the field of project 

management. Therefore, project cost prediction has 

always been the focus of attention [1]. In the process of 

project cost prediction, due to the influence of many 

factors, the designing process of project cost prediction is 

very complex. Therefore, project cost prediction is also a 

difficulty in the research of project management and has 

become an important research direction [2]. At present, 

the project cost prediction design can be divided into two 

categories: traditional design and modern design. The 

traditional design mainly includes quota method, bill of 

quantities method and so on. The quota method predicts 

the project cost according to the released budget quota. 

The project cost prediction result of the design will not 

be too low or too high, and the prediction error is small. 

However, this method does not consider market 

competition factors, human factors and technical 

improvement factors, and the efficiency of designing and 

prediction is very low, which is not suitable for the cost 

prediction of large projects [3]. The bill of quantities 

method is proposed for the deficiency of the quota 

method. In practical request, due to the failure to 

consider the vicious competition between enterprises, the 

error of project cost prediction is large and the defect is 

very obvious [4]. Modern project cost prediction designs 

are divided into two categories: linear design and 

nonlinear design. The linear design mainly includes 

fuzzy mathematical design and multiple linear regression 

design. The change of project cost has certain 

randomness and nonlinearity, while the linear design 

cannot describe the nonlinear change characteristics of 

project cost, and the prediction error of project cost is 

high. Figure 1 shows the preparation process of 

construction project investment estimation [5]. 

When planning a project, by devoting more 

resources to tasks, the time of the project might be 

shortened. However, restricting the duration of projects 

below their standard level is associated with additional 

costs. The time-price trade-off problemi (TCTP) 

objective is to find a collection of time-cost options that, 

in specific circumstances, yield the best scheduling [6]. 

Many studies have concentrated on a discrete variant of 

this problem, known as the discrete time-cost trade-off 

problem (DTCTP), because in practice many resources 

(such as workers and equipment) are accessible in 

discrete increments [7]. Cost optimization problems, time 

optimization problems, and Pareto front problems are the 

three main forms of DTCTP that are frequently discussed 
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in the literature. A cost optimization issue aims to 

identify a collection of time cost alternatives that would  

 

 

 

 

Figure 1: Preparation process of construction project investment estimation. 

 

 

reduce overall cost under specific constraints, such as 

given a hard project deadline or penalty for delays. The 

objective of the budgeting problem is to find time-cost 

alternatives to shorten the project's timeline while staying 

within the allocated budget. 

The remainder of this essay is structured with a section 2 

devoted to literature and a section 3 devoted to research 

methodologies. Results are shown in Section 4, and the 

conclusion is offered in Section 5. 

 

2 Related work 
This section contains a variety of cutting-edge 

works in the topic of cost estimate of reconstruction 

project based on several procedures are discussed.  

In view of this research problem, Chen et al. start 

with analyzing the disadvantages of the traditional 

project cost management system, discuss the necessity, 

inevitability and realistic environment of implementing 

bill of quantities pricing in China, and expounds the 

concept, content, characteristics and preparation methods 

of bill of quantities, especially how construction 

enterprises prepare enterprise quota and quotation. In 

addition, the supporting environment required for the 

implementation of bill pricing is discussed [8]. Shi et al.  

made an in-depth and detailed analysis on the project 

cost activities under the bill of quantities pricing mode, 

made a detailed analysis and Discussion on the project 

cost control in each stage, and established and improved 

the project cost management system under the bill of 

quantities pricing mode [9]. Based on the valuation of 

bill of quantities and the analysis of project cost 

composition, Ullah et al. put forward the object and 

content of project cost management in the 

implementation stage and the management measures in 

each stage [10]. Peng et al. introduced the characteristics  

 

 

 

and implementation significance of the bill of quantities 

pricing, and discussed the content, characteristics and  

precautions of cost management under the bill of 

quantities pricing mode [11]. Based on the viewpoint of 

active control, Yan et al. systematically analyzed various 

problems existing in the cost management process of 

construction projects, analyzed in detail the cost 

management objectives and main contents of 

construction projects in different stages, and put forward 

the measures and methods of whole process cost 

management, so as to establish the whole process cost 

management system [12]. Jing et al. control the total cost 

of the project through satisfaction. Because design is an 

important factor to determine the project cost. Taking the 

technical route of comprehensive cost management and 

taking the four aspects of the whole process, the whole 

risk, the whole team and the whole factor cost 

management as the starting point, this paper puts forward 

relevant suggestions and measures for cost management 

in the design stage, in order to achieve better control 

effect of project cost [13]. Based on the research and 

analysis of the whole process, whole life cycle and total 

cost management, Nanchian et al. put forward the cost 

management theory and method suitable for China's 

government investment projects, and established the 

evaluation design for the investment scheme [14]. Ivanov 

et al. discussed in detail and studied the design of cost 

and quality control objectives in life cycle management 

[15]. Akimov and Matasov discussed some problems 

existing in cost control in the design stage of power 

transmission and transformation project. Combined with 

the engineering practice of power grid project, this paper 

analyzes and puts forward relevant measures to control 

the cost from the aspects of technology, management and 
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system. It is considered that based on the trinity of 

technology, management and system, a project cost 

control system of “reasonable scheme, controllable 

investment and cost saving” should be established in the 

design stage [16]. Based on the current research, this 

paper puts forward the research on dynamic cost 

estimation of reconstruction project based on particle 

swarm optimization procedure. Firstly, the applicability 

of example swarm optimization procedure is introduced. 

The basic principle of particle swarm optimization 

procedure is described, and PSO (particle swarm 

optimization) procedure is used to optimize the super 

factors of LS-SVM. With the help of spss20.0 to cluster 

the sample data to obtain similar engineering classes. LS-

SVM, PSO-LSSVM, and BP neural networks are used to 

simulate and estimate the project price for better 

assessing the request effect of the optimized design in 

that area. The experimental results verify the efficiency 

and accuracy of the prediction design on the basis of 

PSO optimized LS SVM.  

 

3 Research methods 
The design process, fundamental principles, and 

particle swarm optimization technique are covered in this 

section.  

3.1 Applicability investigation of the 

particle swarm optimization technique 

Particle swarm optimization (PSO), which was 

developed to find the global optimal solution to the 

optimization issue, was first motivated by the foraging 

behavior of birds. The law of this biological group 

movement is that assuming that the birds are randomly 

foraging in an area, and the birds do not know the 

specific location of the food, but they can perceive the 

distance between the food and their current location, the 

best foraging strategy is to search around the birds 

closest to the food. Unlike genetic algorithm (GA), PSO 

procedure does not rely on the evolutionary idea of 

individual survival of the fittest, but simulates swarm 

intelligence behavior and finds the global optimal 

solution through competition and cooperation among 

individuals [17]. In PSO procedure, the possible 

solutions of all target problems are in d-dimensional 

space, and each solution is equivalent to a "bird", which 

is called "division". The current position of the division 

is determined by the objective function, and its fitness 

value can be obtained. On the one hand, each division 

relies on its own experience to remember its best 

position, on the other hand, it perceives the best position 

of divisions other than itself according to the experience 

of its peers. Combining these two experiences, each 

division follows the division in the current optimal 

position at a speed that determines its distance and 

direction. The velocity of divisions is constantly updated 

with the change of relevant information, so that the 

position of divisions is dynamically adjusted at any time 

until a certain condition is reached, then the procedure is 

considered to obtain the optimal solution. The PSO 

method has a straightforward structure, a wide search 

space, and quick convergence. It can solve the majority 

of global optimal solution problems. The particle swarm 

may share the historically optimal division positions with 

one another during the optimization phase of the goal 

issue since it has memory. At the same time, there aren't 

any laborious mathematical processes like crossover and 

mutation, and there aren't any too complicated factors 

that have to be defined. It has outstanding advantages 

compared with other swarm intelligence procedures [18]. 

The integration with other intelligent procedures is a key 

development trend for the PSO procedure, which has 

currently moved beyond its original focus on function 

optimization to include more general requests like pattern 

recognition and neural network training. The super factor 

𝜎 and 𝐶 setup for the LS SVM procedure is a critical 

optimization challenge. As a result, PSO is used in this 

study to optimize the LS SVM factors and increase the 

design's ability to predict outcomes accurately [19]. 

3.2 Basic principle of particle swarm 

optimization  

The prime goal of the PSO method is to prepare the 

position and motion of a collection of casual divisions 

and, given specific constraints, to continuously 

iteratively seek for the best solution. The division 

modernizes its speediness and position in the following 

round of repetition in accordance with the changes of the 

two if the finest position passed by each division in the 

examination procedure is defined as the individual 

extreme price P_best and the top location found by the 

current entire group is defined as the global extreme 

value G_best [20]. 

Equation 1 and 2 provides a mathematical 

representation of the particle swarm optimization 

approach. Assume that a population of m divisions 

indicating a potential solution to the issue can exist in a 

d-dimensional search space. 

 

 mXXXX ,...,, 21=  (1) 

Among them, 

 idiii xxxX ,..., 21=  (2) 

Signifies the position of the 𝑖𝑡ℎ division in space, 

and the corresponding fitness can be calculated by 

substituting 𝑋𝑖 into the goal function connected to the 

issue at hand. Equations 3 and 4 describe how fast this 

division will travel in the d-dimensional search space. 

 

 idiii vvvV ,...,, 21=  (3) 

Use: 

 

 idiii PPPP ,...,, 21=  (4) 

To represent the best position 𝑃𝑏𝑒𝑠𝑡  searched by the 

division itself (the corresponding fitness value is the 

smallest) by using Equation 5. 
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 
gdggg PPPP ,...,, 21=  (5) 

To represent the best position 𝐺𝑏𝑒𝑠𝑡  of the whole 

population, the velocity and position of the i-th division 

are updated by Equations 6 and 7 respectively. 
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Where 𝜔 is the weight of inertia and K is the 

quantity of iterations; 𝑐1 and 𝑐2 indicate, what are 

referred to as knowledge variables, the steps that 

divisions take to reach their ideal location while flying 

and their total optimal position; 𝑟1 and 𝑟2 are two 

randomly chosen numbers among [0,1]. According to the 

observation formula (6), essentially, there are three 

components to the velocity update formula: first, 𝜔𝑣𝑖
𝑘  

indicates the speed of the 𝑖𝑡ℎ division during the earlier 

time period, that's referred to as the inertia component. 

Next, 𝑐1𝑟1(𝑃𝑖
𝑘 − 𝑋𝑖

𝑘) indicates the gap between the ideal 

location of the 𝑖𝑡ℎ  division and its present location, which 

is its own experience, is referred to as the cognitive 

portion; Lastly, 𝑐2𝑟2(𝑃𝑔
𝑘 − 𝑋𝑖

𝑘) depicts the distance 

between the group's ideal location and the current 

position and the 𝑖𝑡ℎ division, it develops from peer 

experience and represents collaboration and information 

exchange amongst division groups, and is referred to as 

the social aspect. In this manner, the division’s location 

in the 𝐾 +  1 using the formula above, iteration may be 

calculated [21]. The pace is typically restricted to prevent 

doing an excessive amount of blind searching for 

divisions [−𝑣𝑚𝑎𝑥 , 𝑣𝑚𝑎𝑥] and the search space is limited 

to [−𝑥𝑚𝑎𝑥 , 𝑥𝑚𝑎𝑥]. 

3.3 Parameter setting of particle swarm 

optimization procedure 

The PSO procedure needs to have a few factors 

changed, but reasonable factor setting will also affect its 

optimization ability and efficiency. Based on extensive 

reference to relevant literature, this paper obtains the 

value range of main factors in PSO as follows: 

3.3.1 Population size and division dimension 

When the population size is too large, the 

optimization performance of PSO procedure will be 

enhanced, but at the same time, the convergence speed 

will be reduced. If the population size is too small, the 

procedure is easy to fall into local optimization and 

difficult to jump out. In general, 20 ~ 40 divisions are 

enough. For special problems such as multi-objective 

optimization, the group size can be 100 ~ 200 85. The 

division dimension depends on the specific optimization 

objective, which is generally the dimension of the 

solution space of the objective optimization problem. 

3.3.2 Inertia weight factor 𝝎 

Inertia weight factor 𝜔 can efficiently strike a 

balance between local and global search capabilities. It is 

mainly used to control the influence of the current flight 

speed of divisions on the next speed, which is conducive 

to the procedure to fewer iterations are needed to reach 

the ideal answer. When the 𝜔 value is small, it is 

convenient for local search, and when the 𝜔 value is 

large, it is convenient for global search [22]. The results 

show that when the maximum speed is small, the 

optimization effect is better when the value of 𝜔 is 

approximately 0.9, while when the maximum speed is 

large, the value of 0.4 is better. 

3.3.3 Termination conditions 

Usually, when the fitness value of the procedure 

reaches the maximum value or meets a preset maximum 

number of iterations, the procedure calculation ends. 

3.3.4 Knowledge factors 𝒄𝟏 and 𝒄𝟐 

Knowledge factors 𝑐1 and 𝑐2 represent the weights 

of divisions moving near the optimal position of 

individuals and groups. Through the setting of 

knowledge factors, divisions can self review and actively 

learn other excellent individuals in the group, so as to 

continuously approach the optimal solution. Generally, 

the values of 𝑐1 and 𝑐2 are within the range of [0,4], and 

𝑐1 = 𝑐2. 

The following situations need to be explained: 

When 𝑐1 = 𝑐2 = 0, the division keeps flying at a 

uniform speed until the boundary of the problem, so the 

search area is limited and it is difficult to find the 

solution; 

When 𝑐1 = 0 and 𝑐2 ≠ 0, the divisions lack the 

cognitive part, move to the 𝐺𝑏𝑒𝑠𝑡  position, and tend to be 

locally optimal; 

When 𝑐1 ≠ 0 and 𝑐2 = 0, the divisions lack the 

social part, lack the shared information and cooperation 

in the group, and basically cannot obtain the optimal 

solution. 

3.4 Optimization process of particle swarm 

optimization procedure 

The specific calculation stages of the PSO method 

may be summed up as follows in accordance with the 

main concept of following the current optimal position 

division: 

i. Set the necessary algorithmic factors, such as the 

element swarm size and the inactivity weight 

feature 𝜔, knowledge elements 𝑐1 and 𝑐2 and 

close conditions. 

ii. Initializing the population, setting the location and 

velocity vectors to random values of each division 

in the search space. 

iii. Calculate the fitness value 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑖) of 

divisions, and find the historical optimal position 

𝑃𝑏𝑒𝑠𝑡(𝑖) and the current ideal location 𝐺𝑏𝑒𝑠𝑡  of 

each division. 
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iv. According to equations (6) and (7), adjust the 

division positions and velocities. 

v. Determine the fitness value for each division 

following an update to its speed and position, and 

then contrast it with the fitness value 

corresponding to that division's historically best 

position 𝑃𝑏𝑒𝑠𝑡(𝑖). Use the most recent change to 

the position if the current fitness value is 

higher 𝑃𝑏𝑒𝑠𝑡(𝑖). 

vi. A comparison between each division's fitness 

value and the fitness value corresponding to the 

global ideal location 𝐺𝑏𝑒𝑠𝑡  is made. When the 

global ideal position 𝐺𝑏𝑒𝑠𝑡  greater than the present 

ability value, which is modified to reflect the 

location of the current division. 

vii. Check whether the optimization result meets the 

termination conditions. If not, go back to step (3) 

and carry out the iteration again. Otherwise, 

output the 𝑃𝑏𝑒𝑠𝑡 as the overall best answer and 

halt the search, equivalent to the current fitness 

rating. 

3.5 Optimization of key factors of LS - 

SVM based on PSO 

To apply the PSO technique to improve the LS 

SVM's super factors, two important contents need to be 

considered in the fusion process of the two procedures: 

one is the representation method of super factors, and the 

other is the definition of division fitness function. 

3.5.1 Representation of hyperparameters 

For LS- SVM, since the kernel function selected in 

this paper is RBF kernel function, there are two 

hyperparameters to be optimized, namely regularization 

factor 𝐶 and intra kernel factor 𝜎. When PSO is used for 

optimization, each division is required to characterize the 

possible explanation of the optimization issue, that is, the 

combination of super factors. Therefore, in the 

optimization process of LS SVM, a two-dimensional 

vector is used to represent the combination of the two 

super factors 𝐶 and 𝜎, that is, the position of the 

𝑖𝑡ℎ division can be expressed as Equation 8. 

 

( )iii CX ,=  (8) 

3.5.2 Fitness function 

Fitness is a measure to evaluate the position of 

divisions, and also indirectly describes the 

generalization performance of LS SVM design. In this 

paper, the mean square error (MSE) of the prediction 

results is selected as the performance index of the 

prediction design, and its mathematical definition is 

presented in Equation 9. 
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Where 𝑦𝑗 represents the actual output value of the 

𝑗𝑡ℎ sample; �̂�𝑗 represents the predicted value of its 

design. By kernel function expression is presented in 

Equation 10. 
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And LS- SVM regression expression is shown in 

Equation 11. 
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It can be seen that 𝑓 can be regarded as the 

composite function of 𝐶 and 𝜎. In the fitness evaluation, 

the smaller the error, the better the division position. 

Then the optimization problem can be described as 

Equation 12 and 13. 
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   maxminmaxmin ,,,..   CCCts  (13) 

Where 𝐶𝑚𝑖𝑛, 𝐶𝑚𝑎𝑥 and 𝜎𝑚𝑖𝑛, 𝜎𝑚𝑎𝑥  represent the 

minimum and maximum values of 𝐶 and 𝜎 respectively. 

In the designing process of LS-SVM, PSO is used to 

search in the value range of 𝐶 and 𝜎 to minimize the 

fitness value 𝑓 of equations (12) and (13), then the 

solution vector (𝐶, 𝜎) is the optimal super factor to be 

found by LS-SVM. 

3.6 Construction cost prediction process 

based on PSO – LSSVM 

The following designing concepts may be created 

using the basic study on PSO procedure and LSSVM 

design mentioned above: 

i. The preprocessed historical statistics are formed 

into an example matrix by sample clustering and 

index dimensionality reduction. 

ii. The exercise data set and the estimate data set 

should be mentioned. 

iii. Define the factors range of standards 𝐶 and 𝜎, 

and initialize the populationn 𝑋 =
{𝑋1, 𝑋2, … , 𝑋𝑚} composed of 𝑀 divisions by 

using PSO procedure, where 𝑋𝑖 = {𝐶𝑖 , 𝜎𝑖}. 

iv. It calculates and contrasts the division fitness 

with the training data set, the specific optimum 

assessment 𝑃𝑏𝑒𝑠𝑡(𝑖) and the global optimum 
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assessment Grest are regular, and the speed and 

location of every division are efficient. 

v. Iterate repeatedly until the end conditions are 

met (minimum fitness value). 

vi. Output optimization hyperparameters 𝐶 and 𝜎 

and assigned to LS SVM prediction design. 

vii. Train the design with the training regular, input 

the prediction sample data to predict the design, 

and achieve the optimum result. 

In this manner, based on the actions above and 

combined with the actual engineering situation, the 

factors of PSO procedure can be set applicably, and the 

construction on the basis of factor optimization, project 

cost projection is possible. 

 

Table 1: Input set of prediction design 

Category Sample Number 

Type 1 
19 17 3 49 21 32 16 39 11 18 12 38 35 34 14 2 40 

5 29 25 46 42 1 36 31 41 13 30 45 23 50 37 7  

Type 2 4 20 9 43 26 28 47 10 44 33 27 22 6 48 8 24 15 

 

Table 2: Clustering results of sample system 

Sample 

Number 

Principal Component 

1 2 3 4 5 6 7 8 

1 0.169 -1.011 0.482 0.803 -1.248 -0.555 -0.542 -0.002 

2 -1.568 -0.474 0387 -0.328 1.490 -1.002 1.131 -0963 

3 -0.393 2.296 -1.077 0.042 -0.010 -1.360 0.137 -2.062 

4 0.678 -0.675 -1.247 0.569 0.615 -1.633 0.1 08 0.821 

5 1.644 0.570 1.315 -0.252 0.471 -1.446 0.504 -0.717 

6 -0.697 0.076 -1.547 -0.215 0.414 -0.419 -0.085 0.102 

7 -0.790 -1.428 -1.585 0.557 0.460 0.380 0.680 0.779 

8 0.555 0.071 -0.269 0.939 -0.118 1.159 1.321 0.531 

9 -1.797 -0.133 2.009 0.314 0.441 0.012 -1 .001 -0.956 

10 -0.404 0.688 -0.726 -1.090 -0.182 -0.449 -0. 354 0.417 

11 -0.107 2.031 -1.089 0.085 -1.111 0. 664 -0.434 0.143 

12 -0.720 -0.855 0.180 0.217 -0.515 0.923 -1 026 1.248 

13 -0.810 1.252 0.573 1.467 -0.019 2.743 -0.399 -0.269 

14 -0.021 1.638 0.816 -1.529 2.195 1.140 -1.385 0.449 

15 1.075 0.444 0.912 0.611 -0.307 -0.963 -2.072 1.034 

16 1.252 -0.810 -1.135 -0.155 -0.343 -0.061 -0.430 -1 .043 

17 0.489 0.162 -0.924 -0.964 -0.478 0.534 0.858 -1.807 

18 0.465 0.382 0.687 1.744 -0.282 -0.494 -0.183 0.794 

19 -0.301 -1.664 1.444 -1.663 1.404 0.239 2.188 -0.142 

20 -0.112 0.870 -0.741 -1.858 -0.516 1.214 -1.910 0.598 

21 -1.709 0.021 -1.006 0.790 1.044 0.119 -0.683 1.244 

22 -1. 094 0.056 1.408 -0.499. -1.306 -1.438 -0.908 0.342 

23 0.796 -0.723 0.182 -0.731 1.395 0 989 -0.906 -0.193 

24 1.976 0.103 -0.439 0.096 0.825 -0. 994 0.204 0.950 

25 -0.568 0.240 1.076 -0.724 -1 .700 -0.789 0.733 -1.348 

26 -1.387 -0.409 -0.862 0.912 -0.697 -0.238 0.245 -0.918 

27 0.290 -0.957 -1.378 -1.294 -0.297 -0.034 0.939 0.205 

28 0.355 0.090 0.191 2. 665 1.338 -0.277 -0.092 -0.529 

29 0.073 -1.748 -0.123 -0.782 -0.556 0.082 0.384 0.037 

30 0.541 0.517 1.336 -0.520 -2.183 0.395 1.466 2.204 

31 -0.180 -1.448 0.500 0.590 -0.606 0.706 1.679 -0.658 

32 -0.049 1.137 0.217 -0.295 1.344 -0.847 0.518 1.345 

33 2.350 -0.310 0.432 0.498 -0.133 1.699 0.680 -1.635 

3.7 Model implementation environment 

MATLAB (Matrix Laboratory) is a scientific 

computing environment for mathematical calculation, 

programming development and result visualization. It 

integrates the functions of matrix operation, numerical 

analysis, design establishment and simulation into a 

convenient visual window, which provides convenience 

for the solution of many research problems. Different  

 

 

from C language, FORTRAN and other computer 

programming languages, Matlab can interactively accept  



Dynamic Cost Estimation of Reconstruction Project Based on… Informatica 47 (2023) 173–182   179 

various instructions from users to output results, and has 

developed many toolboxes for specific problems, which 

is convenient for users to directly learn and apply the 

corresponding methods. Therefore, this study chooses 

this platform to complete the extremely complex 

operation process in PSO - LSSVM prediction design. 

3.8 Data processing 

The data collected in this paper comes from a 

reconstruction construction project. This paper 

systematically clusters the sample data with the help of 

spss20.0 to obtain similar engineering classes. After 6 

times of clustering, all cases can be combined into one 

category. In the last iteration process, all sample projects 

can be divided into two categories, including 33 in the 

first category and 17 in the second category, as shown in 

Table 1. In order to overcome the error caused by too 

small sample size and make the prediction design 

achieve better prediction effect, the first type of similar 

samples with large sample size are selected for further 

prediction analysis. The input data set of the prediction 

design can be obtained according to the attribute value of 

the sample, as shown in Table 2. 

 

4 Results and analysis 
The example matrix states that the main 25 of the 

33 matters are utilized as training examples for 

knowledge and preparation, and the trained design is 

used to test the remaining eight collections of data. To 

more effectively assess how the design applies to project 

cost prediction following factor optimization, three 

methods of BP-NN, LS- SVM and PSO- LSSVM stay 

selected for project cost simulation prediction. 

4.1 BP-NN design simulation and 

prediction 

To finish the construction of the method, the BP-

NN software of MATLAB must be used to forecast and 

analyze engineering sample data. To construct a new BP-

NN net, first call the factor setting function new FF. 

Next, call the train task to train the BP neural network 

using the training set of data. The maximum number of 

iterations is 1000, the knowledge feature is 0.05, and the 

motion feature is 0.65 all at the same time. Finally, 

predictions are made using the SIM task and the qualified 

NN. Figure 2 depicts the relationship between the test 

sample's actual value and the expected cost value. 

 

 
Figure 2: Prediction curve of BP-NN design. 

4.2 LS- SVM model simulation prediction 

The standard LS-SVM design is established to train 

and predict the sample data, and the standardized 

program is compiled under the environment of 

matlab2016a. The super factor C = 10 is determined by 

trial-and-error method, σ= 30. The design is created and 

trained using the trainlssvm function, examination 

examples are introduced into the trained design, 

prediction is made using simlssvm, and visualization is 

done using the plot LSSVM task. The cost prediction 

findings are displayed in Figure 3. 

 

 
Figure 3: Prediction curve of LS-SVM design. 

4.3 PSOLSSVM model simulation 

prediction 

In order to analyze cost prediction, the PSOLSSVM 

design is utilized. A transfer into the libsvm-3.22 toolbox 

is the underlying assumption, and research on factor 

situation in the prediction design is incorporated, the 

super factor's value range of 𝐶 and 𝜎 is set to [0, 100]. In 

parallel, the PSO procedure's factors are set to population 

size pop = 20; Evolution times Max Gen = 200; Inertia 

weight feature 𝜔 = 0.5; Knowledge factor 𝑐1 = 𝑐2 = 2. 

By applying the radial basis task (kernel = rbf_kernel ') 
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and using the mean square deviation of the predicted 

value of the examination set as the fitness value, the 

PSO-LSSVM prediction design is created. The value of 

the optimized factor is: 𝐶 = 13.5201, 𝜎 = 46.4981. Figure 

4 displays the test samples' findings for cost prediction. 

 

 
Figure 4: PSO-LSSVM design's prediction curve. 

 

 

Table 3: Comparison of prediction results of different 

procedures 

Test 

sample 

Actual 

value of 

unilateral 

cost 

Predicted value of unilateral 

cost 

BP 

neural 

network 

LS-

SVM 

PSO-

LSSVM 

26 2151.23 2274.39 2042. 03 2097.26 

27 2537.89 2463.72 2648. 10 2487.52 

28 2329.96 2235.11 2188.04 2352.86 

29 2422.11 2519.03 2616.97 2486. 13 

30 2465.89 2548. 85 2592. 15 2411.71 

31 2418.21 2281. 60 2436. 50 2442. 57 

32 2356.91 2183.29 2382. 28 2329.18 

33 2749.11 2772.78 2721.72 2696.45 

 

Table 4: Error in the test sample's expected value 

compared to its actual value 

Test 

sample 

Relative error 
Relative error of mean 

absolute value 

BP 

neural 

network 

LS-

SVM 

PSO-

LSSVM 

BP 

neural 

network 

LS-

SVM 

PSO-

LSSVM 

26 -5.61 5.17 2.49 
4.23 3.94 1.82 

27 2.81 -4.43 1.87 

28 4.10 6.17 -0.87    

29 -4.12 -8.12 -2.56    

30 -3.45 -5.21 2.19    

31 5.74 -0.67 -1.10    

32 -7.46 -1.16 1.21    

33 -0.79 1.21 1.89    

4.4 Analysis of prediction results 
Table 3 displays a comparison of the outcomes of 

the above methodologies calculations. As indicated in 

Table 4, the relative fault δ and regular total percentage 

error are used to demonstrate the influence of various 

procedures on the prediction result of the design. 
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Where 𝑦𝑖  and �̂�𝑖 indicate the cost's projected and 

actual values, respectively of the 𝑖𝑡ℎ sample, and N is the 

number of test samples. 

4.4.1 Accuracy analysis 

By looking at the data in Table 4, it can be seen that 

the design performs well and can encounter the precision 

necessities of production project cost prediction in the 

early stages of production. The relative errors of LS-

SVM, PSO-LSSVM, and BP neural network-based 

building project cost prediction are controlled within + 

10%. 

The optimized LS-SVM design significantly lowers 

the regular complete value relative fault whereas the BP-

NN average absolute value relative error is nearly 

identical to that of the regular LS-SVM design. 

Consequently, the PSO-LSSVM-based production price 

prediction design performs superior in error management 

and has improved prediction precision. 

 

 

(a) 
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(b) 

Figure 5: (a) Cost task, (b) error of reconstruction with 

respect to the number of iterations  

The accuracy of the proposed procedure is estimated 

with respect to the cost task and error of reconstruction. 

The observation of cost task and error of reconstruction 

with respect to the number of iterations for the proposed 

procedure is depicted in Figure 5. It is observed from the 

experimentation that the proposed procedure outperforms 

for both cost task and error of reconstruction in 

comparison with existing baseline design [5, 6].  

4.4.2 Stability analysis 

Table 4 shows that the projected comparative fault 

dissemination interval using the BP-NN design is [- 

7.46%, 5.74%], with a range of 13.12%.The range of the 

comparative fault dissemination interval predicted using 

the LS SVM design is 14.22%, and it is between [- 

8.12%, 6.17%]. According to the PSO-LSSVM design, 

the relative error dissemination interval is [-2.56%, 

2.49%], and its range is 5.21%. It is clear that the PSO 

procedure-optimized prediction design outperforms the 

LS-SVM design in terms of prediction stability and 

robustness of the prediction effect. 

4.4.3 Forecast time analysis 

The prediction period based on the BP-NN design is 

9.15 seconds from the start of the programme running to 

creating the prediction graphic. According to the LS-

SVM design, the forecast time is 3.17 seconds, whereas 

the PSO-LSSVM design predicts the time to be 13.14 

seconds. The PSO procedure's optimization increases the 

design's training time, but the time difference between 

the three has minimal bearing on how much building 

projects will ultimately cost in real life. 

 

5 Conclusions 
In this paper, the research on dynamic cost 

estimation of reconstruction project based on particle 

swarm optimization procedure is proposed. MATLAB 

platform is used to design simulation and analysis from 

data collection to preprocessing. The project cost 

prediction design system based on factor optimization is 

applied to practical engineering cases, which realizes the 

good combination of theory and practice. The 

experimental results verify the efficiency and accuracy of 

the prediction design based on PSO optimized LS-SVM. 

Numerical results show that proposed procedure leads to 

better reconstruction compared to existing design with 

same number of iterations. Although, both procedures are 

consistent and deliver accurate reconstruction shape even 

when the scattered field dimensions are despoiled by 

additive white Gaussian noise. For different construction 

projects, how to form a more scientific and perfect 

construction project cost prediction index system, or 

establish an index system platform to select and change 

indicators according to different engineering projects 

needs further research. 
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In this article a method is proposed based on a spatial clustering algorithm, in order to better realize 

the design of ecological land consolidation planning and regulation mode. Considering the GIS methods 

such as spatial clustering algorithm and least resistance model, the proposed model selects typical 

projects and put forward ecological land consolidation planning scheme. The unified engineering 

construction forms and rigid engineering construction standards aims at regularization and rigidization 

of traditional land consolidation by means of high-intensity engineering construction. Although in the 

process of stabilizing the amount of cultivated land and improving agricultural production conditions, 

played a positive role. However, under the current requirements of ecological civilization construction, 

there is an urgent need for transformation. Through the improvement of ecological land, the ecological 

improvement is realized, and the need for landscape improvement is foremost requirement. The study is 

guided by the theory of landscape ecology, according to the general idea of “landscape pattern 

evaluation-land remediation function zoning-corridor pattern optimization-patch matrix optimization”. 

The experimental results are generated using Fragstates software for calculating various indicators. 

The results show that, before and after renovation, the landscape types with the largest landscape 

ecological security index LESi were all cultivated land, and the smallest one was forest land. Except for 

the river landscape ecological security index, which dropped by 9.84%, the ecological security of other 

types of landscapes improved. Among them, the largest increase was road (121.29%), followed by forest 

land (43.10%). According to formulas (1) and (2), the landscape safety index LES of the project area is 

0.45 before the renovation, and 0.61 after the renovation. An increase of 35.56% is observed which 

shows that through the ecological land consolidation project area, the overall landscape ecological 

security status has been improved. It is proved that the spatial clustering algorithm can better realize 

the design of ecological land remediation planning and remediation mode.  

Povzetek: Razvita je metoda, ki temelji na algoritmu prostorskega gručenja, za izboljšanje načrtovanja 

in regulacije ekološke konsolidacije zemljišč z uporabo GIS metod. 

 

1 Introduction  
With the rapid development of urbanization, many 

high-quality arable lands have been occupied in large 

quantities; In the countryside, there are a large number of 

hollow villages, houses that are idle or abandoned, rural 

infrastructure is poor, water pollution is serious, rural 

landscapes are damaged, and the quality of living 

environment is poor. Therefore, various regions have 

successively carried out new rural construction, village 

appearance improvement, rural land improvement, 

capital investment has been increased in projects such as 

agricultural infrastructure construction, comprehensive 

agricultural development, and returning farmland to 

forests. These policies and action plans are of great 

significance to China's rural development and urban-rural 

integration, and have achieved remarkable results [1]. 

However, in the process of new rural construction and 

land consolidation, due to the lack of ecological 

landscape theory and technical guidance, coupled with 

the limited business level of management and 

construction personnel, as a result, the construction of 

new rural areas is monotonous and has no characteristics. 

Some peasant resettlement sites are like urban 

communities, with high-rise and multi-storey barracks-

like distribution, and the culture, size and color are 

seriously inconsistent; Because the ecosystem structure 

and function composed of local topography, water 

system and organisms are not brought into play, coupled 

with a blunt understanding and pursuit of the 

standardized construction of “Tian Chengfang, Road 

Chengwang, Canal Interconnection, Trees Forming”, 

excessive transformation of the land in a bulldozer style, 

despising circulation and symbiosis, as a result, a large 

number of ditches and roads that need to be 

ecologicalized have been excessively hardened, and 

diversified groves have been cut down, the ponds were 

filled and the rivers were straightened, resulting in 

serious damage to the biological, ecological and local 

features of life that nurtured our regional culture [2]. 

These issues will be important issues and challenges 

faced by rural land consolidation.  

 Land consolidation is the arrangement and 

coordination of land resources and their utilization 

methods, it is an important platform for promoting new 

urbanization and implementing the rural revitalization 

strategy, as well as promoting the coordinated 
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development of urban and rural areas, it is an important 

means to build beautiful and livable villages and promote 

targeted poverty alleviation and poverty alleviation. 

Objectively analyze the differences in regional natural 

and social and economic conditions, accurately grasp the 

direction and goals of land consolidation in the study 

area, scientific division of land consolidation types, it can 

effectively guide the smooth development of land 

consolidation work [3].  

 

 

 

 

 

 
Figure 1:  Area mapping based on target and strategy. 

 

 

 

The area mapping based on target and strategy is 

presented in Figure 1. Landscape ecology is a 

multidisciplinary subject, it covers ecology, geography, 

environmental science, resource science, management 

science and other related theories, it is mainly based on 

the principle of ecosystem, combined with systematic 

research methods, analyze and study the internal 

structure, function and dynamic change process of 

landscape at a certain scale, in order to beautify the 

landscape pattern and optimize the landscape structure, 

promote the scientific utilization, rational protection and 

effective development of landscape. Landscape 

ecological land remediation, mainly based on the 

theoretical basis of landscape ecology and ecological 

security pattern, relying on ecological land remediation 

technology, by adjusting the functions and structures of 

patches, corridors and substrates in the landscape, 

optimize the spatial layout of land remediation, improve 

the ecological stability and ecological service value of 

land remediation landscape [4]. The rest of this article is 

systematized as literature is presented in section 2 

followed by research methods in section 3. Section 4 

depicts the results and the conclusion is presented in 

section 5. 

 

2 Related work 
In this section various state-of-the-art work in the 

field of land remediation and planning using several 

approaches are studied and discussed.  

Moravcova et al. discusses that artificial land 

consolidation, not only can the road system be optimized, 

for improving water resources management system and 

natural landscape conditions, also played an important  

 

role. Some scholars also pointed out that, a series of 

engineering and biological measures during the 

implementation of land consolidation, it may affect the 

quantity and quality of vegetation on the surface [5]. 

Cong et al. pointed out the goal of land consolidation, if 

only limited to increasing agricultural productivity and 

improving production conditions, the implementation of 

the land consolidation, it is likely to have a negative 

impact on the ecological environment [6]. For example, 

Long et al. research shows that after land consolidation, 

farmers' labor rate of return has been effectively 

improved, thus prompting them to support the land 

consolidation policy [7]. Gong and Tan proposed that the 

social benefits of land consolidation should include four 

aspects, for example, the degree of support of local 

farmers and the implementation of the project, the impact 

on people's customs, entertainment and social welfare 

[8]. Guo et al. selected the properties of the plot itself, 

natural resource conditions, economic conditions and 

other aspects as evaluation indicators, for 3 different land 

consolidation projects in the Czech Republic, the pre-

implementation benefit evaluation and the post-

implementation benefit evaluation are carried out 

respectively. The results show that, the determination of 

the initial evaluation criteria and evaluation model has a 

significant impact on the benefits of land consolidation 

projects [9]. Ng presented a study which presents that 

according to the regional differences in topography, 

landforms, land use, and the unbalanced social and 

economic development of the province, combined with 
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relevant national development strategies and relevant 

regional policy requirements, the province is divided into 

6 districts for comprehensive development and 

improvement of land, resources and environment [10]. 

Tudor taking Qingzhou City, Shandong Province as an 

example, and taking the comprehensive agricultural 

productivity as the standard, with the help of related 

models and methods. Divide Qingzhou into different 

remediation zones in the remediation planning period, 

such as the recent land remediation area, and put forward 

the corresponding remediation suggestions for different 

finishing areas. Landscape-scale land consolidation 

zoning research, the main focus is on land consolidation 

projects implemented in specific spatial areas [11]. Zhai 

et al. suggested that on the basis of the division of the 

northern low mountains and hills and the North China 

Plain, the first-class project type area framework, the 

Tianjin land consolidation project type area is divided 

into 3 secondary project type areas, it is pointed out that 

the division of this type of area can provide a basis for 

the arrangement of engineering construction projects, the 

preparation of feasibility study reports, and engineering 

design [12]. Ji and Wang presented a study using the 

natural quality score of the intermediate results of 

agricultural land classification, and the type of factor 

combination, as an entry point, the research on the types 

of agricultural land remediation in Tianjin is carried out, 

the difficulty level of farmland remediation in different 

types of districts, the focus of remediation and the 

direction of future remediation were clarified [13]. 

Sankararaman et al. analyzed the regional differences in 

the proportion of land use, consolidation potential, and 

average size of rural settlements, the research on the 

remediation zones of rural settlements is carried out, the 

whole country is divided into 5 remediation areas, and 

the direction of regional renovation according to local 

conditions is proposed [14].  

The model can further be extended by implementing 

some Machine learning and Artificial intelligence 

approaches to enhance the capability of cost estimation 

of reconstruction. Based on the current research, the 

author proposes a method based on spatial clustering 

algorithm. Based on GIS methods such as spatial 

clustering algorithm and least resistance model, typical 

projects are selected to propose ecological land 

consolidation planning [15]. Guided by unified 

engineering construction forms and rigid engineering 

construction standards, and aiming at regularization and 

rigidization, traditional land consolidation by means of 

high-intensity engineering construction, although it has 

played a positive role in stabilizing the amount of arable 

land and improving agricultural production conditions 

[16-17]. However, it is waiting for transformation under 

the requirements of the current ecological civilization 

construction. Through the improvement of ecological 

land, the ecological improvement is realized, and the 

need for landscape improvement is more urgent. The 

study is guided by the theory of landscape ecology, 

according to the “Landscape Pattern Evaluation-

functional Zoning of Land Remediation - Optimization 

of Corridor Pattern-Plaque matrix optimization” general 

idea.  

 

 

3 Research methods 
This section includes the design process including 

pattern analysis, functional division and layout designing 

of the proposed study.  

3.1 Landscape pattern analysis  

According to the land use status of the project area 

and the characteristics of the land remediation project, 

appropriately merge the original land use types, 

converted into 2 types of matrix landscapes of cultivated 

land and pits and ponds, there are two types of patch 

landscapes, construction land and forest land, and three 

types of corridor landscapes, namely roads, rivers, and 

ditches (see Table 1). Among them, among the original 

land types, hardened rural roads with a pavement width 

of more than 1 m are defined as road corridors, other 

roads merge into adjacent other landscapes [18]. The 

landscape scale selects the number of landscape patches, 

patch density, average patch area, boundary density, 

coefficient of variation of plaque area, separation index, 

landscape richness index and Shannon diversity index 

reflect landscape characteristics; Type scale Select type 

area, proportion of project area, number of patches, patch 

density, the area variation coefficient, shape variation 

coefficient, separation degree and aggregation degree are 

used to evaluate the characteristics of each type of 

landscape; For the corridors in the project area, select the 

corridor length, corridor density, corridor line point rate, 

corridor connectivity, and corridor circulation to evaluate 

its current situation; The scale of the patch was evaluated 

by selecting the patch area, shape index, and perimeter-

area ratio. The above indicator calculations are 

performed using Fragstates software. 

 

Table 1: Land use type and landscape type conversion 

Original land use 

type 

Landscape 

classification 

Landscape 

definition 

Paddy field Arable land Matrix 

Dry land Arable land Matrix 

Tian Kan Arable land Matrix 

Pond water surface Hang pond Matrix 

River surface River Corridor 

Ditch Ditch Corridor 

Rural road The way Corridor 

Village 
Construction 

land 
Plaque 

Facility farm land 
Construction 

land 
Plaque 

Garden Woodland Plaque 

Scenic spots and 

special land 
Woodland Plaque 

 

i. On the landscape scale, the project area can be 

divided into 7 types of landscapes. Compared 

with adjacent areas, the degree of landscape 

aggregation and spread is higher, lower 
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separation, lower Shannon diversity index, it 

shows that the fragmentation degree of various 

types of landscapes in the study area is 

relatively low, landscape diversity and 

heterogeneity are low, and the same type of 

landscape has obvious aggregation; 

ii.  On the type scale, the largest proportion of the 

area, and the type with the largest number of 

patches is the pond landscape, and the pond and 

river landscape together accounted for 54.64% 

of the total area. The area of arable land and pits 

has the highest variation coefficient, and the 

area is uneven. The separation degree of 

cultivated land and pits and ponds is low, and 

most of them are concentrated and contiguous, 

however, the separation degree of ditches, roads 

and woodlands is much higher than other types, 

and they are scattered;  

iii. In terms of corridor layout, the three types of 

corridors have low density and poor 

connectivity. The circulation of the river 

corridor is relatively good, and the channel 

channel has not yet formed a network structure. 

Referring to relevant research, make 100m 

buffer zones on both sides of roads and ditches, 

calculate its functional coverage, accounting for 

28.78% and 13.23% of the total area of the 

project area, the current roads and ditches are 

difficult to fully meet the needs of production 

and life. 

iv. On the spot scale, the cultivated map spot is 

generally small, the shape index and perimeter-

area ratio are higher than those of pits, and the 

aggregation degree is lower, overall finer. The 

area of the pits varies greatly, but the shape is 

more uniform. The distribution of other types of 

spots is more scattered, on the whole, there is a 

fragmentation trend from southwest to northeast 

[19].  

3.2 Functional division 

According to the results of landscape pattern 

analysis, the study area has obvious spatial differences in 

landscape characteristics. In order to propose targeted 

remediation directions in different regions, arrange 

project types according to local conditions, select 

landscape type, patch area, perimeter-area ratio and 

aggregation degree as clustering conditions, using the 

KNN (k-nearest neighbor) spatial clustering algorithm, 

the study area was divided into 3 types of areas with 

similar landscape types, similar shape of the patches, and 

high degree of aggregation. Considering the integrity of 

the zoning, combined with the functional positioning of 

the study area, the results of spatial clustering and 

partitioning are corrected to obtain the functional 

partition of land consolidation, that is, the farmland 

remediation area, the water surface remediation area and 

the water town style enhancement area, determine the 

remediation goals, principles and leading project types 

for each sub-area:  

i. In the farmland remediation area, the landscape 

type is mainly cultivated land. Taking high-

standard farmland construction as the 

remediation goal, based on the principle of 

ecological maintenance, under the premise of 

reducing ecological disturbance and ecological 

damage as much as possible, through land type 

adjustment, implement land leveling, field 

roads, irrigation and drainage projects, etc, it is 

advisable to combine engineering measures 

such as biological ridge design, ecological 

pavement and biological passage design of field 

roads, ecological slope protection design of 

ditches and artificial wetlands, etc, on the 

premise of ensuring ecological connectivity and 

biodiversity, the productivity of cultivated land 

can be improved, improve agricultural 

production efficiency and promote large-scale 

operation [20].  

ii.  In the water surface improvement area, the 

landscape types are mainly ponds and rivers. 

Taking the construction of ecological sources 

and the construction of aquaculture bases as the 

rectification goals, based on the principles of 

ecological restoration and ecological 

improvement, through the construction of 

artificial wetlands, the construction of river 

bank ecological slope protection, and the 

deployment of ecological combined purification 

systems, etc, optimize water system structure, 

improve water quality, and improve production 

and ecological functions.  

iii.  The water town style enhancement area has a 

variety of landscape types. Taking rural 

landscape construction as the renovation goal, 

based on the principle of ecological 

maintenance, on the basis of maintaining the 

original natural features, layout road works with 

recreational functions, maximize the landscape 

richness within the view of the play trail. It is 

advisable to set up water-town-style hydrophilic 

platforms, covered bridges, pavilions, etc. in 

combination with the road layout. Implement 

rural landscape improvement projects, form a 

characteristic landscape experience in the south 

of the Yangtze River of "rice field-flowing 

water-people's house", and cultivate new 

formats such as sightseeing and experience 

agriculture and leisure agriculture.  

3.3 Planning layout 

3.3.1 Optimization of corridor pattern 

The connectivity and circulation of rivers, roads, and 

ditch corridors in the study area are low, and their 

functional coverage is small, so structural optimization is 

required. By building new roads, ditches and farmland 

shelterbelts, it can meet traffic and irrigation needs, 

improve farmland ecological environment, and optimize 

water system structure. This study uses the least 
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resistance model to generate new corridors, according to 

the rectification principles of each rectification zone, the 

corridors are revised and screened, get the corridor 

optimization results. Because ditches and shelter forests 

are laid along with the field roads.  

3.3.2 Water surface improvement area  

 The substrate landscape in this area is a pit and 

pond, and most of them are aquaculture water surfaces 

with clear ownership. The southwest corner of the region 

is the industrial enterprise plaque, which is the key target 

of environmental pollution prevention and control. 

According to the actual situation of the aquaculture water 

surface in the area, some suitable pits and ponds can be 

adjusted to a depth of 3m at the bottom of the pond, the 

water depth is controlled within 2.5m, biological 

channels are set at the bottom of the pool, and a buffer 

zone of native shrubs and grasses is left beside the pool, 

while ensuring the breeding efficiency, it can ensure the 

habitat of aquatic animals and plants, and improve the 

water quality of the fish pond and the ecosystem 

environment. In order to prevent point source pollution, 

at the same time, the non-point source pollution caused 

by agricultural production is eliminated to a certain 

extent, based on the survey data of the water system flow 

in the project area, according to the migration principle 

of nitrogen and phosphorus pollutants in agricultural 

shallow drainage system, adopting the five-level load 

reduction governance model of “Riverside Vegetation 

Buffer Zone - Biological Pool Contact Oxidation Unit - 

Wetland Interception System - Estuary Ecological 

Interception - Plant Purification Integrated Technology”, 

form a series of ecological combination purification 

system [21].  

3.3.3 Water Township Enhancement Area  

 The area is rich in landscape types, surrounded by 

water, and the landscapes of villages, fields and forests 

are intertwined. However, due to the scattered 

distribution of patches in villages and serious domestic 

waste pollution, the overall appearance is poor, waiting 

for remediation. According to the area's rectification 

goals to enhance the style of Jiangnan water towns, 

maintain the ecological environment, and guide rural 

leisure tourism, focus on improving facilities, village 

greening and village beauty, and implement rural 

landscape improvement projects. In terms of rural 

greening, different methods such as tree ponds, bamboo 

fences or cement masonry are used, carry out road 

greening, increase the greening of houses, courtyards, 

and corners, greening the nodes such as residential pools 

and existing open spaces to improve the ecological 

environment of the village. In terms of improving 

facilities, increase garbage collection points, considering 

the current population of the village and the number of 

recreational populations in the future, set up garbage bins 

and public health facilities in the village. In terms of 

village beautification, guide residents to renovate houses 

and vegetable gardens with characteristics of Jiangnan 

water towns, restore the visual style of Jiangnan water 

town from the aspects of color, morphological structure 

and greening; In addition, appropriately increase leisure 

and sightseeing facilities, combined with planning and 

play trails, water bridges, stone arch bridges, wooden 

octagonal pavilions and hydrophilic platforms will be 

built, it not only provides residents with a cool and 

resting place, but also builds a living space with a 

beautiful environment, highlight the unique charm of 

Jiangnan water towns and promote the development of 

rural tourism. For the cultivated land and woodland 

patches in the region, the original landscape pattern 

should be preserved, coordinate with the village 

landscape to form a multi-level rural landscape 

experience. Guide the development of experience 

agriculture, picking agriculture and other new formats 

with land consolidation infrastructure construction, 

create conditions for expanding rural tourism and 

farming experience. Through the optimization of the 

corridor pattern and the optimization of the patch matrix, 

the ecological land consolidation planning scheme in the 

project area is formed [22].  

 

4 Experimental results and analysis 
In order to verify the feasibility and implementation 

effect of the scheme, from the two aspects of engineering 

construction and landscape ecological security, the 

ecological land remediation planning scheme is 

evaluated. Through the project planning, 4 new field 

roads with a total length of 3102m were built; 13 new 

production roads with a total length of 3403m; 8 new 

play trails with a total length of 2693m; 2 new Dougou 

with a total length of 717m; 3 new bucket canals with a 

total length of 1479m; 5 new agricultural ditches with a 

total length of 1116m; 8 new agricultural canals with a 

total length of 1398m; 3743m of new shelter forest; 

Implement land leveling in 4 areas with a total area of 

25.26hm2, accounting for 64.57% of the total cultivated 

land area; The newly constructed wetland is 1.24hm2, 

accounting for 2.91% of the total area of the pit. After the 

renovation, the functional coverage area of the ditches in 

the project area accounted for 54.02% of the total area of 

the project area, an increase of 40.79% compared with 

that before the renovation; The coverage area of road 

functions accounted for 88.84%, an increase of 60.06%, 

and the infrastructure in the project area was improved. 

Through the project planning, the corridor network 

pattern in the project area has undergone great changes. 

The calculation results show that, since the planning 

scheme does not involve changes in the river channel, the 

river corridor structure remains unchanged. However, 

through the construction of ecological ditches, the 

density of ditches and corridors increased by 447.31% 

compared with that before the renovation, the circulation 

degree of ditch corridors increased by 114.91%, and the 

network structure of ditch corridors was significantly 

improved. Through the construction of ditches, the water 

system in the project area has been connected, the water 

system corridor connectivity has increased by 55.43%, 

and the water system circulation has increased by 

454.95%, the water system structure in the project area 
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has been optimized. In addition, the road corridor pattern 

in the project area has also been significantly improved 

[23]. Landscape ecological security Build an ecological 

security pattern, maintaining the stability of the 

ecological environment is an important goal of ecological 

land consolidation planning, combined with the 

principles of landscape ecology, various types of 

landscapes in the project area are used as evaluation 

units, select the landscape ecological security index, 

ecological security evaluation is carried out before and 

after the renovation of the project area. The calculation 

method is as follows: 
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Where LES is the landscape ecological security 

index; 𝐿𝐸𝑆𝑖  is the ecological security index of landscape 

type 𝑖; 𝑈𝑖  is the landscape disturbance index; 𝑄𝑖  is the 

landscape vulnerability index; 𝐶𝑖  is the landscape type 

fragmentation, 𝐹𝑖  is the separation degree of landscape 

type, 𝐷𝑖 is the dominance degree of landscape type, 𝑆𝑖 is 

the distance index of landscape type, 𝑃𝑖  is the relative 

cover of the landscape type, 𝐿𝑖 is the relative density of 

the landscape type; 𝑎, 𝑏, 𝑐, 𝑑, 𝑎𝑛𝑑 𝑒 are the weights, and 

the research determines that each weight value is 0.5, 0.3, 

0.2, 0.4, 0.6; 𝑁𝑖 is the number of landscape type patches, 

𝑁 is the total number of landscape patches, 𝐴𝑖 is the area 

of landscape type patches, the unit is hm2, 𝐴 is the total 

landscape area, the unit is hm2 [24]. 

 Use Fragstates software to calculate various 

indicators (Figure 2 to Figure 8), the results show that, 

the landscape types with the largest landscape ecological 

security index LESi before and after the renovation were 

all cultivated land, the smallest is woodland [25]. Except 

for the river landscape ecological security index, which 

dropped by 9.84%, the ecological security of other types 

of landscapes improved, among them, the largest 

increase was road (121.29%), followed by forest land 

(43.10%). According to formulas (1) and (2), the 

landscape safety index LES of the project area is 0.45 

before the renovation, and 0.61 after the renovation, an 

increase of 35.56%, indicating that through ecological 

land remediation, the overall landscape ecological 

security of the project area has been improved, but the 

optimization of river landscape should be strengthened 

[26].  

 

 
Figure 2: Calculation results of cultivated land safety 

index. 

 
Figure 3: Calculation results of pit pond safety indicators. 

 

 
Figure 4: Calculation results of river safety indicators. 
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Figure 5: Calculation results of ditch safety indicators. 

 

 
Figure 6: Calculation results of road safety indicators. 

 

 
Figure 7: Calculation results of village safety indicators. 

 

 
Figure 8: Calculation results of woodland safety 

indicators. 

 

 

 
Figure 9: Eco-environmental vulnerability distribution 

level in different elevation. 

 

Eco-natural weakness in concentrate on region 

presents distinct distribution of vertical-belt. As depicted 

in Figure 9, the weakness is connected with height 

clearly, in which levels III and IV are most broadly 

disseminated and essentially in rise belt going from 2600 

to 4400 m, levels I and II dispersed underneath the rise 

2600 m, and level V conveyed over the height 3500 m. 

Essentially, eco-natural weakness in this district likewise 

has plainly geological level belt dissemination. As a 

general rule, the weakness is heavy in the north while it 

is moderately light in the south. 
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5 Conclusion 
Ecological land consolidation planning should be 

based on traditional land consolidation. It can be 

extended in terms of considering goals, modes and 

methods for landscape pattern analysis. The least 

resistance model like non-point source pollution control 

technology and other multi-field methods is considered 

such as land consolidation zoning. The integration of 

traditional land remediation planning methods such as 

road and ditch layout, promotes the realization of multi-

functional goals of land remediation. At the same time, 

considering its agricultural production goals, the status 

quo of urbanization and industrialization oppression, and 

the improvement potential of rural landscapes rich in 

cultural characteristics, determines a reasonable direction 

of rectification according to local conditions, and 

combine traditional engineering rectification methods 

with regional industrial characteristics. The outcomes of 

this study show that the technique that coordinates the 

advancements, like RS and GIS, and the SPCA in a 

numerical way to deal with assess eco-climate weakness 

in mountainous area, cannot particularly address the 

input subject spatial circulation of mountain vertical-belt 

highlight, yet in addition regard the river valley in 

general framework. Through ecological land 

consolidation planning, while achieving the goal of 

improving agricultural facilities. The overall landscape 

ecological security status of the project area can be 

improved, and the ecological security indices of other 

types of landscapes except for rivers are improved.  
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Abstract: The hydrothermal scheduling is complex issue of nonlinear optimization consisting of several 

constraints that plays a critical role in the operations of power system. In order to meet the safe 

operation of hydropower stations, how to reasonably dispatch them to achieve the best comprehensive 

benefits is one of the main problems in the hydropower industry. Artificial bee colony algorithm has the 

advantages of simple structure and strong robustness. It is widely used in many engineering fields. 

However, the algorithm itself still has many shortcomings. Based on the current research, an improved 

artificial colony algorithm based on standard artificial bee colony algorithm is proposed, and the 

performance of the algorithm is verified in three benchmark functions and three cec213 test functions. 

Compared with many well-known improved algorithms, it is proved that the improved procedure has 

greatly enhances the final solution accuracy and convergence outcome. The experimental outcomes 

observed by improved artificial algorithm are compared with adaptable artificial bee colony procedure 

and chaotic artificial bee colony procedure and with other existing works in the literature. It is observed 

from the experimentation that the proposed algorithm performs better in comparison with established 

optimization algorithms.  

Povzetek: Raziskava obravnava optimizacijo razporeditve vodne energije s pomočjo izboljšanega 

algoritma umetne čebelje kolonije, kar izboljša natančnost in konvergenčne rezultate. 

 

1 Introduction  
Power generation, flood control, water storage and 

irrigation are the goals that many cascade hydropower 

stations need to coordinate, but there are complex 

constraints among them. In solving the scheduling 

scheme of single reservoir hydropower station, the 

conventional scheduling method is a feasible solution. 

However, cascade hydropower stations are a high-

dimensional, nonlinear and multi constraint problem. 

When solving this issue by conventional dispatching 

methods, the calculation efficiency is usually low, and it 

is easy to drop into problems such as native optimization 

and “dimension disaster” [1]. Therefore, it is an 

important issue to combine the process and dispatching 

issue of cascade reservoirs with emerging calculation 

methods (swarm intelligence optimization algorithm and 

constraint processing method). The research on the 

theory and method suitable for the optimal operation of 

cascade reservoirs (groups) is conducive to shorten the 

gap between the application of the theory and method to 

practical projects. China's hydropower reserves rank first 

in the world, but the per capita is scarce. However, China 

is also one of the countries with more flood disasters. On 

the premise of having a set of better reservoir operation 

scheme, in the face of flood problem, reservoir is an 

important protective measure, which can store and 

discharge water artificially and reduce the loss caused by 

flood disaster [2]. Therefore, the solution of the operation 

and operation scheme of cascade reservoirs (groups) is a 

issue to be solved for a long time at present and in the 

future. In the past two decades, with the development of 

computers, many swarm intelligence algorithms have 

been proposed by the majority of Chinese and foreign 

scholars. These algorithms are proposed based on the 

behavioral characteristics of organisms in the biological 

world, such as foraging, mating and so on. Social 

animals are more complex work. Just like this feature, 

many swarm intelligence algorithms can solve complex 

practical problems [3]. The artificial bee colony (ABC) 

algorithm is proposed in 2005 through the observation of 

bee colony honey collection behavior. The algorithm is 

to find the optimal solution of the issue by the process of 

bee colony cyclic iteration. Global search and native 

development exist in the optimization process at the 

same time, which is a main feature of the algorithm, as 

shown in Figure 1. 

Much exploration was done to address the downsides 

of established procedures and enhances the adequacy to 

determine hydrothermal scheduling in potential 

frameworks. Wavelet transmission was joined with 

artificial neural network to work on the capacity of the 

system in [4, 5]. The genuine coding method was 

practically implemented to work on looking through 

capacity of genetic algorithm. Equal computation was 
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embraced to further develop the particle swarm 

optimization algorithm. The proposed strategy presents a 

superior scheduling result in comparison with the 

existing technique. The chaotic searching method has 

been embraced by researcher and applied in differential 

evolution to determine the issue of dynamic dispatch 

issue. 

 

 

 

 
 

Figure 1: Architecture of artificial bee colony algorithm. 

 

 

 

Effectiveness and searching capability of 

differential evolution was improved in chaotic 

differential advancement algorithm with an improved 

outcome. The self-versatile idleness weight instrument 

was joined with the particle swarm optimization 

algorithm to decide the age timetable of a flowed hydro 

framework situated at Narmada stream in India. The 

outcomes exhibited the adequacy of the planned strategy. 

These adjustments have worked on different parts of 

optimization capacity. Though, because of the additional 

boundaries, the hybrid algorithms might turn out to be 

more confounded and unsteady. 

Recently, another enhancement strategy named 

artificial bee colony algorithm turns out to be 

increasingly more adopted due to the fact that it performs 

strong capacity to deal with different engineering 

designing issues. The artificial bee colony has a basic 

design and great union capacity. Though, the 

coordination of control boundaries is a difficult and 

uphill errand. Then again, comparable with other current 

heuristic algorithms, artificial bee colony algorithms 

additionally have the issue of untimely convergence. 

Consequently, in this article, we offer a method for an 

adaptive chaotic artificial bee colony. Control boundary 

setting technique and chaotic neighborhood search are 

applied to assist the algorithm with getting away from 

nearby optimal solution. Additionally, unique adaptation  

 

of artificial bee colony did not reflect the obliged 

optimization issue. Consequently, we propose another 

limitation taking care of strategy with an adjusted form 

of artificial bee colony to determine hydropower 

scheduling with different imperatives. The outcomes 

show that compared to current methods, the suggested 

algorithm offers a higher convergence capacity and 

convergence speed. 

This article's remainder is structured as follows: 

Section 2 displays the recent work done in hydropower 

scheduling. Section 3 consists the information about the 

research methods and the algorithmic steps based on 

chaotic learning. Section 4 deals with the results and 

examinations. Section 5 describes the concluding 

remarks.  

 

2 Literature review 
The research on optimal operation of reservoir 

groups in China began in the late 1970s [6]. Ma et al. 

applied stochastic dynamic programming theory to 

Lancang River reservoir group operation and established 

an optimization model for dynamic regulation of 

reservoir information [7]. Jie et al. applied the parallel 

dynamic programming method to the operation of 

cascade hydropower stations in Lixianjiang River Basin 

[8]. Mansouri and others established the mathematical 

model of reservoir group optimal operation for the issue 
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that the convergence of coordination vector and feedback 

vector is not synchronized in solving the optimal 

operation of reservoir group by large-scale system 

objective coordination method, and improved the 

solution process of real-time optimal operation combined 

with accelerated convergence technology [9]. With the 

deepening of artificial intelligence theory, many 

intelligent optimization algorithms have been applied to 

cascade reservoir operation. Aiming at the disadvantages 

of slow convergence speed and easy to fall into local 

optimization in the later stage of ant colony algorithm, 

Gavahi et al. gradually determined the scope of the 

optimal solution by increasing the tabu search area, 

proposed an ant colony algorithm based on tabu search, 

and applied the improved algorithm to the optimal 

operation of Zhangze cascade reservoir [10]. Jamshidi 

and Shourian improved the standard genetic algorithm by 

using three elite evolution strategies of floating-point 

coding, adaptive crossover rate and mutation rate, and 

applied it to the optimal operation of Fengjiashan and 

Duanjiaxia cascade reservoirs. As a new swarm 

intelligence algorithm, artificial bee colony algorithm has 

significant advantages in dealing with the optimization of 

high-dimensional functions [11]. Bozorg Haddad et al. 

have shown that compared with ant colony optimization 

(ACO), frog leaping algorithm (FLA), particle swarm 

optimization (PSO), differential evolution algorithm and 

other well-known evolutionary algorithms, the 

performance of artificial bee colony algorithm is better or 

equivalent [12]. The research on artificial bee colony 

algorithm is still in its infancy, and the theory and 

practice are not perfect. Many scholars have always been 

committed to improving the performance of the 

algorithm. Barz et al. used chaos strategy and reverse 

learning strategy to make the initialization of individuals 

in the solution space purposeful and average the 

distribution of initial solutions as much as possible. 

However, the chaotic strategy makes the distribution of 

individuals have direction, which weakens the global 

examination enactment of the algorithm to a certain 

extent [13]. Babu and Kumari proposed a RABC 

procedure. The population alternately adopts two 

evolutionary policies with Rosenbrock rotation 

disturbance to dynamically adjust the search balance 

between the global and local of the algorithm. 

Shrabbhal401 draws lessons from the concept of native 

optimal specific in PSO procedure to make the parent 

data of honey resource participate in the generation of 

candidate solutions, so as to improve the local 

development ability of the algorithm [14]. Aiming at the 

phenomenon of dropping into native optimization due to 

the reduction of population diversity, Gao et al. proposed 

a MABC algorithm. The fixed parameter p is used 

instead of observing the selection probability of bee 

roulette, and the improved algorithm has achieved good 

outcomes [15]. Gupta et al. improved the artificial bee 

colony algorithm with the idea of chaotic driving, so that 

the offspring coefficients are generated by the parent 

coefficients using the chaotic strategy, which greatly 

improves the local search ability of the algorithm [16]. 

 

3 Research methods 
This section includes the discussion of proposed 

flowchart for addressing the issue of hydro scheduling. 

The algorithm steps are described in this section.   

The standard algorithm simulates the honey 

collection process of bees, and solves the issue through 

division of labor, cooperation and information sharing 

among different individuals. Among them, bee colony is 

composed of employed bees, onlookers and scout bees. 

The degree of perfection is dependent on the fitness 

specified by the optimization issue, and honey source 

symbolizes a workable solution. Hire bees to search in 

the global scope. Once a high-quality honey source is 

found, they fly back to the hive to inform other bees. The 

observation bee selects a honey source and searches 

nearby according to the information transmitted by the 

hired bee. Initialization: assume that the total number of 

bee colony members for the d-dimensional issue is Sn, 

the amount of honey bases is FN, SN = 2FN, and the 

number of hired bees and observation bees are FN. FN 

initial honey sources are generated from the search space 

through Equation (1), and each honey source position is a 

D-dimensional vector, which is recorded as 𝑥𝑖𝑗 . 

 

 

 

( )( )jjjji xxrandxx min,max,min,, 1,0 −+=  (1) 

Population update: employ bees to update the 

position according to Equation (2). Compared with the 

original honey source, greedy selection strategy is used 

to record the location of higher quality honey source. 

 

 

 

( )jkjijijiji xxxv ,,,,, −+=   (2) 

Where, the random number in 𝑘 ∈ {1,2, … , 𝐹𝑁} and 

𝐼 ≠ 𝐾, ∅𝑖,𝑗 represents the random quantity between [- 1, 

1], 𝑥𝑖𝑗  represents the original honey source location, 𝑥𝑘,𝑗  

represents the neighborhood honey source location, and 

𝑣𝑖,𝑗 represents the updated honey source location. The 

flowchart of the proposed algorithm is depicted in Figure 

2. The prime focus of the proposed algorithm is to 

address the issue of hydro scheduling. 
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Figure 2: Process flow of proposed algorithm. 

 

Step 1: Determine the swarm size Sn, the variety of 

sources for honey FN, the size D of the solution to the 

optimization issue, and set the limit times imit. FN 

solutions are randomly generated to form the initial 

honey source position, and the fitness of each honey 

source is calculated. 

Step 2: Employ bees to update according to 

Equation (2) and evaluate the adaptability of new honey 

sources. Keep the excellent honey source for the next 

iteration. 

Step3: Select the honey source according to roulette, 

let the observation bee update according to Equation (2), 

evaluate the fitness of the new honey source and select 

the best. 

Step 4: If the location of a honey source does not 

change and is not the current global optimum after the 

search of limit iterations, the hired bee converts a 

reconnaissance bee, and in accordance with equation (1), 

a fresh source of honey is created at random [17]. 

Step 5: If the specified number of iterations is 

reached or the global optimal solution meets the needs of 

the problem, terminate the algorithm. Otherwise, return 

to Step 2. 

Aiming at the shortcomings of slow convergence 

speed and low convergence accuracy of standard bee 

colony algorithm, an artificial bee colony algorithm with 

improved special center (ISC-ABC) is proposed based on 

the narrow center idea of particle swarm optimization 

algorithm. First, improve the narrow central thought. By 

comparing the fitness, the better honey source is selected 

to form an improved narrow center, and the greedy 

strategy is compared with the current global optimal 

position to lead the bee colony to converge. Secondly, 

change the update strategy of the original bee colony 

[18]. The employment bee always searches around the 

current global best, strengthens the ability of the bee 

colony to develop hidden solutions near the best, and 

improves the accuracy of the algorithm solution. The 

special center is formed by the central position of the 

population and changes in real time with the population 

movement. The narrow sense center, like other 

individuals, has the attributes of location update, fitness 

evaluation and so on. It is found that due to the special 

position, the narrow center tends to the optimal solution 

of the issue more than the global optimal position. For 

every iteration, the narrow center is equated with the 

current global optimum, and a better position is certain to 

lead the bee colony movement, so as to speed up the 

population convergence. The narrow sense center 

expression is as follows: 

FN

xij

c

FN

i


== 1  

(3) 

Where 𝑐 is the narrow central position in the 

population, and FN represents the number of honey 

sources in the population. 

In ISC-ABC algorithm, employed bees and observed 

bees adopt different search strategies [19]. The current 

global optimal information is added to the update 

formula to improve the local development ability of the 

algorithm near the current global optimal; The 

observation bee update formula remains unchanged to 

ensure the global search ability of the algorithm. The 

evolutionary strategy adopted by employing bees and 

observing bees ensures that the scope of the search of 

population is mainly around the current global optimum, 

reduces the search of a large number of random 

positions, and improves the convergence speed of the 

algorithm; It also has a certain global development 

ability, which can maintain the diversity of the 

population and reduce the possibility of the population 

falling into local optimization. The employment update 

formula is as follows: 

 

( )jkjjijji xgbestgbestv ,,, −+=   (4) 

Where, 𝑘 ∈ {1,2, … , 𝐹𝑁} is a random number and 

𝑖#𝑘, ∅𝑖,𝑗 represents a random number between [0,1], 𝑤𝑖,𝑗 

represents the original honey source location, gbest 

represents the current global optimal location, 𝑥𝑘 

represents the neighborhood honey source, and 𝑣𝑖,𝑗 

represents the updated honey source location. At present, 

the global optimality is a key position. In the iterative 

process, all bee individuals are guided to approach the 

optimality, which directly affects the overall convergence 

speed of the algorithm and the quality of the final 

solution. With the progress of search, the current global 

optimum will be closer and closer to the position of the 

theoretical optimal solution [20]. The update of the 

current global optimum in the standard bee colony only 

depends on the improvement of the extreme value after 
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the individual evolution of the population. When the 

extreme value does not change or changes very little after 

individual evolution, the current global optimum will not 

change greatly. ISC-ABC algorithm guides the 

convergence direction of the population by introducing 

the current global best, ensures that the employed bees 

gradually approach the current global best, and increases 

the convergence capability of the procedure [21]. 

 

Step 1: Determine the colony size Sn, the amount of 

honey sources FN, the dimension 𝐷 of the optimization 

problem's solution, and set the limit number. 𝐹𝑁 

solutions are randomly generated to form the initial 

honey source location, and the fitness of each location is 

estimated. 

Step 2: Determine the improved narrow sense center 

of the current iteration and make greedy selection with 

the current global optimal. 

Step 3: Update according to Equation (4) to evaluate 

the fitness of the new location. Keep the excellent honey 

source for the next iteration. 

Step 4: Select the honey source according to the 

way of roulette, let the observation bee update according 

to Equation (4), evaluate the fitness of the new location, 

and select the best. 

Step 5: If the location of a honey source does not 

change and is not the current global optimum after the 

search of limit iterations, the employed bee converts a 

reconnaissance bee, and according to Equation (3), a 

fresh source of honey is created at random. 

Step 6: If the specified number of iterations is 

reached or the global optimal solution meets the needs of 

the problem, terminate the algorithm. Otherwise, return 

to step 2. 

 

4 Results and analysis 
This segment describes the examination of 

outcomes attained from the proposed algorithm for 

addressing the issue of hydro scheduling. 

In order to show the population distribution and 

convergence in different iterative periods, Quatic 

function is used for testing. Figure 2 and Figure 3 are the 

population individual motion scatter diagrams of 0ABC 

algorithm and ISC-ABC algorithm respectively. The dot 

represents the position of the individual in the 

population, and the asterisk represents the position of the 

theoretical optimal solution. 

 

 

(a): FEs=0 

 

(b): FEs=30000 

 

(c): FEs=60000 

Figure 3: Feature extraction under normal conditions for 

several iterations. 
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(a): FEs=0 

 

(b): FEs=30000 

 

(c): FEs=60000 

Figure 4: Feature extraction with improved narrow 

center strategy for several iterations 

 

 
Figure 5: Ideal reservoir storing standards of case 1. 

 

 
Figure 6: Ideal reservoir storing standards of case 2. 

 

 

Table 1: Comparison of Friedman test outcomes 

Algorithm Rankings 

ISC-ABC 2.12 

MABC 2.75 

MEABC 2.75 

GABC 3.45 

ABC 4.37 

 

It can be seen from the comparison between Figure 

2 and Figure 3. In the early stage of the algorithm (the 

number of iterations is before 60000), the improved 

narrow center strategy can significantly accelerate the 

convergence speed of the population and quickly find the 

region where the optimal solution is located; In the 

middle and later stages of the algorithm (after 60000 

iterations), the improved narrow sense center can be used 

as the advanced part of the global optimum. It can 

generate a location closer to the optimal solution than the 

current best advantage, and may also produce a far away 
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from the current optimal location. The swarm moves 

around the optimal solution in a large range to enhance 

the individual's ability to explore the solution space. The 

diversity of individual distribution is maintained under 

the condition of ensuring the convergence speed, which 

reduces the possibility of the population falling into local 

optimization. With the progress of the search and the 

continuous change of the population activity area, the 

current global best point and the improvement of the 

individual are closer and closer to the optimal solution. 

Finally, the final solution is obtained to complete the 

search. 

The simulation outcomes are observed for two cases. 

In case 1 the power transmission loss is not considered 

whereas it is considered in case 2. The optimal capacity 

volumes of the hydro capacity are depicted in Figure 5. It 

is observed from Figure 4 that every one of the 

imperatives were fulfilled, and that implies every one of 

the solutions acquired by the proposed technique are 

practical. The loss of power transmission has been 

considered in second case. The outcomes got by various 

techniques were recorded and the reservoir supply 

volume for case 2 is depicted in Figure 5. 

Then the Friedman examination is implemented to 

analyze the outcomes of the test function, which can 

effectively distinguish the performance gap between 

procedures. The smaller the Friedman value, improved 

the algorithm performance. According to Table 1, ISC-

ABC algorithm has the smallest Friedman value and the 

best comprehensive performance compared to the 

algorithms ABC, GABC, MABC, and MEABC. 

 

5 Conclusion 
Aiming at the shortcomings of slow convergence 

speed and low final solution accuracy of standard bee 

colony algorithm, an improved narrow center bee colony 

algorithm is constructed by referring to and improving 

the narrow center idea of particle swarm optimization 

algorithm. First, improve the narrow central thought. 

Select the better honey source to form an improved 

narrow center to lead the bee colony to converge. 

Secondly, change the original bee colony update strategy. 

Make the hired bee search around the current global 

optimum, and strengthen the ability of the bee colony to 

develop hidden solutions near the best. Finally, the 

simulation test outcomes of three classical benchmark 

functions and three cec213 functions show that compared 

with a variety of similar algorithms, the artificial bee 

colony algorithm based on improved narrow center 

guided convergence has significantly improved in 

convergence speed and resolution accuracy, indicating 

the effectiveness of the improved method. 
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The tourism industry is all around keeping tourists happy, occupied and equipped with the things they 

need during their time away from home. On the other hand, mobile technologies have a considerable 

impact on user experience, particularly in the tourist and entertainment areas. This paper presents a 

tourist and entertainment-related mobile application. It utilizes a personalized experience approach 

and seeks to provide good user experiences by making it adaptable to their unique interests while 

considering many criteria such as the user’s gender, age, location, and other characteristics. The 

system will propose locations to visit or activities to do in any city to the user. As the user continues to 

use the application, the suggestions offered will constantly be improved; it will learn more about the 

user’s preferences by recording the user’s past and what they enjoy. The application implements and 

integrates two types of recommender systems, the item-item collaborative filtering algorithm and the 

user-user collaborative filtering algorithm. The user acceptance testing was conducted on 10 users 

from a variety of backgrounds and ages. Each participant has performed a set of 17 asks that covers 

the functionality of the application. Effectiveness results showed that about 70% of the tasks were 

completed without errors by all participants. And the tasks that were completed with some errors had 

an average of errors ranges from (0 - 0.4) which is a promising result when compared to the normal 

average number of errors per which is 0.7. Regarding the efficiency, results show that the longest 

completion time was in 3 tasks (register task, log-in, and edit profile) which is expected since they 

require the entry of detailed information. On the other hand, for the remaining tasks the average 

completion time was 5.4s which is accepted. User satisfaction was measured through a System 

Usability Scale (SUS) survey, the achieved score was 87.75 which is higher than the threshold to pass 

the SUS test which is 68, thus LOCUS has fulfilled the user satisfaction measure. 

Povzetek: Članek predstavi izvirno mobilno aplikacijo za turizem in zabavo, ki zagotavlja 

personalizirano uporabniško izkušnjo glede na interese uporabnika, se nenehno uči in izboljšuje.

 

1 Introduction 
The tourism industry is linked to the idea of people 

travelling to other locations, either domestically or 

internationally, for leisure, social or business purposes. It is 

one of the fastest growing global industries [1]. It is closely 

connected to the hotel industry, the hospitality industry 

which is a broad category of fields within the service 

industry that includes food and drink service, event 

planning, theme parks, and transportation [2]. The tourism 

industry is based around keeping tourists happy, occupied 

and equipped with the things they need during their time 

away from home. On another hand, mobile technologies 

have recently evolved to significantly influence the user 

experience especially in the tourism and the entertainment 

domains [3].  

 

 

 

Numerous IT solutions have emerged to enhance the 

tourism industry. Recommender systems, utilizing 

personalized recommendations [1], [4], [5], and Natural 

Language Processing (NLP), which can be used to 

extract important keywords and phrases or conduct 

sentiment analysis of tourist reviews and comments [6], 

are among the different technologies leading to varied 

solutions. These solutions can enhance the tourism 

experience and meet the growing demand for 

personalized and efficient services. 

Also, with the increase in usage of social media and 

social networking applications, companies and business 

owners are relying more on these platforms to advertise 

and promote their business and services for the aim of 

attracting more customers [7]. 

https://doi.org/10.31449/inf.v
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The rapid growth in the tourism field and the entertainment 

industry led to a huge demand for technological solutions 

and has motivated developers to create mobile applications 

that provide innovative solutions and services that will 

make entertainment and tourism more pleasing and 

satisfying for people. One of the areas of innovative 

solutions is to enhance and facilitate the process of finding 

and deciding the appropriate places/activity that matches 

one’s needs and preferences. 

This paper proposes a mobile application related to the 

tourism and entertainment fields.  The application will use   

a personalized experience manner and aims to present 

good user experiences by making it customizable to their 

specific interests taking into consideration several factors 

such as the user’s gender, age, location, and more. The 

system will provide the user with recommendations for 

places to visit or activities to do in any city (including 

restaurants, cafes, etc.). The suggestions provided will 

always be enhanced as the user keeps using the 

application, it will learn more about the user’s preferences 

by tracking the user’s history and what they like.  

In the context of the current tourism industry, there is a 

clear need for a reference framework for mobile 

applications that focus on personalized recommendations. 

Without such a framework, businesses may struggle to 

keep up with the evolving needs of tourists and may not be 

able to offer the high-quality experiences that are now 

expected in the industry. By providing a reference 

framework for tourism-related mobile applications, our 

proposed solution can help businesses stay ahead of the 

curve and improve their overall user satisfaction, retention, 

and revenue. 

Furthermore, in the Saudi Arabian tourism industry, there 

are no current attempts to develop a specialized tourism 

application with recommender systems. This further 

emphasizes the need for such applications in the local 

tourism sector, especially given the increasing demand for 

personalized experiences among tourists. 

The rest of the paper is organized as follows. Section 2 

presents a brief background of recommender systems. 

Section 3 introduces the work that has been done in the 

field of applications using recommender systems. Section 

4 we present our proposed solution LOCUS mobile 

application. Section 5 presents our evaluation results and 

the discussion. In section VI. We conclude the output of 

this study. 

2    Recommender systems  

“Recommendation system” refers to a system that is able 

to predict the future preference of a group of items for the 

user, so it aims to suggest relevant items to users and tries 

to make predictions on user preferences and make 

recommendations that should interest the users [2], [3]. 

Recommendation systems are present in most successful 

internet companies such as Google, Netflix and YouTube 

[7]. The reason is that users expect targeted marketing, so 

providing the same notification or the same offers to 

everyone is no longer working. Recommendation systems 

are used in a variety of fields and examples of their uses 

are: the generators for videos and music playlists used in 

YouTube and Spotify, suggestions for purchasing 

products that the user may prefer in Amazon, or 

suggestions for reading content of user interests such as 

the recommendation system in Twitter [7]. 

Lately, different approaches have been developed 

to build recommendation systems, which can use either 

collaborative filtering, content-based filtering, or 

hybrid. Figure 2.2 illustrates the different approaches 

of recommender systems.   

Some of the most well-known websites like 

Amazon, YouTube, and Netflix use one or more 

(hybrid) of these recommendation techniques [2], [7].  

 

 

Figure 1: Recommender system approaches. 

2.1   Collaborative filtering 

This filtering methodology is usually based on 

collecting and analyzing information on user’s 

behaviors, their activities or preferences and 

anticipating what they will like depends on the 

similarity with other users. Collaborative filtering 

assumes that individuals who concurred in the past will 

concur later on, and that they will like similar sorts of 

items as they preferred previously. Further, 

collaborative filtering algorithms can be categorized 

into two types: memory-based and model-based [2]. 

a) Memory-based algorithm. 
Another name of the algorithms of memory-

based is lazy recommendation algorithms (similar to 

the k-nearest neighbor method) [2].  There are two 

different memory-based algorithms: 

• User-user collaborative filtering: it finds similar 

users and recommends items based on items that 

other similar users previously preferred. 

• Item-item collaborative filtering recommends 
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items similar to those previously favored by the 

user. 

b) Model-based algorithm. 
The model-based algorithm is considered as a 

probabilistic approach, so it is about envisioning the 

future from learning from the past. The models are 

developed using different algorithms to predict the user 

rating of unrated items based on the user’s previous 

ratings[2]. 

2.2 Content-based filtering 

The concept of content-based filtering is that if a 

user likes an item, the user will also like a comparable 

item. The filtering methodology depends on the 

description of an item and a profile of the user’s 

favored choices, so it compares the content to find 

items that are similar to those previously perused or 

preferred by the user and determine the similarity 

between the items from the keywords that are extracted 

from the item content descriptions [2], [8]. 

2.3 Hybrid recommendation system 

The concept of hybrid recommender systems is 

combining more than one recommendation technique 

with one another. Hybrid recommendation systems can 

be implemented by generating content-based and 

collaborative predictions separately and then merging 

them to produce the output. Figure 2 below illustrates 

the way a hybrid recommender system works. 

The accuracy of the hybrid recommendation 

system is usually higher than the accuracy of any 

individual ones so combining collaborative and content-

based recommendations may be more effective and 

powerful [2].  

 

 

 

3 Related work 
Several studies have proposed recommender 

systems (RS) in the tourism domain. Where its one of 

the ways to deal with deal with the information 

overload problem. This section contains a review of 

recent studies that used a mobile recommender system. 

Soha et al. (2016) [8] proposed a context-aware 

recommender system, which recommends places to 

users based on the current weather, the time of the day, 

and the user’s mood. Places are suggested based on 

what other users have visited in the similar context 

conditions. proposed system puts rates for each place 

in each context for each user. The rates of a location 

are calculated using the Genetic algorithm, which is 

based on the Gamma function. 

Li et al. (2010) [9] propose a location-aware 

recommender system for tourism mobile commerce 

service platform. They integrate GPS into the 

recommender system to create a location-aware 

recommender system. The location-aware 

recommendation system can recommend attractions to 

the customer with the customer's sensitivity to location 

and the rating of its attractions. 

Abu-Issa et al. (2017) [10] implemented a 

proactive, multitype, and context-aware recommender 

application in the environment of Internet of Things 

(IoT) for smart cities. The recommendation system has 

the ability to suggest multi-types of services (such as 

Restaurant, Attraction... etc) and proactively pushes 

explicit query suggestions to users. The application 

was developed on Android platform and tested by 50 

users. The results shows that the application reach 91.2 

% accuracy. 

Missaoui et al. (2019) [4] proposed a mobile 

recommender system for tourism and travel related 

services called LOOKER. It was developed for the 

Android platform. It considers basic contextual 

information, such as location and time. Also, its 

implements based on content-based filtering (CBF) 

strategy to make personalized suggestions based on 

user-related tourism-based user-generated content 

(UGC) spread across social media. User studies have 

been conducted to evaluate the usability and the 

usefulness of the proposed application. A first user 

study was conducted using two popular questionnaires 

(SUS and CSUQ) to test the usability of the proposed 

application with a group of users in four major 

Tunisian cities. A second user study allowed for a 

quantitative evaluation of the effectiveness of the 

proposed system's recommendations. The positive 

results achieved show the potential of LOOKER. 

Where, the LOOKER's usability and the 

recommendations made have been judged to be 

satisfactory by users.  

In conclusion, the reviewed studies have 

explored the use of recommender systems in the 

Figure 2: Illustration of hybrid recommender 

system 
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tourism industry to improve the user experience of 

mobile applications. Recommender systems have been 

proposed as a way to address the problem of 

information overload and provide personalized 

recommendations to users based on their location, 

context, preferences, and other factors. These systems 

have shown promise in improving user satisfaction and 

retention, as well as increasing revenue for businesses. 

While there is a body of literature on the topic, there is 

still room for innovation and unique approaches to 

design and implementation of recommender systems for 

tourism-related mobile applications.  

We also believe that it is important to highlight 

the need for the development of a personalized and 

context-aware mobile application for tourism in Saudi 

Arabia, which could potentially address the unique 

needs and preferences of tourists visiting the country. 

Up to our knowledge, there is a lack of existing 

tourism-related mobile applications in Saudi Arabia. 

This further emphasizes the importance of developing a 

special tourism mobile application with a recommender 

system tailored to the country's specific tourism 

industry. 

 

4 Proposed LOCUS mobile 

application 

 
The rapid growth of the entertainment field in the 

world and the huge demand on the technological 

solutions has motivated developers to create a lot of 

mobile applications. Unfortunately, most applications 

are using the browsing feature without giving 

personalized suggestions. Furthermore, these mobile 

applications require some effort from the user since 

they depend on filtering things manually to get a list of 

suggestions.   

To enhance and facilitate the process of finding 

and deciding the appropriate event/activity that matches 

ones needs and preferences, comes the idea behind 

developing a mobile application related to the 

entertainment field that satisfies the users’ 

requirements. The application will use a personalized 

experience manner and aims to present good user 

experiences by making it customizable to their specific 

interests.  It will use and integrate recommender system 

models to provide suggestions for possible activities / 

based on user’s preferences, characteristics, and 

behavior which will be learned while using the 

application.   The suggestions provided will always be 

enhanced as the user keeps using the application, it will 

learn more about the user’s preferences by tracking 

his/her history and what he/she likes. Furthermore, the 

application will provide information about each 

activity or place such as pictures, reviews, and 

location. 

 The following subsections will discuss the 

proposed mobile application in detail, covering data 

sources, architecture, main features, design and 

development. 

4.1   Data sources 

For the proposed LOCUS mobile application, 

real-time and real-world data will be used. The data 

will be collected mainly from APIs such as google 

places API [11]. Seasonal or temporary events 

information will be entered manually from trusted 

media sources, applications, and websites. Then, the 

collected information will be stored on a server-based 

database and will be retrieved upon request from the 

application. Figure 2 below shows how in general APIs 

are used to collect data.  

 

4.2   System architecture  

The LOCUS system is a client-server architecture 

in order to enable different users from many different 

locations to access the shared data that our application 

provides at any time. Client-server architecture is a 

shared architecture system in which a group of clients’ 

requests services, a network that allows clients to 

access these services, and a set of servers that provide 

services. So, we will implement client-server 

architecture to fulfill requests by responding to them 

with the requested services as shown in Figure 3: 

Figure 2: An illustration of how apis are used for 

collecting data. 
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LOCUS system architecture Figure 3 below 

 
Figure 3: LOCUS system architecture. 

On the client side of LOCUS system are the 

mobile phones that users run the application on, while 

the server side includes the following: 

a) A database to store users' information and 

manually added activities or seasonal events. 

b) The APIs, the application will use multiple APIs 

to provide information about places, description 

of each place and its location. Also, the APIs offer 

some services we want to use such as the nearest 

places. 

4.3   User characteristics and roles  

LOCUS application targets the users with the age 

range from teenagers to adulthood, including both 

genders and who have interests in finding entertainment 

activities in Riyadh, whether they are citizens or 

tourists. there are no restrictions on the education level 

as long as they have enough knowledge about using 

smartphones and are able to understand the English 

language. 

4.4   Main features  

It has general features such as: add an activity to 

the favorite list, view ratings, and view 

reviews/comments. Also, It has customized features 

such as search by name, Filter the search, and the 

content. LOCUS uses collaborative filtering (CF) as a 

recommender system approach. In  Figure 4, a use-case 

diagram is presented, which shows the main features 

provided by the system and are represented as actions 

that can be performed by the user. 

 

4.5   Implementation  

LOCUS application is developed to run on iOS 

[12] and Android [13] platforms, using React Native 

framework [14] which uses JavaScript language. In 

addition, the Firebase database [15] was used to store 

the data. For the user recommendation functions such 

as view recommended activities based on user interests 

or similar users, a module was developed using Python 

programming language to compute the 

recommendation algorithms then the Flask Library 

[16] provided by Python which transforms the code 

into an API then   Heroku  [17] was used to deploy it to 

make the API accessible for LOCUS  platform. After 

Figure 4: Use case diagram for LOCUS mobile 

application. 
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that, the APIs in our React Native application were used 

using HTTP request calls. 

4.6   Algorithms for developed 

recommenders 
As mentioned earlier the proposed system will 

implement and integrate two types of recommender 

systems, the item-item collaborative filtering algorithm 

and the user-user collaborative filtering algorithm. In the 

following subsection, we will discuss the implemented 

algorithm for both modules. 

c)  Item-Item collaborative filtering algorithm  

An item-item collaborative filtering 

recommendation system builds a model to provide a 

suggested activity based on the user’s interest. The 

model predicts the items, or in this case activities, that 

the user might be interested in based on computing the 

similarities between the activity and  the user’s interests 

using the vector similar might be interested in based on 

computing the similarities between the activity and the 

user’s interests using the vector similarity (cosine) and 

its result will be a value between 0 and 1, the value 

closer to 1 represents the similarity, and the value closer 

to zero represents the opposite(cosine) and its result 

will be a value between 0 and 1, the value closer to 1 

represents the similarity, and the value closer to zero 

represents the opposite [18]. 

 

                  (1)                                                   

 

  

(2)                                                                     
 

Where a means the activity vector and b the user vector.  

In our application, we give each activity and  user 

a vector representing a number of features (category, 

key words of activity features such as Wi-Fi, credit 

card, outside seating, ... Etc.) Those features will be 

extracted from the activity information and for the user 

it will be extracted from the user’s (interests, viewed 

activities and favorite list). Our system will compute 

the cosine vector similarity between the activity and 

user vectors, then test if it passes a 0.5 threshold to 

decide if it shall recommend it to the user [18].  Figure 

5 shows a flowchart for the developed module for item-

item recommender. 

 

 

d) User-user collaborative filtering algorithm  

A user-user collaborative filtering 

recommendation system builds a model to find similar 

users and suggest items (activities) based on items 

(activities) that similar users previously preferred. In 

our case first, we will select all the users that have the 

same gender, city and age group, then we will measure 

the similarity between those users’ preferred activities 

and the user’s preferred activities and we will assume 

that the preferred activities are user’s (interests, viewed 

activities and favorite list) using the vector similarity 

(cosine) where a means the users’ activities (activity) 

vector and b the user vector using same technique in 

the item-item collaborative filtering that we mentioned 

previously  [18]. Figure 7 shows a flowchart for the 

developed module for user-user recommender. 

Figure 5: A flowchart for the 

developed item-item recommender. 

Module 
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Figure 7: A flowchart for the user-used developed 

recommender module 

 

4.7 Application layout and user interface  
While developing LOCUS, maintaining the ease of use 

with the functionality of the proposed application were a 

priority. This section provides a detailed description of 

the application’s user interface. The visual presentation 

of the user interface (UI) elements has a great impact on 

the user experience of a product\application. For a good 

user experience, the content components should be well 

organized to help people navigate easily within a product 

or interact with it properly. The main screen of LOCUS 

gives the user access to the main functions of the 

application. Screen shots of some of the main screens in 

the application are shown in Figure 6Figure 6 below.  

5 User acceptance testing and 

discussion 

 
User Acceptance Testing (UAT) is an important 

step in the software testing process where actual users 

test the software to assure that functions work as 

expected and the application can process the tasks in 

real-world scenarios [19]. In addition, a user 

acceptance study serves as a proof-of-concept that 

demonstrates the applicability and effectiveness of the 

proposed reference framework. 

 

In this work, the user acceptance testing was 

conducted on 10 users from a variety of backgrounds 

and ages. The test measured the system usability in 

three criteria [20]:  

• Effectiveness: counting the number of errors, the 

participant makes when attempting to complete a 

task.  

Figure 6: Sample screens of LOCUS mobile 

application. 
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• Efficiency: calculating the time that participant 

takes to successfully complete a task. 

 

• Satisfaction: using System Usability Scale (SUS) 

form to filled by the user, which includes 10 

questions to evaluate user satisfaction. 

The following subsections describe the conducted 

user acceptance testing, including the participants' 

information, experiment design, and testing results. 

5.1 Participants 

For the user acceptance testing in this study, the 

participants were a random sample of 10 people 

covering the characteristics of the targeted users. Their 

ages are between 20 to 32 with an average of age 24 

years. In this study, only nine females and a male 

volunteered to participate. All participates can 

understand the basic English language, and capable of 

using smartphones. Table 1 below shows the 

demographics of the participants. 

 

Table 1: Participant’s demographics 
Participant 

number 

Age Gender Can 

understand 

basic English 

language 

Capable 

of using 

smart 

phones 

1 23 Female Yes Yes 

2 23 Female Yes Yes 

3 25 Female Yes Yes 

4 20 Male Yes Yes 

5 32 Female Yes Yes 

6 24 Female Yes Yes 

7 23 Female Yes Yes 

8 25 Female Yes Yes 

9 22 Female Yes Yes 

10 23 Female Yes Yes 

 

5.2 Experiment design 

The user acceptance testing was conducted with 

the participants. participants tested the application using 

an iOS iPhone prepared for the testing (Have an 

internet connection, Locus app downloaded). In 

addition, different data collection methods were used to 

collect quantitative and qualitative data. These methods 

included pre-questionnaires, direct observation during 

the test sessions, and post-questionnaires.  

• Pre-questionnaire: A pre-questionnaire was used 

to collect data on the participants. Participants 

were asked about the places they visit often.  

Also, if they are facing any difficulties finding 

suitable places with full information about the 

places. The pre-questionnaire also included a 

question about what is the features they would 

like to have in the recommendation system that 

could help them to determine their destination 

easily? 

• User acceptance testing sessions: During the 

UAT sessions, several types of data were 

collected while observing the participants 

performing a total of 17 tasks. A timer was used 

to record the completion time for each task, also 

we took notes of their mistakes and difficulties 

faced by the participants during performing the 

tasks and their feedback. 

•  Post-questionnaire: After performing the tasks 

for the LOCUS application, we requested the 

participants to fill in a postquestionnaire that 

includes questions to assess their satisfaction. As 

well as gathering their feedback and suggestions 

for improvement. 

5.3 Testing results and discussion 

Each participant has performed a set of tasks that 

covers the functionality of the application. For each 

participant, quantitative measures were recorded, this 

includes: the number of errors and completion time for 

each task. The list of the 17 tasks performed by 

participants and a summary of users’ performance 

results are shown in Table 2.  Next, the results for 

effectiveness, efficiency and user satisfaction will be 

discussed. 

• Effectiveness:  To measure the effectiveness (task 

completion), we counted the number of participants 

who completed the tasks without errors and the 

number of participants who completed the tasks 

with errors, and the average number of errors made 

by those participants for each task. Around 70% of 

the tasks were completed without errors by all 

participants. And the tasks that were completed 

with some errors had an average of errors ranges 

from (0 - 0.4), According to MeasuringU Research 

Centre [21], the normal average number of errors 

per task is 0.7,the achieved results are promising 

since the highest average number of errors for a task 

is 0.4 and the average number of errors for all tasks 

is 0.059 and all are below 0.7 which is a good 

indicator of the effectiveness of the system. Figure 

8 shows a summary of number of errors results.  
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• Efficiency: In order to evaluate the efficiency was 

measures by the time taken to complete a task by 

participants. The completion time for each task for 

each participant was recorded and analyzed, the 
maximum, minimum, and average time per task were 

computed. Figure 9 shows a summary of completion 

time results. The results show that the longest time 

spent was in 3 tasks register task, log-in, and edit 

profile which is expected since these tasks require 

the user to enter detailed information, looking into 

the remaining tasks the average completion time was 

5.4s which is accepted. 

 

• User satisfaction: To evaluate the user satisfaction 

of LOCUS app all 10 participants have filled the 

System Usability Scale (SUS) survey which has 10 

questions and results were collected and analyzed. 

Participants ranked each of the 10 questions from 1 

to 5, based on their level of agreement. To calculate 

the user satisfaction score using SUS we performed 

the following steps: 

• For each of the odd numbered questions, 

subtract 1 from the score. 

• For each of the even numbered 

questions, subtract their value from 5. 

• Add up the total score. Then multiply 

the value by 2.5. 

The SUS score for LOCUS was found to be  87.75, and 

the threshold to pass the SUS test is 68 according to 

MeasuringU Research Centre [22] which means 

that LOCUS app has fulfilled the satisfaction 

measure.   

 

below shows the survey’s measuring scale and results. 

After completing the survey, we asked them about 

their opinions and suggestions regarding Locus 

application interface, most of them (87%) agreed on 

the necessary of the following: 

• Developing an Arabic version interface. 

• Separating the filter and sort buttons for better 

accessibility.  

• Adding more user interaction such as adding 

reviews and ratings. 

Those suggestions will be considered in the 

development of the next version of LOCUS as a 

future work. 

Table 2: Summary of user testing results 

   Measure\ Task   

Effectiveness  Efficiency | Task completion 

time (seconds) 

# of users 

complete 

the task 

without 

errors 

# of users 

complete 

the task 

with 

errors 

Average 

of 

errors 

Max. Min. Average 

Register  6 4 0.4 120.0 30.0 59.7 

Sign-in  8 2 0.2 59.6 16.7 34.9 

Edit profile  9 1 0.1 38.0 6.2 19.3 

View categories 10 0 0 17.4 3.0 7.7 

View activities based on 

category 

10 0 0 7.4 1.0 4.3 

Filter activities  9 1 0.1 27.4 5.6 14.3 

Search for activities 10 0 0 15.6 3.1 9.4 

Sort activities 8 2 0.2 27.8 5.0 9.2 

View recommended 

activities  

10 0 0 11.1 2.6 6.9 

View nearby activities  10 0 0 11.3 2.1 4.5 

View activity details  10 0 0 8.3 2.9 5.6 

Share activity  10 0 0 14.5 2.3 7.4 

Open in maps  10 0 0 20.0 1.6 8.3 
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Add to favorite  10 0 0 6.1 2.2 4.2 

View favorites  10 0 0 5.10 2.2 3.8 

Remove from favorite  10 0 0 5.5 1.2 3.6 

Sign-out 10 0 0 10.3 1.1 4.0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Summary of user’s performance (completion time) - efficiency results. 

 

 

 

 

Figure 8: Summary of user’s performance (no of errors) – effectiveness results. 
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Table 3: User satisfaction survey results 

Questions \ Measure scales # Of users who 

Strongly 

agree. 

(5) 

Agree 

(4) 

Neutral 

(3) 

Disagre

e 

(2) 

Strongl

y 

disagre

e. 

(1) 

I think that I would like to use LOCUS App frequently 
6 (60%) 3 (30%) 

1 

(10%) 
0 0 

I found LOCUS App unnecessarily complex 
0 0 0 

6 

(60%) 

4 

(40%) 

I think LOCUS App was easy to use 
6 (60%) 3 (30%) 

1 

(10%) 
0 0 

I think that I would need the support of a technical person 

to be able to use LOCUS App 
0 0 0 

3 

(30%) 

7 

(70%) 

I found the various functions in LOCUS App were well 

integrated 
4 (40%) 4 (40%) 

2 

(20%) 
0 0 

I think there was too much inconsistency in LOCUS App 
0 0 

1 

(10%) 

4 

(40%) 
5 

I would imagine that most people would learn to use 

LOCUS App very quickly 
8 (80%) 1 (10%) 

1 

(10%) 
0 0 

I found LOCUS App very cumbersome to use 
0 0 0 

2 

(20%) 

8 

(80%) 

I felt very confident using LOCUS App 
5 (50%) 4 (40%) 

1 

(10%) 
0 0 

I needed to learn a lot of things before I could get going 

with LOCUS App 
0 0 

1 

(10%) 

2 

(20%) 

7 

(70%) 

I found LOCUS App unnecessarily complex 
0 0 0 

6 

(60%) 

4 

(40%) 

I think LOCUS App was easy to use 
6 (60%) 3 (30%) 

1 

(10%) 
0 0 

I think that I would need the support of a technical person 

to be able to use LOCUS App 
0 0 0 

3 

(30%) 

7 

(70%) 

I found the various functions in LOCUS App were well 

integrated 
4 (40%) 4 (40%) 

2 

(20%) 
0 0 

I think there was too much inconsistency in LOCUS App 
0 0 

1 

(10%) 

4 

(40%) 
5 

I would imagine that most people would learn to use 

LOCUS App very quickly 
8 (80%) 1 (10%) 

1 

(10%) 
0 0 

I found LOCUS App very cumbersome to use 
0 0 0 

2 

(20%) 

8 

(80%) 

I felt very confident using LOCUS App 
5 (50%) 4 (40%) 

1 

(10%) 
0 0 

I needed to learn a lot of things before I could get going 

with LOCUS App 
0 0 

1 

(10%) 

2 

(20%) 

7 

(70%) 

 

6 Conclusion and future work 

The continuous growth in the tourism industry 

in addition to the high impact of mobile technologies 

on user experience in many fields and in particular 

the tourist and entertainment areas have led to high 

demand on mobile applications that provide a 

personalized experience and services to the tourist.     

Derived by this demand, LOCUS was developed as a 

mobile application that targets tourists and aims to 

suggest for them activities, places and events that suit 

their interests and are based on the user's characteristics, 

behavior. It implements and integrates two types of 

recommender systems, the item-item collaborative 

filtering algorithm and the user-user collaborative 

filtering algorithm. It proposes places and activities to the 

user and those suggestions will constantly be improved 
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as the user keeps using the application.  

Through user acceptance testing with 10 

participants, we found that the system achieved 

promising results in terms of effectiveness, 

efficiency, and satisfaction. We plan to expand the 

application's capabilities by adding multilingual 

support and new features such as rating, writing 

reviews, and crowdsourcing to allow users to add 

places and activities. Overall, the development of  

LOCUS shows the potential for mobile applications 

to enhance the tourist experience, and we hope to 

continue exploring ways to improve and expand its 

functionality in the future. This could include, for 

example, exploring the potential benefits of 

incorporating user-generated content and social 

media features, as well as investigating ways to 

integrate the application more effectively with other 

tourism-related technologies and platforms.   
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Sentiment analysis is an analytical subfield of Natural Language Processing (NLP) to determine opinion 

or emotion associated with the body of the text. The requirement for social media sentiment analysis has 

exceptionally increased with the growing extent of online activities in form of user generated content 

like posts or comments on social networking platforms. People often share their thoughts, opinions and 

reviews openly which can further be leveraged to analyze what they feel about a particular topic or their 

reviews/ feedback about a certain service. This study covers different approaches to conduct social 

media sentiment analysis on Twitter dataset both balanced and imbalanced obtained from Kaggle. For 

text analysis, we have implemented various classification techniques such as: Naive Bayes Classification 

and Support Vector Classification (SVC). It was concluded that SVC on twitter dataset surpassed other 

classification techniques in terms of performance. 

Povzetek: Predstavljena je študija različnih pristopov za analizo sentimenta / razpoloženja na Twitterju, 

pri čemer se je najbolje izkazala metoda Support Vector Classification. 

 

1 Introduction 
Sentiment analysis also referred as emotion AI, helps to 

determine author’s mentality or attitude by classifying 

their piece of writing as positive, negative or neutral. 

Sentiment analysis has displayed an intrinsic influence in 

various domains like product analysis, political 

campaigns, marketing and competitive research, brand 

inclination and monitoring.  Content posted by the user on 

social media can be leveraged to make noteworthy 

interpretation of author’s opinion, tone or emotions 

associated with their posts. The requirement for social 

media sentiment analysis has exceptionally increased with 

the growing extent of online activities in form of user 

generated content like posts or comments on social 

networking platforms. People often share their thoughts, 

opinions and reviews openly which can further be 

leveraged to analyse what they feel about a particular topic 

or their reviews/ feedback about a certain service. 

In social media analysis often known as opinion mining, 

everything revolves around diving into words to 

understand the context of the user generated content and 

the opinions they reveal on such platforms. In this study 

we have summarized distinct classification techniques on 

twitter tweets dataset. The objective of this study is to 

classify sentiments of tweets with and without class 

weights for both balanced and imbalanced dataset hence, 

deriving the difference between the results obtained and its 

impact. 

 

2 Literature review 
The data sources on which sentiment analysis can be 

performed has grown exponentially with time hence; large 

amount of opinionated data can be fetched from different 

types of social media and websites. Content posted on 

different platforms like web-based entertainment 

platforms for example: movies reviews, social networking 

platforms or even product reviews can be utilized to make 

critical translation of author’s tone, feelings or feedback 

related to the text they post. In this section, we have 

examined the work presented by different researchers on 

sentiment analysis and briefly discussed their approaches 

and observations after conducting the study.  

Divij et al. in his work covered distinct pre-processing and 

classification techniques on binary and multi-class movie 

review dataset. Along with traditional classifiers, modern 

classifiers like RNN were also implemented. The 

performance for various approaches was compared where 

SVM with word embedding was proved to surpass other 

classification techniques [2]. Naresh et al. in his work 

determined social media user's opinions by using 

optimization-based machine learning algorithms. They 

found that the proposed technique sequential optimization 

with decision tree provides 89.47% of accuracy compared 

to other algorithms. Tweets were collected and classified 

into three categories i.e., positive, negative and neutral. 

According to the authors, for larger dataset this model will 

perform faster and will take less time [3]. Mullen et al. 

conducted a sentiment analysis study on movie review 

dataset. 1380 movie reviews were collected from a website 

https://doi.org/10.31449/inf.v
mailto:vrinda1804tandon@gmail.com
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named epinions.com. The dataset consisted both negative 

and positive reviews. Support Vector Machine algorithm 

were applied to train and test the model. For validation 

purpose three-fold and ten-fold cross validation were used. 

84.6% accuracy was obtained using three-fold cross 

validation whereas 86% accuracy was obtained using 

tenfold cross validation [1]. The study done to understand 

different classification techniques on various datasets are 

tabulated as Table 1. 

 

Table 1: Study to understand different classification techniques on various data sets

Authors Paper Title Models 

/Algorithms 

Discussion Datasets Year 

Divij Gera, 

Amita Kapoor 

[2] 

Sentiment Analysis 

using Scikit Learn: A 

Review 

RNN and BERT 

models 

To perform 

sentiment 

analysis on 

movie reviews 

Binary 

classification 

dataset from 

IMDb and multi-

class dataset from 

Rotten Tomatoes) 

2022 

Naresh, A. and 

Parimala 

Venkata Krishna 

[3] 

An efficient approach 

for sentiment analysis 

using machine learning 

algorithm 

 

 Sequential 

minimal 

optimization with 

decision tree, 

Multivariate 

vehicle regression 

models 

To classify the 

twitter data.  

Airline twitter 

dataset 

2021 

Yuxuan 

Wang, Yutai 

Hou, Wanxiang 

Che & Ting 

Liu [4] 

From static to dynamic 

word representations: a 

survey 

Static and 

dynamic 

embedding 

models 

Survey on 

evaluation 

metrics and 

applications of 

these word 

embeddings 

TOEFL [13], ESL 

[11], RDWP[14], 

BM[12], AP and 

ESSLLI-2008[10]  

2020 

Kapoor, Amita 

[5]  
 

 

Hands-On Artificial 

Intelligence for IoT: 

Expert machine 

learning and deep 

learning techniques for 

developing smarter 

IoT systems. 

Machine 

Learning, Deep 

Learning and 

genetics 

Algorithms 

Implement 

IOT to make 

their IOT 

solution Smart 

UCI ML 

(Combined cycle 

poer plant) 

2019 

Vanaja, S., & 

Belwal, M. [6]  

 

 

Aspect-level sentiment 

analysis on e-

commerce data. 

Naïve Bayes 

algorithm and 

Support Vector 

Machine (SVM) 

algorithm  

Aspect-level 

Sentiment 

Analysis 

Amazon Customer 

reviews data 

2018 

https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Yuxuan-Wang
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Yuxuan-Wang
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Yutai-Hou
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Yutai-Hou
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Wanxiang-Che
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Wanxiang-Che
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Ting-Liu
https://link.springer.com/article/10.1007/s13042-020-01069-8#auth-Ting-Liu
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Jianqiang, Zhao, 

and Gui Xiaolin 

[8]  

 

 

Comparison research 

on text pre-processing 

methods on twitter 

sentiment analysis 

Naive Bayes and 

Random Forest, 

Logistic 

Regression, 

support vector 

machine  

URLs do not 

contain useful 

information 

for sentiment 

classification 

Stanford Twitter 

Sentiment Test 

(STS-Test), 

SemEval2014, 

Stanford Twitter 

Sentiment Gold 

(STS-Gold), 

Sentiment 

Strength Twitter 

(SS-Twitter) , 

Sentiment 

Evaluation (SE-

Twitter) 

2017 

Gamallo, P., & 

Garcia, M. [9] 

A Naive-Bayes 

Strategy for Sentiment 

Analysis on English 

Tweets. 

Naive Bayes For detecting 

the popularity 

of English 

tweets 

SemEval2014 

organization 

(tweeti-b.dist.tsv) 

2014 

Tony Mullen and 

Nigel Collier [1] 

Sentiment analysis 

using support vector 

machines with diverse 

information sources 

SVMs based on 

unigrams and 

lemmatized 

versions of the 

unigram models. 

To assign 

semantic 

values to 

phrases and 

words within a 

text to be 

exploited in a 

more useful 

way 

Epinions.com 2004 

 

2.1 Concern with imbalanced data 
 

One of the major challenges to deal with is imbalanced 

data. Imbalanced datasets are those datasets in which the 

observations distribution associated with the target class 

is not even. In other words, one class label possesses 

large number of observations as compared to the other 

class label. The main concern is to accurately and 

efficiently obtain the likelihood for minority as well as 

majority class. Imbalanced datasets are prone to give 

biased results hence to mitigate the issue distinct 

approaches are utilized. 

Model is susceptible to fail when fed poor data, 

imbalanced data leads to inconsistent results and is 

considered as one of the major obstacles faced to obtain 

genuine results. In a study conducted by Alation [16] it 

was found that more than 80% of the participants were 

concerned about the quality of the data affecting the 

progress of their AI executions. 

https://www.alation.com/blog/alation-sodc-bad-data-

spells-trouble-for-ai/  

Imbalanced, mislabelled data and data gathered from 

unknown or non-reliable sources for training and testing 

tools is the major factor to produce flawed results. Some 

real-life failure examples induced by flawed data are: 

An automated experimental hiring model by Amazon 

ended up as a failure due to imbalanced training data. 

The system designed for hiring was found to be biased 

against women candidates and trained itself by inferring 

male candidates better. 

 

 

A racial inclination was found in health prediction 

algorithms used by US hospital and insurance 

organisations. The study published in science unveiled 

that the algorithm was found to recommend white 

patients over Black patients. 

A predictive tool to identify covid-19 and diagnose 

patients was found to be not fit for clinical use by its own 

researchers. Derek Driggs’ group observed that the 

trained dataset consisted scans of patients in lying and 

standing positions which inferred patients in lying 

position as seriously ill. The algorithm to identify covid-

19 risk was inefficient as it was solely giving results 

based on the position of patients scanned.   

In case of imbalanced dataset, the chances of algorithm 

being biased to the majority class are quite high and the 

main objective becomes to mitigate misclassification by 

minority class by setting a higher-class weight to 

minority class and simultaneously lowering the class 

weight to majority class. In this study, different weights 

were assigned to classes to improvise the performance 

for both binary and multiclass imbalanced data. 

 

3   Working flowchart of proposed 

work  
We implemented various classification techniques for 

text classification like: Multinomial Naïve Bayes, 

Bernoulli NB and SVC on the tweets posted by the user. 

The algorithm and working flowchart (Figure 1.) for the 

proposed work is as follows:  

 

https://www.alation.com/blog/alation-sodc-bad-data-spells-trouble-for-ai/
https://www.alation.com/blog/alation-sodc-bad-data-spells-trouble-for-ai/
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Figure 1: Proposed working flow chart. 

 

3.1   Algorithm for proposed work  

 

Step 1. Divide data into training and testing in 80 and 20 

proportions.  

Step 2. Determine nature of the dataset i.e., balanced or 

imbalanced using seaborn. countplot () for sentiment 

distribution.  

Step 3. Apply Naive Bayes Multinomial, Bernoulli 

classifier and SVC classifier using o-v-o approach as per 

the nature of the dataset.  

Step 4. Predict the test dataset using predict ().  

Step 5. Classify tweets with numerical labels.  

Step 6. Determine f1-score, precision and recall for each 

classifier. 

 

4   Dataset utilised 
Determining sentiment score is one of the prominent 

approaches to access emotion or tone of the text. This 

scaling system assigns scores corresponding to the tone 

of the text i.e., positive, negative or neutral making it 

easier to understand. We have utilized twitter Twitter 

tweets Sentiment Dataset obtained from kaggle to 

classify tweets sentiment. This multiclass dataset 

consisted of four columns i.e., textID, text, selected_text 

and sentiments associated  

with the tweets. The sentiments were labelled as positive, 

neutral and negative. In total there were 27.5k tweets 

present in the dataset. 

 

4.1 Data pre-processing 
 

The sentiments column was originally labelled as 

neutral, positive and negative so, in order to get 

sentiment distribution of the dataset we replaced neutral, 

positive and negative labels with numerical values 0, 1 

and -1 respectively. The data containing 27.5k tweets 

was split into three numerical categories -1 to 1 from 

negative to positive sentiments associated with the 

tweets. And the sentiment distribution (Figure 2) of the 

dataset was represented using seaborn. countplot to draw 

the ordinal positions on the axis. This was done after 

importing the seaborn module in collab. 

 
Figure 2: Sentiment distribution of the twitter data. 

 

na values were present in the dataset were removed using 

fillna (). All the numerical values were also removed 

from the textual dataset followed by the punctuation 

removal for pre-processing the data. Conversion to 

lowercase and expanding contractions were also 

performed. The dataset was then divided into training 

and testing data (Figure 3) where plotting was done in 

order to ensure stratified data split. 
 

Figure 3: Training and testing dataset. 

 

 

 



An Integrated Approach for Analysing Sentiments on Social Media…                                      Informatica 47 (2023) 214-220    217                                                                                                                    

4.2 Imbalanced multiclass dataset 

Imbalanced datasets are those datasets in which the 

observations distribution associated with the target 

class is not even. In other words, one class label 

possesses large number of observations as compared to 

the other class label. The main concern is to accurately 

and efficiently obtain the likelihood for minority as well 

as majority class. Imbalanced datasets are prone to give 

biased results hence to mitigate the issue distinct 

approaches are utilized. After obtaining the summary of 

the dataset using info() method similar operations were 

performed. The columns were labeled as -1, 1 and 0 for 

negative, neutral and positive labels after which 

seaborn_countplot was utilized to represent sentiment 

distribution as represented in the Figure 4. Numerical 

values as well as punctuations were removed; 

lowercase conversion was also done for pre-processing 

the data. 

 
Figure 4: Sentiment distribution of the imbalanced 

twitter data. 

 

This imbalanced dataset was divided into training and 

testing data (Figure 5) where plotting was done in order 

to ensure stratified data split.  

Figure 5: Training and testing dataset 

5 Classification techniques 

implemented 

5.1 Naive-Bayes classifier  

Naive Bayes is a supervised learning algorithm based on 

Bayes Theorem. This probabilistic machine learning 

algorithm predicts on the basis of the probability of an 

object and is used to solve classification problems. Bayes 

Theorem also known as Bayes law is a mathematical 

formula for determining conditional probability as:  

P(A|B) = P(B|A) P(A) 
             P(B) 

The fundamental Naive Bayes assumption is that each 

feature each holds independent and equal contribution to 

the outcome. The three types of naive Bayes models are: 

Gaussian Naive-Bayes classifier: This model assumes a 

normal distribution of features when working with 

continuous data and likelihood of the features is given as:  

 

Multinomial Naive-Bayes classifier: As the name 

suggests, this classifier is utilized when we have 

multinomial distributed data. This is specifically used for 

document classification and conditional probability 

formula is given as: 
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Bernoulli Naive-Bayes classifier: It is a multivariate 

event model also popular for document classification 

where binary term occurrence features are used instead 

of term frequencies. Here features are independent 

booleans describing inputs. The likelihood of features is 

given as: 

 

5.2   Naive-Bayes classifier on the data 

Data cleaning was done followed by stop-words 

removal. In order to display frequently occurring 

features in the corpus a WordCloud (Figure 6) was also 

produced. The dataset was then vectorized using TF-IDF 

vectorizer. 

The Multinomial and Bernoulli Classifiers provided by 

Scikit-Learn library were trained and validated using the 

obtained vectors.   

 

Figure 6: WordCloud for twitter dataset. 

 

In case of imbalanced dataset, the chances of algorithm 

being biased to the majority class are quite high and the 

main objective becomes to mitigate misclassification by 

minority class by setting a higher-class weight to 

minority class and simultaneously lowering the class 

weight to majority class. Therefore, different weights 

were assigned to classes to improvise the performance. 

 

5.2 Splitting multiclass classification into 

binary classification 

The algorithms designed for binary classification cannot 

be leveraged in multi-class classification problems so, to 

mitigate this issue we use heuristic methods like one-vs-

rest and one-vs-one methods to make binary classifiers 

work as multiclass classifiers.  

One-Vs-Rest Classification Model: also known as one-

vs-all is a heuristic method to enable binary classification 

algorithms work as multi-class classification algorithms. 

In this technique the multi-class data is split as binary 

classification data in order to apply binary classification 

algorithms so that it can be ultimately converted into 

binary classification data [15]. 

One-vs-One Classification model: this approach is 

similar to o-v-r as it also functions by splitting the data 

i.e. by splitting multi-class dataset into binary 

classification problem. The primary difference between 

o-v-r and o-v-o is that this classification model groups 

dataset into one single data file as an opponent to every 

other class [15]. 

In our dataset we used one-vs-one (ovo) classification 

strategy in order to split multi-class classification into 

binary classification problem per each sets of classes. We 

trained the underlying classifier as it is after which class 

weights were presented. Adjusted class weights were 

utilized to train the data. 

 

6   Results 
After completing Sentiment Analysis on twitter’s 

dataset, testing and validation on various classifiers used 

in the study was done by determining the F1 score, 

precision and recall. It was evident in this study that the 

versions of Naive Bayes Classifier gave inaccurate 

results for imbalanced dataset which were then removed 

by introducing weights to the class. The results after 

conducting the study for balanced and imbalanced 

multiclass dataset are displayed in Table 2. Results for 

each algorithm for balanced multiclass dataset with and 

without weights were presented in which no major 

variation after introducing class weights was observed 

due to balanced nature of the dataset. SVC displayed 

better results. 

Table 2: Observation Table F1-score for balanced 

dataset 

 

S No. 

 

Classifier 

 

F1-score 

1. Bernoulli Naive-Bayes 

(without class weights) 

[0.5473 

0.6598 

0.6851] 

2. Multinomial Naive-

Bayes (without class 

weights) 

[0.4914 

0.6555 

0.6280] 

3. Bernoulli Naive-

Bayes 

(With class weights) 

[0.4955 

0.6371 

0.5163] 

4. Multinomial Naive-Bayes    

(with class weights) 

[0.4292 

0.6356 



An Integrated Approach for Analysing Sentiments on Social Media…                                      Informatica 47 (2023) 214-220    219                                                                                                                    

0.3952] 

5. Support Vector 

Classifier (without 

class weights) 

[0.6683 

0.6944 

0.7489] 

6. Support Vector 

Classifier (with class 

weights) 

[0.6803 

0.6738 

0.7547] 

 

Inaccurate results for each algorithm were found in case 

of highly imbalanced dataset so, to mitigate the issue 

class weights were presented after which SVC and 

Bernoulli displayed improved results (Table 3). 

 

Table 3: Observation Table F1-score for imbalanced 

dataset 

 

S.No. 

 

Classifier 

 

F1-score 

1 Bernoulli Naive-Bayes 

(without class weights 

0.6608 

2 Multinomial Naive-

Bayes (without class 

weights) 

0.6560 

3 Bernoulli Naive-Bayes 

(with class weights) 

0.6880 

 

4 Multinomial Naive-

Bayes (with class 

weights) 

0.6714 

5 Support Vector 

Classifier (without class 

weights) 

0.7024 

6 Support Vector 

Classifier (with class 

weights) 

0.7446 

 

 

7 Conclusion and future scope 
In this study we covered different approaches to conduct 

social media sentiment analysis on Twitter tweets dataset 

fetched from Kaggle. The twitter dataset was multiclass 

data which required more data pre-processing and hence 

was closer to the dataset in real life situation where 

sentiment analysis is conducted. Binary classification 

algorithms were leveraged in multiclass dataset with the 

help of o-v-o heuristic technique. These tweets were 

classified in positive, negative and neutral categories 

using distinct classification approaches. We 

implemented various classification techniques using 

Scikit-learn library for comparative analysis like 

Bernoulli Naive-Bayes, Multinomial Naive- Bayes and 

SVC using TF-IDF vectorizer.  

A model is susceptible to fail and generate inaccurate 

results when fed poor i.e. imbalanced data. Highly 

imbalanced data can create a huge impact on the model’s 

performance and in real life situation it is not surprising 

to encounter unbalanced datasets. Therefore, it is very 

important to select the right evaluation matrix in such 

scenarios. In our study we have utilised F1 score as our 

evaluation matrix and class weights were also introduced 

to obtain improved results and enabled us to study 

Multinomial, Bernoulli and Support Vector classifier 

with both class weights and without class weights for 

balanced and imbalanced dataset. For balanced dataset, 

no major variation was observed after introducing class 

weights while for imbalanced dataset, the results 

improved significantly where the Support Vector 

Classifiers (SVC) ended up being the best performing 

classifier with class weights. Further, we are focused to 

test GloVe word embeddings along with different 

approaches to handle imbalanced data for sentiment 

analysis. 
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Image de-speckling is one of the most challenging issues in multimedia imaging systems. All of the 

available speckle noise reduction filters are nearly noise reduction capable, but they fail to restore 

subtle features such as low grey level edges and fine details against a low contrast background. Non-

local mean filtering and anisotropic diffusion are two popular and effective methods for image de-

speckling while preserving detail. This paper presents a two-phase ultrasound image de-speckling 

framework by utilizing the capability of the non-local mean filtering method for de-speckling and edge 

preservation on anisotropic diffused images. The prior image smoothing along with edge preservation 

and contrast enhancement by anisotropic diffusion is carried out in the first phase, which is then 

followed by the non-local means method for de-speckling and edge sharpening in the next phase. The 

degree of speckle noise attenuation is measured on low-contrast standard and ultrasound images and 

compared to state-of-the-art and advanced anisotropic diffusion techniques and non-local means 

methods. The percentage improvement of PSNR over the existing methods is found to be in the range of 

2.06% to 46.68%. The experimental results show that the proposed method is capable of reducing noise 

and preserving edges better than existing speckle reduction filters.  

Povzetek: Predstavljen je dvofazni pristop za odstranjevanje šuma iz ultrazvočnih slik, ki se je v 

primerjavi z obstoječimi filtri za zmanjšanje šuma izkazal za boljšega v ohranjanju robov in 

zmanjševanju šuma. 

 

 

1 Introduction 
Today, in the world of computer vision and artificial 

intelligence, a massive number of images are now 

required to train a deep learning model. Database 

management in block-chain technologies is another 

emerging multimedia application that stores a large 

number of videos and images. However, the performance 

of all these technologies is mostly dependent on the 

quality and natural aspects of the images. These images 

are mainly degraded due to the defects that arise during 

the image sensing and acquisition processes. This ill-

posed problem affects ultrasound imaging and MRI in 

medical science, SAR images in remote sensing, and a 

variety of other scientific and industrial images [1] [40] 

[41]. Most of the methods available in the literature aim 

to remove these degradations from images, but doing so 

without disturbing the image's essential features has 

always been difficult. The effect of noise in ultrasound 

images with poor contrast is a serious issue that has been 

addressed in the proposed work. The most difficult type 

of noise in real world medical imaging is speckle noise 

[2][3] which is due to the multiplicative behaviour of 

unwanted pixels introduced into the images under poor 

illumination or environmental conditions. The 

multiplicative nature of the speckle tends to vary the  

 

 

mean value of pixels in a local area of the image, which 

degrades its visual information. 

A generalized model of speckle noise [2][3] is given as: 

 

𝑔𝑖,𝑗 = 𝐼𝑖,𝑗𝑛𝑖,𝑗                                                 (1) 

 

where 𝑔𝑖,𝑗 is the speckled noisy image, 𝐼𝑖,𝑗 is the original 

image at the pixel position (𝑖, 𝑗) that has been perturbed 

by speckle noise 𝑛𝑖,𝑗. This is mathematically represented 

as a white Gaussian noise of zero mean and variance at 

position (𝑖, 𝑗). Ultrasound imaging suffers from this 

multiplicative noise, which degrades its usefulness in 

medical diagnosis and modality. The major problem in 

such speckle reducing filters is inaccurate localization of 

edges under low contrast regions and thus the loss of 

image information during the filtering process, which is 

called "over-filtering" or "over-smoothing." Thus, it has 

always been observed that it is very difficult to de-

speckle such a low contrast image without disturbing the 

essential features like edges and boundaries. 

 Traditionally, the problem of image de-speckling had 

been tackled with the help of order statistic filtering like 

the mean, median, or Gaussian filter [4][5][6] for the 

reduction of Gaussian noise. Later on, some stochastic 

and wavelet-based methods are also developed for 

mailto:niveditta.thakur08@gmail.com
mailto:nafisuk97@gmail.com
mailto:sunildatt.sharma@juit.ac.in
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effective Gaussian noise reduction [7][8][45][46][47]. 

However, the blurring of edges, lines, and boundaries 

degrades the image's perception quality. Classical de-

speckling filters [9][10][11][12] inhibit smoothing near 

edges by using adaptive filters that calculate coefficients 

of variation, but these filters do not possess directional 

properties, which creates the problem of poor 

reconstruction of edges and boundaries.  

  Recently, the use of partial differential equation 

based anisotropic diffusion has become a very 

convincing edge-preserving smoothing scheme since the 

earlier work of Perona and Malik [13][27][38]. The 

anisotropic diffusion is a non-linear and space-variant 

transformation of the original image that aims to smooth 

the noise adaptively. However, the performance of 

anisotropic diffusion in image de-noising is dependent on 

a more robust mathematical exploration of the diffusion 

equation, which deals with the image structures 

consisting of homogeneous as well as heterogeneous 

characteristics. 

  The Non-Local Means (NLM) method is another 

well-known and effective technique for de-speckling 

ultrasound images [28][36][37]. The NLM method 

reduces the impact of noise in an image by computing a 

weighted average of all the pixels in the non-local areas 

of the image. The mechanism of the NLM filter is to 

compute the weight based on the surrounding pixels of 

the test pixel in a local window along with the other 

windows of similar appearance in the same image. 

Consequently, the similar-looking patches or regions in 

an image would influence the weight assignment more 

for the test pixel as compared to the regions that are 

different from the test pixel. This filter, unlike local mean 

filtering, produces a better smoothed image and tends to 

recover the pixels representing edges. The major 

drawback of non-local mean filtering is the 

computational cost, which includes selecting the number 

and size of similar patches in the image. 

 The proposed work presented here is a hybrid 

framework for de-speckling ultrasound images along 

with sufficient recovery of edges and boundaries by 

utilizing the properties of anisotropic diffusion and non-

local mean filtering. As it has been observed, the two 

techniques have been independently applied for noise 

removal and edge preservation, but achieving both 

targets equally by either of the two methods is not 

satisfactory.  Therefore, the proposed method has been 

framed to adopt the properties of the two methods to 

achieve the goal of image enhancement along with 

sufficient speckle reduction. 

The contributions of the proposed method are as 

follows: 

• The proposed method is a two-phase process 

where anisotropic diffusion is used as a pre-

filtering step to enhance the contrast by 

reformulating the diffusion coefficient function, 

taking speckle noise characteristics into 

consideration. 

• The resulting diffused image is further passed 

through the NLM filter in the next phase in 

order to de-speckle the image with sufficient 

edge preservation. 

• The use of the anisotropic diffusion process 

prior to applying the NLM filtering has been 

shown to be quite effective in synthetic and 

ultrasound images. 

 

 This two-phase hybrid algorithm maintains an optimal 

balance between speckle removal, fine details, and edge 

preservation, along with contrast improvement and less 

computational complexity. 

      The organization of the paper is followed by 

Section 2 which describes a brief understanding of 

ultrasound de-speckling with related anisotropic 

diffusion and NLM filtering methods. The proposed two-

phase method has been presented in Section 3. The 

experimental analysis and discussion are made in Section 

4. Finally, the paper is concluded in Section 5. 

2 Related ultrasound de-speckling 

methods 
 

Many efficient methods have been developed so far 

for ultrasound de-speckling. The two very popular 

methods, anisotropic diffusion and non-local mean 

filters, have been briefly explained in this section. 

2.1 Anisotropic diffusion 

 

The anisotropic diffusion [13][27][38] introduced by 

Perona and Malik, due to its directional smoothing 

properties is quite effective in the images affected by 

Gaussian noise and now it has become quite popular in 

medical imaging especially in the enhancement and de-

speckling of ultrasound images. Anisotropic diffusion 

model as suggested by Perona and Malik [13] is given 

by: 

 

𝜕𝑡𝐼 = div (𝐶(∇𝐼). ∇𝐼)                            (2) 

 

𝐶(∇𝐼) =
1

1 + (
|∇𝐼|

𝑘
)

2                              (3) 

 

where𝑡 is iteration, 𝐼 is input image, ∇I is image gradient, 

𝐶(∇𝐼) is diffusion coefficient function and 𝑘 is edge 

threshold parameter. The two equations (Eq. (2) and (3)) 

show that the diffusion process is controlled by 𝐶(∇𝐼) 

which is varied with respect to the gradient magnitude at 

each pixel of the image. The gradient magnitude 

specifies the direction of smoothing as per the image 

structures. The edge threshold parameter 𝑘 and no. of 

iterations 𝑡 are two important parameters which affects 

the performance of anisotropic diffusion. The values of 𝑘 

and 𝑡 are chosen depending on the particular image 
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application. If ∇𝐼 > 𝑘 at a pixel, then the smoothing 

stops and the pixels at higher gradient are preserved 

otherwise, if ∇𝐼 < 𝑘, then anisotropic diffusion become 

isotropic and behave like Gaussian smoothing. This 

concept of smoothing was first used in ultrasound de-

speckling by Yu and Acton [14] where non-

homogeneous diffusive heat phenomenon was utilized. 

This method has been named as “speckle reducing 

anisotropic diffusion” (SRAD) where the diffusion 

coefficient function has been modified as follows: 

 

𝑐(q)

=
1

1 + [𝑞2(𝑥, 𝑦, 𝑡) − 𝑞0
2(𝑡)]/[𝑞0

2(𝑡)(1 + 𝑞0
2(𝑡))]

  (4) 

 

or 

 

𝑐(𝑞)

= exp {−
[𝑞2(𝑥, 𝑦, 𝑡) − 𝑞0

2(𝑡)]

[𝑞0
2(𝑡)(1 + 𝑞0

2(𝑡))]
}                              (5) 

 

where, 𝑞(𝑥, 𝑦, 𝑡) is named as instantaneous coefficient of 

variation which is dependent on ∇𝐼 and is determined as: 

 

𝑞(𝑥, 𝑦, 𝑡)

= √
(

1

2
) (∇𝐼/𝐼)2 − (

1

4
) (∇2𝐼/𝐼)2

1 + (
1

4
) (∇2𝐼/𝐼)2

                                   (6) 

 

and 𝑞0(𝑡) is speckle scale function. The edge 

preservation sensitivity of this method was further 

examined [15] and presented as detail preserving 

anisotropic diffusion where the orientation of edges was 

made to stabilize while removing speckle noise as 

indicated in Eq (7). 

 

𝑞(𝑥, 𝑡)

=
|𝛼‖∇𝐼‖2 − 𝛽(∇2𝐼)2|1/2

[𝐼 + 𝛾∇2𝐼]
                                               (7) 

 

The 𝑞(𝑥, 𝑡) in Eq (7) denotes the edge stabilizing 

function with 𝛼, 𝛽 and 𝛾 are the regularization 

parameters. However, the improper selection of these 

regularization parameters in the diffusion equation 

suffers from over-filtering and blurring of edges. 

Fernandez and Carlos [16] provide the estimation of 

these parameters using local statistics of the image 

features for better anisotropic diffusion de-speckling. A 

fuzzy optimization algorithm as suggested by 

Puvanathasan and Bizheva [17] has been used to 

properly select the parameters in order to compute the 

edginess of a pixel, which is effective for optical 

coherence tomography images specifically. Wu and Tang 

[18] suggested a new selective degenerate diffusion 

model using fidelity and speed functions based upon ENI 

(edge, noise, interior pixels) for impulse noise reduction. 

A similar type of improved edge-enhancing diffusion 

approach was developed by Febrinni et al. [19] to 

minimize noise in homogeneous regions while keeping 

weak edges. The statistical properties of speckle noise 

have been investigated for proper selection of parameters 

in the diffusion equation by Ramos et al. [20]. A double 

degenerated nonlinear diffusion model [21] was 

developed by reframing the diffusion coefficient function 

as shown in Eq (8). 

 

𝑐(∇𝐼)

=
2|𝐼|𝛼

𝑀𝛼 + |𝐼|𝛼(1 + |∇𝐼|2)(1−𝛽)/2
                              (8) 

 

The above diffusion coefficient function is calibrated 

by taking 𝛼 > 0, 0 < 𝛽 < 1 and 𝑀 indicates the 

maximum intensity range of the image. This work was 

extended by introducing a gray level indicator [22] in the 

diffusion coefficient function as given below: 

 

𝐶(∇𝐼)

=
∇𝐼

1 + (
|∇𝐼|

𝑘
)

𝑔(𝐼)
                                                             (9) 

 

where 𝑔(𝐼) is defined as (2 − (2𝐼𝛼

𝑀𝛼 + |𝐼|𝛼⁄ )). This 

promotes the de-noising process with gray level 

extraction of the image. K-means clustering has also 

been used to filter out the noisy pixels from the image 

during the diffusion process [23]. In this method, the 

cluster-based speckle scale function and the 

homogeneous sample region are recursively chosen 

based on the previous clustering results. In order to 

control the diffusion process separately along the edges 

and across the edges, Mishra et al. [24] use the 

probability density function of edge and pixel relativity 

information, which is quite effective in ultrasound 

speckle filtering. Gao et al. [25] decompose the 

divergence term of the diffusion equation and modify the 

iteration stopping criteria to meet the requirements of 

speckle filtering along with edge preservation. This 

method diffuses erroneous pixels that appear in a 

uniform background. This method, however, is 

ineffective in low-contrast ultrasound images. Xu et al. 

[26] suggested Gabor-based anisotropic diffusion, 

supporting the advantages of the Gabor edge detector on 

edge preservation and the advantages of the Lattice 

Boltzmann method on rapid parallel implementation of 

the diffusion equation. Very recently, a fuzzy based 

approximated anisotropic diffusion [38] has been 

presented, which is quite effective for impulse noise 

removal from standard scientific and medical images. A 

detailed overview of various anisotropic diffusion 

techniques [48][49][50][51][52][53] used for image 

enhancement and de-noising is provided in [39]. In all 

the above anisotropic diffusion filters, the smoothing 

results in ultrasound images are effective but fail to 

restore fine details. In addition to this, the low contrast of 

the ultrasound image after diffusion produces false 
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artifacts that lead to wrong medical diagnoses. The 

reason for this problem is that the presence of speckled, 

noisy pixels in the image exhibits high gradient 

magnitudes, which get restored at the output image due 

to the slow diffusion process. Therefore, there is a need 

for a more robust physical and mathematical 

interpretation of the anisotropic diffusion equation to 

deal with speckled, noisy images. 

 

2.2   Non-local mean filtering 
 

The non-local mean (NLM) [28][32][33] filter utilizes 

the pattern redundancy in the image content by analyzing 

large pixel data and collecting information from the 

whole image, looking for similar features. NLM filters 

are successful in filtering the noise and preserving edges, 

but their performance degrades at higher noise levels.    

Basically, the NLM algorithm [28] estimates a new value 

for a pixel in a given noisy image. The computation 

estimates the new value for a test pixel based on the 

surrounding pixels of the test pixel in a local window as 

well as other windows of similar appearance. 

Mathematically, the new estimated value 𝑓𝑁𝐿𝑀(𝑖) at a 

pixel 𝑖 can be computed as the weighted average of all 

the pixel values of the image 𝐼 or some predefined region 

of the image space as given below: 

 

𝑓𝑁𝐿𝑀(𝑖)

= ∑ 𝑤(𝑖, 𝑗)𝑓(𝑗)

𝑗∈𝑓

                                                          (10) 

 

where, 𝑤(𝑖, 𝑗) is the weight which corresponds to the 

similarity between the neighborhoods around the pixel 𝑖 
and the pixel 𝑗 located at some similar patch of the 

image. The weight 𝑤(𝑖, 𝑗) is computed as: 

 

𝑤(𝑖, 𝑗)

=
1

𝑧(𝑖)
𝑒𝑥𝑝 (−

‖𝑁(𝑖) − 𝑁(𝑗)‖2,𝜎
2

ℎ2
)                           (11) 

 

The above calculation of the weight is exponentially 

decreasing function of weighted Euclidean distance 

‖𝑁(𝑖) − 𝑁(𝑗)‖2,𝜎
2  where 𝑁(𝑖) and 𝑁(𝑗)are the fixed size 

neighborhoods centered at pixel 𝑖 and  𝑗 respectively. 𝜎 is 

the standard deviation of Gaussian kernel. The weight 

obtained through above calculation indicates the 

similarity between the pixels 𝑖 and  𝑗 which must satisfy 

the following conditions: 

 

0 ≤ 𝑤(𝑖, 𝑗) ≤ 1; ∑ 𝑤(𝑖, 𝑗) = 1

𝑗

 

 

The term 𝑧(𝑖) defined in Eq (11) is a normalizing 

constant which is stated as: 

 

𝑧(𝑖) = ∑ 𝑒𝑥𝑝 (−
‖𝑁(𝑖) − 𝑁(𝑗)‖2,𝜎

2

ℎ2
)                (12)

𝑗

 

 

The weights calculated are a decaying exponential 

function of Euclidean distances. This decay in the 

exponential function is controlled by a parameter ℎ in Eq 

(12), which is termed as smoothing parameter of the 

filtering operation. A small value of ℎ leads to inefficient 

noise filtering, whereas a high value tends to smooth the 

entire image. Thus, the proper tuning is required to 

preserve the image details while filtering the noise. 

Coupe et al. [29] adapted this NLM algorithm for 

ultrasound de-speckling by using a Bayesian framework 

(OBNLM), where a block-wise approach for weight 

computation was used. This method computes the 

weighted average of patches instead of the weighted 

average of all the pixels in the image. This tends to 

reduce the computational complexity, but the 

preservation of low contrast edges is not satisfactory. A 

shape-adaptive patch in NLM was developed using 

Stein’s unbiased risk estimate [30] to further decrease the 

computational burden. 

Recently, the KS-NLM filter [31] has become very 

popular in NLM filtering because it is based on the 

evaluation of Kolmogorov-Smirnov distance between the 

image pixels instead of Euclidean distance. This tends to 

compute the filtered value from the pixels of the patches, 

which are very similar to the target pixel, and the results 

are completely free from the ghost effect that has been 

observed in Euclidean distance-based NLM approaches. 

A three-stage hybrid algorithm (HSR) for de-speckling 

ultrasound images was recently introduced by Singh et 

al. [32], where the NLM filter is used in conjunction with 

guided filtering and bilateral filtering. A maximum 

likelihood-based method [33] and a fuzzy logic-based 

computational model (FSR) [34] have also been 

developed to attain the same goal. However, maintaining 

the balance between noise removal and contrast 

improvement with low computational cost is still a 

challenging issue in NLM filtering. 

Speckle noise's multiplicative nature has a 

significant impact on SAR image signals, which intercept 

information retrieval from SAR imaging systems. During 

the monitoring and investigation of target elements, the 

backscattered echo captured by the system produces 

interference because of sunlight and different weather 

conditions, resulting in speckles in the images. These 

speckles introduce a granular appearance in images, 

which intercepts the information retrieval from SAR 

systems. The use of NLM filtering in SAR image de-

speckling is extremely effective [42][43][44]. A recent 

study of implementing the NLM filter for SAR images 

was presented by Penna et al. [42], where stochastic 

distances have been embedded in the NLM filter in place 

of Euclidean distance in the wavelet domain. The method 

works well in homogeneous portions of real SAR 

images, but fails to restore the fine details and yields a 

slower computation time. Various Deep Learning (DL) 

and Convolutional Neural Network (CNN) based 

methods have also been utilized in computer vision tasks 
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for achieving fast computation. Many of them are used to 

deal with SAR image de-speckling. Recently, a CNN-

based self-supervised SAR image de-noising method was 

developed [43], with the restored images exhibiting poor 

contrast and loss of low grey level edges and fine details 

due to the unknown speckle distribution. Mullissa et al. 

[44] provide a DL based image de-speckling model that 

estimates the de-speckling behaviour in accordance with 

the speckle noise distribution. This method is effective in 

speckle noise removal, but the major issue is its non-

adaptability to different regions of SAR images. In 

addition to this, the computational requirements for 

estimating and evaluating the unknown de-speckling 

parameters make this method not convincing. 

3 Proposed method 
 

The proposed two-phase hybrid algorithm applies 

the anisotropic diffusion process in the first phase for 

contrast improvement of the image. The NLM filtering is 

then applied in the next phase for de-speckling and edge 

preservation. The functional block diagram of the 

proposed filtering method is given in Fig. 1. The two 

phases of the proposed hybrid algorithm are explained 

below. 

3.1 Phase I: Pre-processing by anisotropic 

diffusion 

 

Most of the ultrasound images used in medical 

diagnosis are of low contrast, where all the gray level 

intensities are scattered towards the darker side of the 

histogram. This makes distinguishing speckle defects and 

low grey level edges in ultrasound images extremely 

difficult. In the first phase of the proposed approach, a 

modified anisotropic diffusion is used to improve the 

contrast of the ultrasound image, along with low gray 

level edge preservation. This is achieved by employing 

gray level variance to control the diffusion process. The 

diffusion coefficient function has been updated so that it 

will vary in accordance with the gradient magnitude as 

 
Figure 1: Block diagram of the proposed two-phase 

method. 

 

well as the gray level variance of image pixels. 

    Let 𝑟 be the gray level of a pixel of an image whose 

gray levels are varying in the range 𝑙 which is 0 to (𝐿 −
1) and 𝑝(𝑟𝑙) be an estimated histogram component 

corresponding to the gray level𝑟𝑙. The mean of the gray 

levels is then calculated as: 

 

𝑚𝑔 = ∑ 𝑟𝑙𝑝(𝑟𝑙)

𝐿−1

𝑙=0

                                                 (13) 

 

The 𝑛𝑡ℎ moment of 𝑟 about 𝑚𝑔 can be written as: 

 

𝜇𝑛(𝑟) = ∑(𝑟𝑙 − 𝑚𝑔)
𝑛

𝑝(𝑟𝑙)                          (14)

𝐿−1

𝑙=0

 

 

In particular, the second moment of 𝑟 as computed 

using Eq (14) can be considered as gray level variance of 

the image denoted by 𝜎𝑔
2 which can be defined as: 

 

𝜎𝑔
2 = 𝜇2(𝑟) = ∑(𝑟𝑙 − 𝑚𝑔)

2
𝑝(𝑟𝑙)              (15)

𝐿−1

𝑙=0

 

 

The mean 𝑚𝑔 and the variance 𝜎𝑔
2 as calculated 

through Eq. (13) and Eq. (15) respectively are termed as 

global gray level mean and global gray level variance of 

the entire image. The 𝑚𝑔 and 𝜎𝑔
2 of a pixel at any point 

can also be calculated directly from the discrete image of 

size 𝑀 × 𝑁 as given in Eq (16) and Eq (17) respectively. 

 

𝑚𝑔 =
1

𝑀𝑁
∑ ∑ 𝐼(𝑖, 𝑗)                                     (16)

𝑁−1

𝑗=0

𝑀−1

𝑖=0
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𝜎𝑔
2 =

1

𝑀𝑁
∑ ∑[𝐼(𝑖, 𝑗) − 𝑚𝑔]2

𝑁−1

𝑗=0

𝑀−1

𝑖=0

                    (17) 

 

The assumption made here is that the pixel (𝑖, 𝑗) in the 

image needs to be enhanced if gray level variance of that 

pixel in its neighborhood (sub-image) is comparatively 

lower than the gray level variance of the entire image. 

For this, we computed local gray level variances 𝜎𝑊
2 at 

each pixel in their neighborhood 𝑊 and measured their 

differences with the global gray level variance 𝜎𝑔
2 of the 

entire image. The local gray level variance 𝜎𝑊
2 of a pixel 

at location (𝑖, 𝑗) at a neighborhood 𝑊 of size 𝑚 × 𝑛 is 

calculated as: 

 

𝜎𝑊
2 =

1

𝑚𝑛
∑ ∑[𝐼(𝑖, 𝑗) − 𝑚𝑊]2                           (18)

𝑛−1

𝑗=0

𝑚−1

𝑖=0

 

 

where 𝑚𝑊 is the mean of the pixels in 𝑊 and the size 

𝑚 × 𝑛 of 𝑊 is very small as compared to that used in 

Eq.(17) for calculation of 𝜎𝑔
2. The difference between 

the two variances 𝜎𝑔
2 and 𝜎𝑊

2 at a pixel of the image 

indicates about the contrast information of that particular 

pixel area. It has been assumed here that at a pixel 

location(𝑖, 𝑗), if𝜎𝑊
2 ≪ 𝜎𝑔

2, then that particular pixel 

needs to get preserved in the output image. The overall 

contrast of the image also gets enhanced if all such pixels 

get preserved. This assumption is utilized in the proposed 

approach to enhance the low gray level inter-region 

edges with overall contrast enhancement.   

The edge threshold parameter 𝑘 in Eq (3) of Perona - 

Malik anisotropic diffusion has been reformulated in this 

work so as to smooth the ultrasound image in accordance 

with gradient as well as gray level variance of each pixel.  

The 𝑘 in Perona - Malik anisotropic diffusion is replaced 

by edge threshold function 𝑘(𝜎2) in the proposed 

approach which is defined as follows: 

 

𝑘(𝜎2) =
1

1 + (
𝜎𝑊

2

𝜎0𝜎𝑔
2)

𝑞                                  (19) 

 

The above edge threshold function 𝑘(𝜎2) controls the 

diffusion process in accordance with the ratio 
𝜎𝑊

2

𝜎0𝜎𝑔
2  

where 𝜎0 is a scale factor with values 𝜎0 ≤ 1 for low 

contrast areas whereas 𝜎0 > 1 for high contrast areas.  If 

at any pixel position,
𝜎𝑊

2

𝜎0𝜎𝑔
2 > 1, then 𝑘(𝜎2) goes down 

which tends to stop the diffusion and preserves the low 

gray level inter-region edges. In reverse manner if,  
𝜎𝑊

2

𝜎0𝜎𝑔
2 < 1, then 𝑘(𝜎2) rises to increase the diffusion. 

This variation of controlling function in anisotropic 

diffusion is summarized as follows: 

 

𝑘(𝜎2) = {

𝑙𝑜𝑤𝜎𝑊
2 > 𝜎0𝜎𝑔

2

𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡𝜎𝑊
2 =  𝜎0𝜎𝑔

2 

ℎ𝑖𝑔ℎ𝜎𝑊
2 < 𝜎0𝜎𝑔

2

         (20) 

 

The parameter 𝑞(1 < 𝑞 < 5)  has been tuned here 

through experiments for best result. The revised diffusion 

coefficient function by substituting  𝑘(𝜎2) in place of 𝑘 

in Eq. (3) is now expressed as: 

 

𝐶(|∇𝐼|, 𝜎2)

=

1

(1+(
𝜎𝑊

2

𝜎0𝜎𝑔2)

𝑞

)

2

1

(1+(
𝜎𝑊

2

𝜎0𝜎𝑔2)

𝑞

)

2 + |∇𝐼|2
                             (21) 

 

The above diffusion coefficient function varies in 

accordance with the combined effect of |∇𝐼|and𝑘(𝜎2). 

The following four cases have been observed: 

 

1) Case 1: If at a pixel position,|∇𝐼| > 𝑘(𝜎2) and 

𝜎𝑊
2 > 𝜎0𝜎𝑔

2, then the high value of |∇𝐼| and 

low value of 𝑘(𝜎2)tends to stop the diffusion 

and preserve the low gray level inter-region 

edges. 

2) Case 2: If at a pixel position, |∇𝐼| > 𝑘(𝜎2) and 

𝜎𝑊
2 < 𝜎0𝜎𝑔

2, then both the|∇𝐼| and 𝑘(𝜎2) are 

high and diffusion undergoes as per the 

gradient magnitude and preserve the high 

gradient edges. 

3) Case 3: If at a pixel position, |∇𝐼| < 𝑘(𝜎2) and 

𝜎𝑊
2 > 𝜎0𝜎𝑔

2, then both the |∇𝐼|and 𝑘(𝜎2)are 

low and diffusion takes place with respect to 

variations in 𝑘(𝜎2). This tends to recover the 

low gradient and low gray level inert-region 

edges. 

4) Case 4: If at a pixel position, |∇𝐼| < 𝑘(𝜎2) and 

𝜎𝑊
2 < 𝜎0𝜎𝑔

2, then |∇𝐼| is low but 𝑘(𝜎2) 

becomes high which makes the diffusion faster 

to smooth out the entire homogeneous area. 

 

    The variation of diffusion coefficient function as per 

the above four cases controls the performance of 

smoothing and preserving low gradient as well as low 

gray level edges in low contrast ultrasound images. 

3.2 Phase II: post-processing by non-local 

mean filter 

      In this phase, the image obtained from phase I 

undergoes NLM filtering. As discussed in Section 2(B), 

the performance of NLM filtering is mostly dependent on 

the estimation of weight function which in turn depends 

on the measurement of patch similarity. The image 

obtained from Phase I of the proposed method is contrast 

enhanced image along with edge preservation. The 

purpose of NLM filtering as a post processing phase is to 
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recover the original de-specked image with reduced 

ghost effects and well-located fine details. This has been 

attained by utilizing well popular “Kolmogorov – 

Smirnov” (KS) distance [31] in comparing the similar 

patches in search window. Unlike the conventional NLM 

filtering where the distance between similar patches have 

been measured, the proposed method measures the 

distances between the similar pixels. For this, the 

cumulative distribution functions (CDFs) are estimated 

for each pixel and the distances between their curves are 

calculated. The pixels which are very similar to the test 

pixel are merged to calculate the weight for the test pixel. 

The estimation of CDF of a pixel is probability based 

statistical measurement where we consider 𝑝𝑓(𝑟) asa 

probability of occurrence of a pixel of gray level 𝑟 in a 

discrete image 𝑓 and is defined as: 

 

𝑝𝑓(𝑟) = 𝑝(𝑓 = 𝑟) =
𝑛𝑟

𝑛
                                   (22) 

This is an estimated histogram component of 

𝑓corresponding to gray level 𝑟 in the range 0 to 𝐿 − 1. 

Here𝑛𝑟 and 𝑛  are the number of occurrences of 𝑟𝑡ℎ gray 

level and total number of pixels in 𝑓 respectively. The 

CDF corresponding to 𝑝𝑓(𝑟)can be defined as: 

 

𝐶𝐷𝐹𝑓(𝑟) = ∑ (𝑝𝑓(𝑓 = 𝑠))                           (23)

𝑟

𝑠=0

 

 

The above Eq. (23) is also termed as image’s 

accumulated normalized histogram where 𝑠 denotes 

another gray level with less probability of occurrence 

compared to 𝑟. The CDF of any random variable 

represents a monotonically increasing curve. The KS test 

provides the vertical difference between the CDF curves 

of two pixel’s gray levels lying at different locations 

of  𝑓. In the proposed case, the KS test for distance 

measurement can be taken as: 

 

𝐷(𝑟(𝑖1,𝑗1),𝑠(𝑖2,𝑗2)) = 𝑀𝐴𝑋|𝐶𝐷𝐹(𝑖1,𝑗1)(𝑟)

− 𝐶𝐷𝐹(𝑖2,𝑗2)(𝑠)|                  (24) 

 

where, 𝑟and 𝑠 are two gray levels at position (𝑖1, 𝑗1) and 

(𝑖2, 𝑗2) respectively. Based on the distance 𝐷 measured 

in Eq (24) with the help of CDFs estimated at each point, 

the points closer to the test pixel are merged to calculate 

the corresponding weight. The weight calculation process 

is same as given in Eq. (11) and (12) except the weights 

computed are decaying exponential function of the 

distance measured based on CDFs as per the Eq (24). 

4 Experimental results and analysis 
 

The proposed two-phase method was run in MATLAB 

R2015a on a Windows 7 computer with 4 GB of RAM 

and a 2.50 GHz Intel(R) Core (TM) i5-3210 processor. 

We tested the proposed method on varieties of ultrasound 

images taken from internet resources. However, for the 

purposes of this paper's demonstration, three real and one 

synthetic ultrasound images of 8 − 𝑏𝑖𝑡 length and of size 

256 × 256 were used. All the test images have been 

corrupted by additive noise of variance 𝜎2 varying from 

0.2 to 0.8. Through experiments, the optimal parameters 

of the two phases of the proposed method were selected 

and, accordingly, the performance was evaluated. The 

criteria for parameter selection are explained in the 

following section.  

4.1 Selection of parameters 

 

  In Phase I of the proposed method, explained in 

Section 3.1, it has been observed that the performance of 

the proposed method is dependent on two parameters 𝜎0 

and 𝑞 of the diffusion coefficient function defined in Eq. 

(21). The two parameters have been tuned to a particular 

value based on the image under test. As per the 

assumptions made in Eq, (21) explained in Section 3.1,  

𝜎0 ≤ 1 and 1 < 𝑞 < 5 are taken for initial 

experimentations. Initially, the value of 𝜎0 has been kept 

fixed and the different values of 𝑞have been varied in 

between 1 and 5.  The results have been compared in 

terms of two well-known quality assessment parameters 

PSNRs and SSIMs at varying noise densities of 𝜎2 =
0.2 to 0.8 respectively. In the similar fashion, the value 

of 𝑞 has been kept fixed and different values of  𝜎0 

varying between 0 and 1 are used and again the results 

are compared with respect to PSNRsand SSIMs at the 

noise densities𝜎2 = 0.2 to 0.8 respectively. The 

experiments shows that the best result is obtained at 𝜎0 =
0.8and𝑞 = 2. Therefore, we kept 𝜎0 = 0.8 and 𝑞 = 2 in 

Eq. (21) of the proposed diffusion coefficient function 

for all the other test images used in this experimentation. 

The size of the neighborhood 𝑊 for calculation of local 

gray level variance 𝜎𝑊
2 as used in Eq. (18) and the no. of 

diffusion iterations are other important parameters which 

affects the result of the proposed method. We compared 

the three smallest standard local window sizes 3 × 3, 5 ×
5 and 7 × 7 in terms of PSNRs and SSIMs and the best 

results are obtained at 𝑊 = 3 × 3which has been taken 

in the entire experimentation. Similarly, the results are 

compared at iterations 30, 50,70 and 100 where the best 

performance was achieved at 50 iterations. 

In Phase II of the proposed method explained in 

Section 3.2, the parameters in NLM filtering which need 

to be set for optimal performance are the patch size 𝑁(𝑖) 

for a pixel 𝑖 and the smoothing parameter ℎ during 

weight assignment. Through experimentations, the patch 

size 𝑁(𝑖) for a pixel 𝑖 is decided by using all the standard 

sizes. However, the best results are obtained when the 

image is divided in to patches of size 3 × 3 and as per 

KS-NLM algorithm [31], the CDFs are estimated for 

each point of the 3 × 3window and their KS-distance is 

measured as given in Eq. (24). Similarly, during the 

weight assignment in Eq. (11) and (12), we have chosen 

the range of ℎ to be between 4 to 10. At ℎ = 5, the result 
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is quite acceptable but if we increase the value of ℎ 

towards 10, then restored image become over-smoothed. 

Therefore, finally we decided to keep ℎ = 5 in weight 

calculation of NLM filtering for the entire 

experimentations. 

  All the optimal parameters chosen in the proposed 

method are tabulated in Table 1. 

4.2 Simulation results  

 

The performance of the proposed two-phase hybrid 

method has been tested on varieties of real and synthetic 

ultrasound images. However, for the sake of 

demonstration in this paper, the two real ultrasound 

images of 8 − 𝑏𝑖𝑡 length and of size 256 × 256 have 

been used. The two original images are shown in Fig. 2 

where the first image is Skull Osteoma ultrasound image 

and second one is Thyroid Lesion ultrasound image 

showing hypo-plastic left thyroid lobe and a benign 

cystic nodule in the right lobe. The two original images 

have been corrupted by additive noise of variance 𝜎2 =
0.2, 0.4 and 0.6 which are shown in the left   

 

Table 1:  Optimal Parameters 

 

Phase I (Anisotropic 

Diffusion) 

Phase II (NLM 

Filtering) 

Parameters 
Optimal 

Value 
Parameter 

Optimal 

Value 

Constants 𝝈𝟎 0.8 
Patch size 

𝑁(𝑖) 
3 × 3 

Constant  𝒒 2 
Smoothing 

Parameter ℎ 
5 

Local 

Neighborhood 

𝑾 

3 × 3 

 

Diffusion 

Iterations 
50 

 

   
 

Figure 2: Skull osteoma ultra-sound image (left); thyroid 

lesion ultrasound image (right). 

 

columns of Fig. 3 and Fig. 4 respectively. The middle 

column is showing the results of phase I where as the 

corresponding restored images obtained by phase II of 

the proposed two-phase hybrid method are demonstrated 

in the right columns of Fig. 3 and Fig. 4 respectively. 

         As seen in the restored images in Figs. 3 and 4, 

noise has been easily reduced while low gradient edges 

and fine details have been preserved. The behaviour of 

the proposed method in contrast enhancement can also be 

observed through the experimental results. The Skull 

Osteoma image (Fig. 2 (left)) is of quite low contrast, 

which then shows improvement in overall contrast after 

processing by the proposed method as shown in the right 

column of Fig. 3. The contrast of the Thyroid Lesion 

image (Fig. 2 (right)) is slightly better than that of the 

other test image, and the results obtained using the 

proposed method show significant contrast improvement, 

noise reduction, and detail preservation, as shown in Fig. 

4.  

      In order to evaluate the performance of the proposed 

method more robustly, the two well-known image quality 

assessment parameters, PSNR and SSIM [35] of the 

restored images have been computed. Table 2 

demonstrates the values of PSNRs and SSIMs of the two 

noisy test images as well as the corresponding two  

restored images shown in Fig. 3 and 4 respectively at 

noise densities of 0.2, 0.4 and 0.6. 

 

 
 

 
 

 
 

Figure 3: (left column: from top to bottom respectively) 

skull osteoma ultrasound noisy image with noise 

variance 𝜎2 = 0.2, 0.4 and 0.6; (middle column; from 

top to bottom respectively) intermediate results of phase 

i; (right column; from top to bottom respectively) 

restored skull images by proposed method (phase ii). 

 

It can be observed from Table 2 that there is a 

considerable amount of increment in the values of 

PSNRs and SSIMs of the restored images as compared to 

the noisy images and the intermediate results obtained by 

phase I of the proposed method.  
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4.3 Performance comparison 

 

    The proposed method has been validated by 

comparing its performance with the existing state-of-the-

art ultrasound de-speckling methods as well as some 

recently developed methods available in the literature. In 

the demonstration of comparison analysis, we used one 

synthetic and one real ultrasound image of 8 − 𝑏𝑖𝑡 length 

and of size 256 × 256 each. The synthetic image 

includes oval, cardioid, line, triangle and a rectangle 

whereas the real ultrasound image is a kidney ultrasonic 

image generated by linear acoustic program [32][34][36]. 

The two original images are shown in Fig. 5 and both are 

contaminated with different levels of speckle noise 

ranging from variance 𝜎2 = 0.2 to 0.8. The restored 

images are compared perceptually as well as 

quantitatively with existing techniques: SRAD [14], 

OBNLM [29], FSR [34] and INLM [36]. Fig. 6 

demonstrates the results obtained by the above four 

existing methods and the proposed method when applied 

to the synthetic image corrupted by speckle noise of 

variance 𝜎2 = 0.6. 

 

Table 2: Quantitative results of the proposed method  

 

 

Table 3 and Table 4 respectively shows the average 

values of PSNRs and SSIMs of the restored synthetic and 

ultrasound images obtained by the all the five 

comparative methods. It can be seen from Fig 6 that the 

proposed method has shown the significant improvement 

in contrast of the input image in addition to the de-

speckling as compared to other existing methods. 

 

 

 

 

 

 

 

 

 
 

 
 

 
 

Figure 4: Thyroid Lesion ultrasound noisy image with 

noise variance 𝜎2 = 0.2, 0.4 and 0.6 (left column: from 

top to bottom respectively); (middle column; from top to 

bottom respectively) Intermediate results of Phase I; 

(right column; from top to bottom respectively) Restored 

images by proposed method (Phase II). 

 

Moreover, Table 3 indicates that the PSNR values of the 

proposed method are much better than SRAD [14], 

OBNLM [29] and FSR [34]. However, if we compare the 

values with INLM [36], the PSNR obtained by the 

proposed method at higher noise variances are larger 

than that of the INLM [36] which shows that average 

improvement of PSNR at increasing noise densities is 

more in the proposed method as compared to INLM [36] 

and even other methods.  

 

 
 

Figure 5: Synthetic ultrasound image (left); Real 

ultrasound image (right). 

 

 

 

 

 

 

 

Skull Osteoma Ultrasound Image 

Noise 

Variance 

(𝝈𝟐) 

Noisy Image Phase I 

Phase II-

Restored 

Image 

PSNR SSIM PSNR SSIM PSNR SSIM 

0.2 20.60 0.4763 21.21 0.5234 22.26 0.7256 

0.4 18.04 0.3899 20.54 0.4763 21.52 0.6846 

0.6 16.77 0.3578 19.55 0.4554 20.56 0.5965 

Thyroid Lesion Ultrasound Image 

Noise 

Variance 

(𝝈𝟐) 

Noisy Image Phase I 

Phase II-

Restored 

Image 

PSNR SSIM PSNR SSIM PSNR SSIM 

0.2 16.11 0.4680 19.21 0.5667 20.35 0.6899 

0.4 13.54 0.3639 17.63 0.4552 19.73 0.6394 

0.6 12.56 0.3262 16.97 0.4112 19.40 0.6121 
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     The similar observation can be seen in Table 4 where 

the SSIM values of all the comparative methods have 

been represented at different noise variances, which 

again validates that the proposed method has 

outperformed the existing methods at higher noise levels. 

Figure 7 depicts the restored results of the kidney 

ultrasonic image that had been corrupted by speckle 

noise of variance 𝜎2 = 0.6. This indicates, however, that 

while the PSNR and SSIM values obtained on the real 

ultrasound image are lower than those obtained on the 

synthetic ultrasound image, the values obtained by the 

proposed method are still better than those obtained by 

the existing methods. The average PSNR and SSIM 

values of the proposed method in comparison to the 

existing methods at varying noise densities on the two 

images are graphically represented in Figs. 8 and 9, 

which validate the effectiveness of the proposed method's 

de-speckling capability.  

4.4 Computational complexity 

    The computational complexity of the proposed method 

depends upon two individual phases. In the Phase I of 

the proposed method, the computational complexity 

depends on the computation of gradient and local gray 

level variance of the image. If image is of size 𝑁 × 𝑁, 

then the complexity of calculating gradient in four main 

directions of the test pixel is 𝑂(𝑁2) whereas the 

calculation of local gray level variance in the 

neighborhood size 𝑤 × 𝑤 yields the complexity of 

 𝑂(𝑤2). Accordingly, the overall computational 

complexity of the first phase of the proposed method is 

𝑂(𝑁2𝑤2). The NLM filter in Phase II of the proposed 

method has computational complexity of 𝑂(𝑁2𝑀2𝐿2)for 

image of size 𝑁 × 𝑁, search area 𝑀 × 𝑀 and local 

window size is 𝐿 × 𝐿. The proposed algorithm has been 

implemented in the system with Intel (R) Core (TM) i5 – 

3210M processor of speed 2.50 GHz and 4 GB RAM. 

The overall average computation time of the proposed 

algorithm on an image of size 256 × 256 is found to be  

 

 

 

Method 
Noise Variance 

𝟎. 𝟐 𝟎. 𝟒 𝟎. 𝟔 𝟎. 𝟖 

Noisy Image 0.57 0.31 0.22 0.15 

SRAD [14] 0.95 0.88 0.46 0.26 

OBNLM [29] 0.94 0.92 0.85 0.80 

FSR [34] 0.97 0.94 0.88 0.85 

INLM[36] 0.96 0.92 0.88 0.75 

Proposed Method 0.96 0.94 0.90 0.88 

 

  
 

  
 

  
 

Figure 6: Noisy synthetic ultrasound image with 𝜎2 =
0.6, results of obnlm [29] and inlm [36] (left column: 

from top to bottom); results of srad[14], fsr [34] and 

proposed method (right column: from top tobottom) 

 

 

 

 

 

 

36.13 seconds that is comparatively better than the 

existing methods.  

      The key feature of the proposed method is to de-

speckle the low-contrast ultrasound image along with 

edge and fine detail preservation, which makes the 

proposed method different from the existing comparable  

methods, as can be observed from the above 

experimental analysis. There are, however, numerous 

opportunities to investigate the properties of anisotropic 

diffusion and non-local mean filtering in order to deal 

with high density speckle noise in edge-abundant 

images. as can be observed from the above experimental 

analysis.  

 

 

 

 

Method 
Noise Variance 

𝟎. 𝟐 𝟎. 𝟒 𝟎. 𝟔 𝟎. 𝟖 

Noisy Image 18.54 16.02 14.96 14.13 

SRAD [14] 28.10 21.90 13.10 08.90 

OBNLM [29] 28.10 21.90 19.40 17.10 

FSR [34] 29.60 24.10 20.80 18.20 

INLM[36] 27.32 23.34 20.88 17.75 

Proposed Method 29.30 26.65 23.85 22.80 

Table 3: Comparison of average PSNR 

 

Table 4: Comparison of SSIM 
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Figure 7:  Noisy real ultrasound image with 𝜎2 = 0.6, 

results of obnlm [29] and inlm [36] (left column: from 

top to bottom); results of srad[14], fsr [34] and proposed 

method(right column: from top to bottom). 

 

 
 

Figure 8: Graphical representation of PSNRs shown in 

table 3 

 

 

4.5 Discussions 

    The performance analysis of the proposed two-phase 

method shown above demonstrates the effectiveness of 

ultrasound de-speckling in terms of better noise removal, 

acceptable edge preservation, easy implementation, and 

affordable computation requirements under the speckle 

noise variance level of 0.8. The proposed method does 

not require tuning of control parameters as used in 

existing anisotropic diffusion and NLM filtering. 

Because of this computational advantage, the proposed 

method is simple to implement and has a shorter 

execution time. However, the proposed method has a 

great deal of future scope. The main research issue in this 

work is to explore the properties of diffusion equations 

available widely in the literature to deal with discrete 

non-negative real image vector spaces for enhancing low 

gray level image pixels. The behaviour of the NLM filter 

can also be examined by the use of stochastic distances 

for a particular distribution in place of Euclidean 

distances. 

The optimized mechanism of weight estimation in 

accordance with non-local self-similarity for a particular 

pixel requires parameter tuning through exhaustive 

experiments. This needs to be explored with the help of 

some optimization techniques for better performance. 

The real noisy images, like ultrasound and scenes from 

real SAR systems, need effective speckle reduction along 

with adequate information preservation, where this 

proposed method can be used as a better noise limiting 

tool. However, the selection of the sizes of the local 

patch and search area in the NLM filter and the 

properties of anisotropic diffusion need to be explored in 

future work for better compactness with a variety of 

images. 

5 Conclusion 
In this work, a hybrid framework for de-speckling 

low-contrast ultrasound images is presented. The 

anisotropic diffusion technique is used in conjunction 

with the KS distance-based non-local mean filtering 

mechanism. The proposed method is a two-phase method 

where prior contrast improvement of the ultrasound 

image is done by modified anisotropic diffusion, which is 

then followed by non-local mean filtering for de-

speckling. The experiments are conducted on varieties of 

synthetic and real ultrasound images. The results show 

that the proposed method not only significantly reduces 

speckle noise but also preserves fine details and low grey 

level edges in the image, as well as an overall 

improvement in contrast. The above features of the 

proposed method make it useful in real-time medical 

applications to assist medical experts in the analysis and 

interpretation of ultrasonic images. 

The proposed method can be further improved by 

investigating parameter optimization for better edge 

preservation and removal of high-level speckle noise in 

more complex ultrasound images. The exploration of the 

properties of anisotropic diffusion and researching the Figure 9: Graphical representation of SSIMs shown in 

table 4 
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mechanism of non-local mean filtering are possible 

research issues in this work. 
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This article addresses the problems of "resource overload" and "information confusion" in the current 

e-commerce platform. This paper proposes a personalized recommendation strategy for e-commerce 

platform based on artificial intelligence considering the collaborative filtering method as the basic 

algorithm. The article proposes an optimized strategy using artificial intelligence to obtain satisfactory 

results. Based on this proposed personalized recommendation model, users are clustered by using 

ontology context information, further considering the influence of user preference and user trust 

relationship on similarity calculation. This method can alleviate the problems of data sparsity and cold 

start to a certain extent, effectively improve the recommendation quality. It further increases the 

diversity of recommendation results, and meet the needs of users and enterprises. Through the change of 

parameter α under different data sets, when α ∈ (1.84,1.88), the accuracy and recall rate of 

recommendation results remain at a high level. The personalized recommendation method can be 

applied to various situations such as social network friend recommendation and e-commerce platform 

commodity recommendation. The proposed work has a wide range of applications, especially for 

enterprises that master the user's rich dimensional situation information. This method has a prominent 

recommendation effect with the help of detailed analysis of the user's complex situation. 

Povzetek: Članek obravnava težave preobremenitve z viri na obstoječih e-trgovinskih platformah. 

Predlaga se strategija personaliziranega priporočanja, ki temelji na umetni inteligenci in algoritmu 

kolaborativnega filtriranja. 

 

 

1 Introduction  
Artificial intelligence (AI) is a frontier science and 

interdisciplinary subject. At present, there is no unified 

theoretical system or even a unified definition in the 

world. Generally, it can be considered that artificial 

intelligence is a new technical science to study and 

develop theories, methods, technologies and application 

systems for simulating, extending and expanding human 

intelligence. As a branch of computer science, its main 

research contents include robot, language recognition, 

image recognition, natural language processing and 

expert system. Artificial intelligence is a simulation of 

human consciousness and thinking process. Although it 

is not human intelligence, it can simulate human thinking 

process and even surpass human wisdom in the future 

[1]. Artificial intelligence has gone through a long 

development process since its birth. We can sort out the 

context of the development of artificial intelligence from 

the two dimensions of time and technology. From the 

technical dimension, some scholars divide the 

development of artificial intelligence into three stages: 

computational intelligence, perceptual intelligence and 

cognitive intelligence. Computational intelligence is the 

primary stage of artificial intelligence. It mainly refers to 

the intelligence presented by the computer through its 

super large memory and supercomputing function. In this 

stage, logic is emphasized, but knowledge is ignored. 

Perceptual intelligence means that computers can 

simulate human perception with the support of big data, 

deep learning algorithms and other technologies, and 

then complete some tasks that originally need to be 

completed by humans, such as language recognition, 

image recognition, AR / VR and other technologies. 

Cognitive intelligence is not only the ultimate goal of the 

development of artificial intelligence, but also a key 

research field that people are committed to breaking 

through at present. It aims to enable computers to think 

and reason like people [2]. Since the concept of 

personalized recommendation was first proposed in the 

1990s, it has quickly become a hot topic in academia, 

industry and other fields, and has maintained a high 

research heat. The core of personalized recommendation 

system is machine learning user interest. It is an 

advanced business intelligence platform based on 

massive data mining to help e-commerce websites 

provide fully personalized decision support and 

information services for their customers [3]. In essence, 

personalized recommendation system is to replace users 

to evaluate products they have never seen, automatically 

complete the process of personalized selection, help 

users explore interest, stimulate purchase desire and meet 

their personalized needs. At present, personalized 

recommendation system is widely used, especially in the 
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field of e-commerce. Businesses analyze their interests 

and hobbies according to the browsing, clicking, 

collection, purchase and other behaviors of e-commerce 

users, and recommend products that they may be 

interested in (such as daily necessities, books, audio-

visual products, etc.). For businesses, the needs of users 

are usually unclear and vague. If the goods that meet the 

fuzzy needs of users can be recommended to users, the 

potential needs of users can be transformed into real 

needs, so as to improve product sales [4].  

 

 

 

 
Figure 1: Concept diagram of personalized recommendation of e-commerce platform. 

 

 

The core of personalized recommendation system is 

personalized recommendation method, which determines 

the quality of recommendation service. Figure 1 shows 

the concept of personalized recommendation of e-

commerce platform. 

This article contributes in addressing the problems 

of “resource overload” and “information confusion” in 

the current e-commerce platform. A personalized 

recommendation strategy for e-commerce platform based 

on artificial intelligence is proposed, considering the 

collaborative filtering method as the basic algorithm. The 

article proposes an optimized strategy utilizing the 

personalized recommendation model in which users are 

clustered by using ontology context information. This 

method can alleviate the problems of data sparsity and 

cold start to a certain extent, effectively improve the 

recommendation quality. It further increases the diversity 

of recommendation results, and meet the needs of users 

and enterprises. The proposed work has a wide range of 

applications, especially for enterprises that master the 

user's rich dimensional situation information. 

The rest of this article is structured as: section 2 

presents the literature review followed by the explanation 

of collaborative filtering method in section 3. Section 4 

presents the results of the experimentations performed 

and the conclusion is provided in section 5.  

 

2 Related work 
In this section various state-of-the-art work in the 

field of personalized recommendation based on Artificial 

Intelligence are discussed.  

Meng said that personalized recommendation 

methods originated from data mining technology. 

Scholars' research on personalized recommendation 

methods is more to improve and innovate them from the 

technical level [5]. In the era of e-commerce, enterprises 

provide a large number of goods to consumers through 

self-built e-commerce platforms or third-party e-

commerce platforms. Dong and Zhou said that from the 

perspective of consumers, although rich goods increase 

consumers' selectivity. However, usually consumers 

cannot understand all the goods at a glance through the 

screen, nor can they directly check the quality of the 

goods. It takes a lot of time to fully understand these 

goods [6]. Therefore, Sanda et al. proposed that 

consumers need an e-shopping assistant, which can 

recommend products that consumers may be interested in 

according to their own interests [7]. Wei believe that 

personalized recommendation methods can help both e-

commerce enterprises and traditional enterprises to 

quickly and accurately find the potential needs of users in 

an increasingly fierce competitive environment and meet 

the differentiated characteristics of users [8].  

Aftalion and Bonnans said that the emergence of 

personalized recommendation can also solve the 

problems of “resource overload” and “information 

confusion” faced by users, and help individual users 

quickly and accurately obtain useful content from a large 

amount of information. In conclusion, the research on 

personalized recommendation is of great necessity [9]. 

Wei and Meng believe that with the popularization and 

deepening of e-commerce application in people's daily 

life, consumers put forward higher requirements on how 
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to more conveniently and quickly obtain the information 

resources they need, and the recommendation effect of 

traditional personalized recommendation methods in 

some scenarios is not satisfactory [10]. Lv said that at the 

same time, the concept of ubiquitous computing and the 

rise of ubiquitous commerce, a new business model, have 

made scholars fully realize that users' environmental 

information will have an important impact on their 

consumption decisions [11]. Therefore, Alhamid et al. 

said that personalized recommendation research based on 

social network context will be paid more and more 

attention [12]. Rana et al. said that in the e-commerce 

environment, especially in the mobile commerce 

environment, users' mobility, diversity of needs and 

dependence on context are particularly prominent [13]. 

Zhao said that the emergence of personalized 

recommendation service is to analyze and model 

consumers' historical behavior data with the help of 

certain methods or tools, evaluate consumers' 

preferences, and recommend products that target users 

may like [14]. Therefore, the explicit preference theory 

shows that the personalized recommendation method is 

reasonable and scientific. An approach through wavelet 

frames on the micropolar fluid flow is presented which is 

considered for high mass transfer [15]. The vibration on 

laminated skew sandwich plates is studied through finite 

element [16]. In another study numerical simulation 

based on space time fractional equation are evaluated 

[17]. The work can further be experimented with the 

integration of other Artificial Intelligence approaches and 

Machine learning as studied from several studies [18-20].  

 

3 Collaborative filtering method  
The memory-based method is also known as the 

user based collaborative filtering method. Its 

recommendation calculation depends on the user's 

evaluation of the commodity rather than the content 

information of the commodity itself. Its logical order is 

to first find other users with similar interests with the 

target user, and then use the scoring information of the 

commodity to make relevant prediction [21]. The main 

idea is to determine the nearest neighbor set by 

calculating the similarity between users, then predict the 

preference of the target user according to the score of the 

nearest neighbor on the commodity, and recommend the 

first several items with the highest prediction score to the 

user. For example, in an e-commerce website, the system 

predicts the possible interests and hobbies of the target 

user according to the scoring information of all over hit 

products and the similarity between users, and displays 

these products in the user's personal account [22]. It is 

assumed that there is a set of users 𝑈 = {𝑢1, 𝑢2, … , 𝑢𝑚}, 

a collection of goods (objects) 𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑛}, 𝑅𝑖,𝑗 

indicates that the selected target user 𝑖 scores the 

unselected product j, which needs to be obtained through 

the scoring prediction of the product by his similar users 

[23]. If 𝑈′ represents the user set with the highest 

similarity with the target user 𝑖, the functional expression 

of the prediction score 𝑅𝑖,𝑗 is as follows: 

 


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Where 𝑚 is the number of users in 𝑈′, and the 

prediction calculation is based on the simplest weighted 

average. In addition, there are other improvements based 

on weighted calculation, such as considering the 

influence of time factors to form a new expression: 
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Where 𝑄 represents a time series, and 𝑄𝑢,𝑗 

represents the time point at which user 𝑈′ selects or 

evaluates commodity 𝑗. Compared with formula 1, 

formula 2 incorporates the influence of time factors to 

improve the accuracy of recommendation [24]. 

In addition to the weighted prediction score, the most 

important thing is the similarity measurement between 

users. Similarity measure is to calculate the degree of 

similarity between individuals. The smaller the value of 

similarity measure, the smaller the similarity between 

individuals. The larger the value of similarity, the greater 

the individual difference. At present, there are many 

methods, among which the thre most commonly used 

methods are cosine similarity, Pearson correlation and 

jacquard correlation coefficient [25]. In fact, the value 

range of correlation is - 1 to 1. A positive value indicates 

that there is a positive correlation between the two 

vectors (variables), i.e., changes in the same direction, 

and a negative value indicates that there is a negative 

correlation between the two vectors (variables), i.e., 

changes in the opposite direction. In personalized 

recommendation, similarity generally only considers the 

positive relationship, and the corresponding similarity 

value range is 0 to 1. 0 means no similarity and 1 means 

complete similarity. Cosine similarity uses the cosine of 

the angle between two vectors in vector space as a 

measure of the difference between two individuals. The 

closer the cosine value is to 1, the closer the included 

angle is to 0 degrees, which means that the two vectors 

are more similar. Cosine similarity can be used in vector 

comparison in any dimension, especially in high-

dimensional positive space. For example, in information 

retrieval, each term has different degrees. A document is 

represented by a weighted feature vector, and the 

calculation of the weight depends on the frequency of the 

term in the document [26]. Cosine similarity can give the 

similarity of two documents in terms of their topics. The 

expression formula of cosine similarity is: 
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Where 𝑆𝑖𝑚(𝑖, 𝑓) represents the similarity between 

user 𝑖 and user 𝑓 (the value range of similarity is 0 to 1 

and is a continuous value, 1 represents that the two users 

are completely similar, 0 represents that they are 

completely dissimilar). 𝑂(𝑖) and 𝑂(𝑓) represent the set 
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of goods selected by user 𝑖 and user 𝑓 respectively. 

𝑅𝑖𝑗  and 𝑅𝑓𝑗 represent the scoring (evaluation) of product 

𝑗 by user 𝑖 and user 𝑓 respectively [27]. The advantage of 

cosine similarity is that it distinguishes differences in 

direction and is not sensitive to absolute values. Users' 

ratings of content are more used to distinguish 

similarities and differences of interest. It is precisely 

because cosine similarity is not sensitive to numerical 

values, that is, the difference of user rating scale is not 

considered, which also reduces the accuracy of user 

similarity calculation results. The emergence of Pearson 

correlation is to solve the problem of the difference of 

user scoring scale. The calculation results are corrected 

by subtracting the average score of the user for all items 

from each element in the user scoring vector [28]. 

Pearson correlation is a kind of linear correlation, 

which is a statistic used to reflect the linear correlation 

degree of two variables. In the standard formula, R is 

used to represent the correlation coefficient between 

vectors, n is used to represent the total number of 

samples, and 𝑋, 𝑌, 𝑋′ 𝑎𝑛𝑑 𝑌′ are used to represent the 

observed values and mean values of the elements in the 

two vectors respectively. R describes the degree of linear 

correlation between two vectors. The greater the absolute 

value of R, the stronger the correlation. The smaller the 

absolute value, the weaker the correlation. The 

expression formula of Pearson correlation is [29]: 

 

( )
( ) ( )

( ) ( )

( )
( ) ( )

( )
( ) ( )












=

fOiOj

fj

fOiOj

iij

fOiOj

fjiij

RRR

RRR

fiSim





2

f

2

f

R--

R--

,
 

(4) 

Where 𝑆𝑖𝑚(𝑖, 𝑓) represents the similarity between 

user 𝐼 and user 𝑓, 𝑂(𝑖) and 𝑂(𝑓) represent the set of 

products selected by user 𝑖 and user 𝑓 respectively, 

𝑅𝑖𝑗  and 𝑅𝑓𝑗 represent the scoring (evaluation) of product 

𝑗 by user 𝑖 and user 𝑓 respectively, and 𝑅�̅� and 𝑅𝑓
̅̅ ̅ 

represent the average score of all products by user 𝑖 and 

user 𝑓 respectively [30]. Jackard correlation coefficient 

was originally used to measure the similarity between 

two sets, which was defined as the ratio of the 

intersection of sets to the union of sets. The expression 

formula of jacquard correlation coefficient is: 

( )
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Where 𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵) represents the similarity 

between sets A and B. If sets A and B are empty, 

𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵) = 1 is defined. Obviously, 0 ≤
𝐽𝑎𝑐𝑐𝑎𝑟𝑑(𝐴, 𝐵) ≤ 1, the larger the value, the more 

similar the two data sets [31]. Jackard correlation 

coefficient is actually more suitable to describe the 

similarity measure between vectors with discrete 

dimension characteristics. For the user similarity 

calculation in the collaborative filtering method, discrete 

data such as user score information are used, which is 

very suitable to use the 𝐽𝑎𝑐𝑐𝑎𝑟𝑑 correlation coefficient 

[32]. 

4 Results and analysis 
This section presents the result analysis obtained for 

from the proposed model of personalized 

recommendation based on Artificial Intelligence. 

Parameter 𝛼 is involved in collaborative filtering 

recommendation model, and its optimal value needs to be 

determined through experiments. The optimal value 

range of α should be between 1.6 and 2. A positive value 

of parameter α indicates that unpopular goods contribute 

more to the similarity between the two users and popular 

goods contribute less. In order to quickly find the optimal 

value of parameter 𝛼, we still use the idea of binary 

search in the iterative process. Considering that the 

parameter value will take two decimal places, the spacing 

between each value in the iteration is set to 0.01, that is, 

the step size is 0.01 [33, 34]. The above strategy can 

effectively reduce the computational complexity and 

memory consumption. Figure 2 and 3 show the change of 

test index ranking score of the improved collaborative 

filtering recommendation method with the change of 

parameter 𝛼 value under different data sets 

(recommendation list length L = 50). It can be seen from 

the figure that when 𝛼 = 1.86, the ranking score under 

the two data sets reaches the minimum, that is, the 

products potentially liked by users are ranked in the high 

position. The results show that the unpopular goods 

contribute more to the similarity calculation between two 

users. This method can find the unique interests of users, 

improve the accuracy of recommendation results and 

increase the diversity of recommendation results. Of 

course, in practical application, users can also adjust the 

value of parameter α according to their own needs [35, 

36]. 

 

 
Figure 2: Performance influence curve of different values 

of parameter α in movie lens dataset on the 

recommended method. 
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Figure 3: Performance influence curve of different values 

of parameter α in Book Crossing dataset on the 

recommended method. 

 

When the data sets movie lens and Book Crossing 

and the length L of recommendation list are 50, when the 

parameter value is 1.86, the ranking score (< 𝑅 >) 

reaches the minimum. The current experimental results 

come from the average of 5 random segmentation of data 

according to 80% test set and 20% training set. Accuracy 

and recall are often used to measure the effectiveness and 

efficiency of recommended methods.  

When the length of the recommendation list is 

increased, the number of hits of potentially favorite 

products by users can be increased, thus improving the 

recall rate, but it may reduce the accuracy of 

recommendation (facts have proved that increasing the 

recall rate will basically reduce the accuracy rate). 

Therefore, it is necessary to find a balance between 

accuracy and recall, so as to have high accuracy and high 

recall at the same time. Under an appropriate 

recommendation list length, the accuracy reflects the 

precision of the recommended method, and the recall 

reflects the recall of the recommended method. Generally 

speaking, the length of the recommendation list shall not 

exceed 100, that is, the number of recommended 

products shall not exceed 100. Figures 4 and 5 show that 

under the movie lens data set, corresponding to the 

length of the recommendation list L = 50, the standard 

accuracy and recall rate of the test index change with the 

change of the parameter α value. It can be seen from the 

figure that when the parameter α = 1.86, the accuracy and 

recall of the recommended results reach the highest. In 

addition, when α ∈ (1.84,1.88), the accuracy and recall of 

the recommended results remain at a high level. 

 

 
Figure 4: Influence of different values of parameter 𝛼 on 

the accuracy of the recommended method. 

 

Under the condition that the data set movie lens and 

the length of recommendation list L = 50, when the 

parameter value is 1.86, both indicators reach the highest 

value. The current experimental results come from the 

average of 5 random segmentation of data according to 

80% test set and 20% training set. 

Figures 6 and 7 show that under the book crossing 

data set, corresponding to the length of the 

recommendation list L = 50, the standard accuracy and 

recall of the test index change with the change of the 

parameter E value. It can also be seen from the figure 

that when the parameter α = 1.86, the accuracy and recall 

of the recommended results reach the highest at the same 

time. In addition, when α ∈ (1.84,1.88), the accuracy and 

recall of the recommended results remain at a high level. 

 

 
Figure 5: Effect of different values of parameter α on the 

recall rate of the recommended method. 
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Figure 6: Influence of different values of parameter α on 

the accuracy of the recommended method. 

 

 
Figure 7: Effect of different values of parameter α on the 

recall rate of the recommended method. 

 

When the data sets movie lens and Book Crossing 

and the length of recommendation list L are 50, when the 

parameter value is 1.86, both indicators reach the highest 

value. The current experimental results come from the 

average of 5 random segmentation of data according to 

80% test set and 20% training set. 

Through the test of the above three indicators 

(mainly measured by accuracy indicators), we iteratively 

obtain that the optimal value of the parameters in the 

model is 1.86. At this value, our recommended method 

achieves the optimal accuracy and the highest recall rate. 

 

5 Conclusions 
The development of e-commerce, especially the 

rapid development of mobile commerce, has brought 

greater challenges and opportunities to personalized 

recommendation services. The research on Personalized 

Recommendation theory and technology has attracted 

great attention of global academic circles. The research 

on Personalized Recommendation Based on context 

perception and personalized recommendation based on 

social relations in e-commerce environment has become 

a research hotspot. By comparing the parameters under 

different data sets α, the optimal value of the parameters 

in the model of 1.86 is achieved. Although some research 

results have been obtained, there are still some 

challenges in both theoretical research and practical 

application, especially for personalized recommendation 

in the field of e-commerce. There are few methods to 

integrate ontology situation, context situation and social 

relationship situation, lack of effective treatment of user 

interest drift, and lack of targeted recommendation 

strategy design for enterprises on demand. Therefore, it 

has become an important task to study a variety of 

personalized recommendation methods to meet the needs 

of different enterprises. 
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This article improves the logistics distribution route and improves the distribution as well as 

transportation efficiency. The article combines the features of logistics dissemination along with 

mathematical designing of dissemination automobile routing issue. The mountain climbing procedure 

with strong local search ability is introduced into the particle swarm optimization (PSO) procedure to 

improve the offered approach. Two mountain climbing schemes are offered in this article, and two 

different hybrid (PSO) procedures are constructed. The experimental outcomes reveals the performance 

of Hybrid PSO scheme 1 and hybrid PSO scheme 2 offered in this paper which are better than that of 

standard PSO. Hybrid PSO scheme 2 offers best potential in efficiently solving the routing issue of 

logistics dissemination automobile. After the issue scale grows, the optimization advantages of Hybrid 

PSO scheme 2 are fully displayed. It was observed from the experimental analysis that using hybrid 

PSO scheme 2 to solve the logistics dissemination automobile routing issue can greatly shorten the 

dissemination mileage. 

Povzetek: Članek izboljšuje logistične distribucijske poti s hibridnim pristopom rojev delcev (PSO), kar 

znatno skrajša razdaljo distribucije in izboljša učinkovitost prevoza. 

 

1 Introduction  
Dissemination is a task derived from the 

transportation link in the logistics system. It is an 

important link in the logistics system. In the logistics 

movement, delivery is actually the transportation of 

goods. Therefore, transportation is often used to 

represent delivery. Transportation costs account for the 

highest proportion of all logistics costs. Generally, the 

social logistics costs are calculated through 

comprehensive analysis, in which the goods accounts for 

about, and the goods of some products is even higher 

than the production cost [1]. The survey displays that the 

transportation cost of automobiles in China is times that 

of Europe and the United States. The empty driving rate 

of transportation automobiles in China is about 37%, of 

which the empty driving rate of automobiles in 

automobile logistics enterprises is as high as, and there 

are some issues such as return empty driving, waste of 

resources and high transportation cost. It is not difficult 

to see that the potential for saving transportation costs is 

very large [2, 3]. Using scientific methods to examine a 

reasonable dissemination route is an important work in 

dissemination activities. Reasonable selection of 

dissemination routes is of great significance to 

enterprises and society. For enterprises, optimizing the 

dissemination route can improve the dissemination 

efficiency, make the best use of the dissemination 

automobiles, reduce the dissemination cost as much as 

possible, deliver the goods to clients on time and quickly, 

greatly improve customer satisfaction, and help 

enterprises improve efficiency [4, 5]. For the society, it 

can save transportation automobiles, alleviate traffic 

tension, reduce transportation pollution such as noise and 

exhaust emissions, and contribute to the protection of 

ecological balance and the creation of a better home. 

PSO is a growing computing technology based on 

the intelligence of swarm. Similar to GA (genetic 

algorithm), it is a population-based optimization tool. 

The system initializes a set of random results and 

searches for the optimal value through iteration [6]. 

However, there is no crossover and mutation of GA, but 

elements search for the optimal elements in the result 

space. In the system, each alternative result is called an 

"element". Several elements coexist and collaborate in 

optimization to approximate the bird swarm to find food. 

Each element "flies" to a better situation in the issue 

space according to its own "knowledge" and the best 

"knowledge" of neighboring element swarm to search for 

the optimal result [7, 8]. Figure 1 displays the 

optimization diagram of a reasonable logistics and 

dissemination route. 

This article basically aims at the goal of providing 

decision support for logistics dissemination enterprises. 

The paper analyzes the logistics dissemination and 

automobile routing issue in detail, and establishes the 

mathematical design of logistics dissemination 

automobile routing issue. The main contribution of this 

work is to answer the lack of local search ability of 

(PSO) procedure, mountain climbing procedure with 

strong local search ability. The article further utilizes 
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(PSO) procedure to improve the offered approach. Two 

mountain climbing schemes are offered in this work, and 

two different hybrid (PSO) procedures are constructed in 

order to improve the logistics dissemination route and 

improve the dissemination efficiency. 

The rest of this article is arranged as: section 2 

describes literature review and the research method 

expressing the mathematical model of logistics 

dissemination automobile routing and model of hybrid 

(PSO) procedure is provided in section 3. Section 4 

presents the experimantation and discussion of the 

experimental observations and conclusion is provided in 

section 5. 

  

 
Figure 1: Optimization of the logistics dissemination route based on the improved element assembly procedure. 

 

2 Related work 
In terms of logistics dissemination route 

optimization, Muhammad, Muhammad et al. [9] used the 

improved GA to study the material dissemination issue, 

and the established dissemination mathematical design is 

also relatively simple. Wang et al. [10] used the 

improved saving method to study the optimization of 

material dissemination route, and did not consider the 

influence of cargo timeliness when establishing the 

objective task. Yuan et al. [11] used ant colony 

procedure to study the dissemination issue, focusing on 

the improvement of ant colony procedure and less 

research on the dissemination design.  

As for the research of (PSO) procedure on route 

optimization, Moosavian and Lence [12] used (PSO) 

procedure to study the logistics dissemination issue, 

focusing on the improvement of the procedure, but the 

established dissemination mathematical design is 

relatively simple. Lagos et al. [13] applied (PSO) 

procedure to automobile routing issue and automobile 

routing issue with time window respectively. The 

research displays that (PSO) procedure can solve the 

issue quickly and effectively. Wan et al. [14] used the 

improved (PSO) procedure to solve the automobile 

routing issue. The comparison with GA and double 

population GA displays that the improved (PSO) 

procedure is an effective method to solve the automobile 

routing issue. Li et al. [15] applied the local (PSO) 

procedure to the non-fully loaded automobile routing 

issue. The research displays that the procedure improves  

 

the achievement rate of searching the optimal route and 

can solve the non-fully loaded automobile routing issue 

more effectively. 

It can be seen from the relevant literature that the 

current research focuses on two aspects: the 

mathematical design and result method of logistics 

dissemination route optimization. The research on the 

mathematical design of dissemination route mainly 

focuses on how to more comprehensively and reasonably 

reflect the dissemination issue, and the commonly used 

result method is intelligent optimization procedure. 

However, most intelligent optimization procedures are 

easy to fall into local optimization and low search 

efficiency. Therefore, the improved design of intelligent 

optimization procedure and the reasonable establishment 

of mathematical design are the key to examine the 

advantages and disadvantages of route optimization 

methods. 

 

3 Research methodology  
This section includes the description of research 

methodology consisting of mathematical design of 

logistics dissemination automobile routing and design of 

hybrid (PSO) procedure.  
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3.1 Establish the mathematical design of 

logistics dissemination automobile 

routing  

The automobile routing issue of logistics 

dissemination can be described as: several dissemination 

automobiles are used to deliver goods from a 

dissemination center to several clients. The location and 

cargo request of each customer are certain, and the load 

volume of each dissemination automobile is certain [16, 

17]. It is required to reasonably arrange the automobile 

dissemination route, improve the objective task, and 

addresses the following assumptions: 

1. The sum of the requests of each customer on each 

dissemination route shall not cross the load volume of 

the dissemination automobile. 

2. An automobile can only select single route, but it can 

serve several clients. 

3. A client has and can only have one automobile (car) to 

serve him. 

4. Car starts from the dissemination center, sends the 

loaded goods to the corresponding clients along a 

driving route, and then returns to its own dissemination 

center. 

Before setting the driving route, evaluate the 

quantity of automobiles used. It is based on the analysis 

that the more complex the loading (unloading) of goods 

and the more restrictions, the smaller the actual cargo 

volume of the automobile [18, 19]. The formula 

mentioned in Equation 1 is implemented to examine the 

quantity of automobiles K required: 

 

K = [
∑ gi

L
i=1

αq
] + 1 (1) 

Where [∑ gi
L
i=1 ] means that the integer not greater 

than the quantity in parentheses, α ∈ (0,1) can be 

corrected according to the quantity of restrictions. 

Generally, the more restrictions, the smaller, and vice 

versa. The α general value is 0.85. 

Cij represents the transportation cost from customer 

i to customer j, such as time, distance, cost, etc. The 

quantity of the dissemination center is 0, the quantity of 

each customer is I (i = 1, ..., L), the quantity of each 

automobile is K (k = 1, ..., K), the cargo request of the ith 

client is gi, and the volume of the dissemination 

automobile is 𝑞.    

 

Define the resulting values: 

 

𝑥𝑖𝑗𝑘 = {
1  𝐶𝑎𝑟 𝑘 𝑚𝑜𝑣𝑒𝑠 𝑓𝑟𝑜𝑚 𝑖 𝑡𝑜 𝑗

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2) 

𝑦𝑖𝑘 = {
1  𝐶𝑎𝑟 𝑘 𝑠𝑒𝑟𝑣𝑒𝑠 𝑐𝑙𝑖𝑒𝑛𝑡𝑠 𝑖

0  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (3) 

 

The goal of establishing the design is to minimize 

the total transportation cost. The transportation cost is 

directly proportional to the driving route of the 

automobile [20]. The smaller the operating route, the less 

the fuel ingestion of the automobile, the less the working 

time of the operator, and of course, the minimum the 

total conveyance cost. The following is a calculated 

design with the shortest driving route as the objective 

task for the logistics dissemination automobile routing 

issue: 

 

𝑚𝑖𝑛 𝑧 = ∑ ∑ ∑ 𝑜𝑐𝑖𝑗𝑥𝑖𝑗𝑘

𝐾

𝑘=0

𝐿

𝑗=0

𝐿

𝑖=0

 (4) 

∑ 𝑔𝑖𝑦𝑖𝑘 ≤ 𝑞; ∀𝑘

𝐿

𝑖=1

𝑜 (5) 

∑ 𝑦𝑖𝑘 = {
1  𝑖 = 1,2, . . . , 𝐿

𝐾       𝑖 = 0

𝐾

𝑘=1

 (6) 

∑ 𝑥𝑖𝑗𝑘 = 𝑦𝑖𝑘    𝑗 = 0,1, . . . , 𝐿; ∀𝑘

𝐿

𝑖=0

 (7) 

∑ 𝑥𝑖𝑗𝑘 = 𝑦𝑖𝑘    𝑖 = 0,1, . . . , 𝐿; ∀𝑘

𝐿

𝑗=0

 (8) 

𝑥𝑖𝑗𝑘 = 0 𝑜𝑟 1   𝑖, 𝑗 = 0,1, . . . , 𝐿; ∀𝑘 (9) 

𝑦𝑖𝑘 = 0 𝑜𝑟 1   𝑖 = 0,1, . . . , 𝐿; ∀𝑘 (10) 

 

In the offered design: 

Equation (4) is the objective task. 

Equation (5) is the automobile volume constraint, 

and the total goods loaded by single automobile shall not 

cross its extreme carrying volume. 

Equation (6) means that each customer has only one 

automobile to serve, and all tasks are completed by K 

automobiles. 

Equation (7) indicates that there is and only one 

automobile arriving at a customer. 

Equation (8) indicates that there is and only one 

automobile leaving a customer. 

Equations (9) and (10) are integer restrictions. 

3.2 Design of hybrid (PSO) procedure  

Standard PSO process implementation process is as 

follows: 

    Step 1: Start the process with the element swarm, 

take the real quantity between 1 ~ (K + L-1) randomly 

for each dimension of each element situation vector x, 

and take the real quantity between - (K + L-2) ~ (K + L-

2) randomly for each dimension of each velocity vector 

V, and set the parameters ω, C1, C2, R. 

Step 2: Converts the situation vector of each 

element into the form of general route. 

Step 3: Calculate the fitness rate of each element 

according to formula (6), and take the initial evaluation 

value as the individual extreme value pbesti1, find the 

global extreme value gbest1. 
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Step 4: For each element, obtain the velocity V 

according to formula (7), and calculate the next assembly 

situation x according to formula (8). When calculating V 

and X, if it cross the range, take the value according to 

the boundary and convert 𝑥 into the form of regular 

route. 

Step 5: Calculate the fitness rate of each element 

according to formula (9) and compare it with pbestid, 

gbestd and. If the fitness value is smaller, update pbestid 

or gbestd. 

Step 6: If the termination situations are not meet, 

step 4 is returned. 

Mountain climbing scheme 1: for the global 

extremum in every generation assembly formed through 

standard PSO, the mountain climbing operation is 

implemented through domain search. This paper is 

realized by exchanging the situations of any two 

dimensions in the element situation vector. The specific 

operations are as follows: 

1. For the global extremum in each generation, any 

two dimensions in the situation vector are 

randomly selected to exchange their situations. 

2. Judge whether the fitness value becomes smaller 

after changing the situation. If it becomes 

smaller, replace the global extreme value with 

the individual after changing the situation. 

3. Repeat 1 and 2 until a certain quantity of 

exchanges are reached. 

The hybrid (PSO) procedure using mountain 

climbing scheme I is called hybrid PSO scheme I. 

    Mountain climbing scheme 2: in each iteration, 

the mountain climbing operation is implemented for each 

element through domain search. It is also realized by 

exchanging the situations of any two dimensions in the 

element situation vector. The specific operations are as 

follows: 

1. For each element, any two dimensions in the 

situation vector are randomly selected to 

exchange their situations. 

2. Judge whether the fitness value becomes 

smaller after changing the situation. If it 

becomes smaller, replace the individual extreme 

value of the element with the individual after 

changing the situation. 

3. Repeat 1 and 2 until a certain quantity of 

exchanges are reached. 

4. Compare the individual extreme value obtained 

after mountain climbing with the global extreme 

value. If the fitness value becomes smaller, 

update the global extreme value. 

The hybrid (PSO) procedure using mountain 

climbing scheme II is called hybrid PSO scheme II.  

Hybrid PSO scheme 1 and hybrid PSO scheme 2 

are obtained by introducing mountain climbing 

procedure on the basis of standard PSO. The difference 

between the two procedures is that the time of 

introducing the mountain climbing procedure is different. 

The former is to climb the global extremum in each 

generation of population formed by standard PSO 

through domain search, and the latter is to climb each 

element through domain search in each iteration. 

The purpose of introducing mountain climbing 

operation into (PSO) procedure is two: one is to enhance 

the local search ability of (PSO) procedure. The second 

is to prevent premature convergence without finding the 

optimal result. The local search ability of Hybrid PSO 

scheme 1 is greater than that of standard pso} Hybrid 

PSO scheme 2, which is fully proved in the later example 

analysis. 

 

4 Results and analysis 
This section describes outcome analysis obtained 

for from the offered design of route optimization based 

on PSO. 

4.1 Example 1 analysis 

The issue of example 1 is a dissemination system 

with 8 chain stocks and 1 Dissemination Center. The 

quantity of automobiles used for dissemination in the 

dissemination center is 2, and the automobile volume is 

eight tons. The distance among chain stocks (km) and its 

request (ton) are tabulated in Table 1. The dissemination 

center quantity is 0. It is compulsory to position 

appropriate driving routes to minimize the total 

transportation mileage. 

 

The optimal total route observed through 

experimentation test is: 6-7-4-0-1-3-5-8-2, the 

corresponding driving route is: 

  Automobile 1: dissemination center - chain stock 6 

- chain stock 7 - chain stock 4 - dissemination center 

Automobile 2: dissemination center - chain stock 1 - 

chain stock 3 - chain stock 5 - chain stock 8 - chain stock 

2 - dissemination center. 

The optimized total driving area is 67.5 kms. 

Due to the introduction of mountain climbing 

procedure, the convergence speed of hybrid procedure is 

much better than that of standard PSO procedure. The 

changes of the optimal element fitness values of standard 

PSO procedure, mixed PSO scheme I and mixed PSO 

scheme II with the quantity of iterations are shown in 

Figure 2, Figure 3and Figure 4 respectively. The 

observations through this Figure are that among the three 

procedures of standard PSO, mixed PSO scheme 1 and 

mixed PSO scheme 2, the convergence speed of mixed 

PSO scheme 2 is the fastest, the convergence speed of 

mixed PSO scheme is the second, and the convergence 

speed of standard PSO is the slowest.
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Figure 2: Growth of standard PSO optimal result. 

 

 

Table 1: Distance and request between chain stocks 

Chain 

stock 

Quantity 

Requirement 
Distance 

0 1 2 3 4 5 6 7 8 

0 0 0 4 6 7.5 9 20 10 16 8 

1 1 4 0 6.5 4 10 5 7.5 11 10 

2 2 6 6.5 0 7.5 10 10 7.5 7.5 7.5 

3 1 7.5 4 7.5 0 10 5 9 9 15 

4 2 9 10 10 10 0 10 7.5 7.5 10 

5 1 20 5 10 5 10 0 7 9 7.5 

6 4 10 7.5 7.5 9 7.5 7 0 7 10 

7 2 16 11 7.5 9 7.5 9 7 0 10 

8 2 8 10 7.5 15 10 7.5 10 10 0 

 

 

 

 
Figure 3: Growth of optimal result of Hybrid PSO 

scheme I. 

 

 

 

 

 

 

 

 
Figure 4: Growth of the second optimal result of the 

mixed PSO scheme. 
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The three procedures of standard PSO, mixed PSO 

scheme I and mixed PSO scheme II all carry out 20 

operations, and the operation outcomes are that the 

standard PSO 20 operations and 5 operations reach the 

optimum. In the mixed PSO scheme 1, 20 operations and 

8 operations reach the optimum, and the mixed PSO 

scheme 2 20 operations and 17 operations reach the 

optimum. It can be seen from the test outcomes that the 

stick PSO scheme 1 is better than the standard PSO 

under the same quantity of iterations. The reason is that 

the hybrid PSO scheme introduces the mountain 

climbing operation to the global extremum in every 

generation, which improves the local examination 

capability of the normal PSO. The quantity of iterations 

of Hybrid PSO scheme 2 is only half of that of standard 

PSO and hybrid PSO scheme 1, but the operation 

outcome is obviously better than that of standard PSO 

and hybrid PSO scheme 1. The reason is that hybrid PSO 

scheme 2 introduces mountain climbing operation for 

each element, which greatly increases the intensity of 

local search and makes up for the defect that (PSO) 

procedure is easy to fall into local optimization. 

4.2 Example 2 analysis 

There are only 8 dissemination points in example 1. 

In order to further test the performance of Hybrid PSO 

scheme 1 and hybrid PSO scheme 2, a dissemination 

system with issue scale of 20 is randomly generated in 

this paper. The coordinates of the dissemination center 

are (45 kms, 45 kms), the location coordinates of clients 

are (x km, y km), X and y are actual quantities among 0 

and 100, and the cargo request is a random quantity 

between 0 and 2. See Table 2 and 3 for the coordinates of 

20 clients and their cargo request. The load volume of 

automobiles in the dissemination center is 8t, and the 

quantity of automobiles in the dissemination center is 3. 

It is required to reasonably arrange the dissemination 

route of automobiles to minimize the dissemination 

mileage. For ease, the distance among clients and the 

distance between clients and dissemination center are 

straight-line distance. The example includes 20 clients, 

and the total quantity of clients is up to 2.433 x 1018. 

Due to time restrictions, this issue cannot be realized by 

exhaustive method. The graphical representation of 

customer coordinates and their request is presented in 

Figure5. 

 

Table 2: Customer coordinates and their request 

 

Client 

quantity 
1 2 3 4 5 6 7 8 9 10 

Abscissa 42 57 41 70 96 91 62 72 76 26 

Ordinate 14 32 99 47 58 88 79 10 8 54 

Requirement 0.3 0.4 1.2 1.5 0.8 1.3 1.1 0.6 1.2 0.4 

 

 

 

Table 3: Customer coordinates and their request (Continued)

Client quantity 11 12 13 14 15 16 17 18 19 20 

Abscissa 55 93 45 28 78 10 16 11 97 56 

Ordinate 39 28 74 96 9 27 71 55 31 94 

Requirement 0.9 1.3 0.7 1.9 1.7 1.1 1.5 1.6 1.2 1.5 
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Figure 5: Graphical Representation of customer coordinates and their request. 

 

 

 
Figure 6: Comparison of outcomes of standard PSO, 

mixed PSO scheme I and mixed PSO scheme II. 

 

The example includes 20 clients, and the total 

quantity of clients is up to 2.433 x 1018. Due to time 

restrictions, this issue cannot be realized by exhaustive 

method. The graphical representation of customer 

coordinates and their request is presented in Figure 5.  

The three procedures of standard PSO, mixed PSO 

scheme I and mixed PSO scheme II all carry out 10 

operations, and the operation outcomes are shown in 

Figure 6. It is observed that the optimal value obtained 

by standard PSO is 717.79. The average value of 10 

results is 793.28. The optimal value of Hybrid PSO 

scheme 1 is 575.68, and the average value of 10 times is 

620.94. The optimal value of Hybrid PSO scheme 2 is 

535.90, and the average value of 10 results is only 

588.52. 

4.3 Discussion 

It can be seen from the figure that after the issue 

scale increases, the performance of Hybrid PSO scheme  

 

1 and hybrid PSO scheme 2 is also better than that of 

standard PSO method. Due to the introduction of 

mountain climbing operation for each element, the 

performance of Hybrid PSO scheme 2 is much better 

than that of standard PSO and hybrid PSO scheme 1. 

High quality results are obtained after 10 times of result. 

Using hybrid PSO scheme 2 to solve the logistics 

dissemination automobile routing issue can greatly 

shorten the dissemination mileage. This method is an 

effective method to solve the logistics dissemination 

automobile routing issue. Through the analysis of 

calculation outcomes of example 1 and example 2, the 

following conclusions can be drawn: 

The local search ability of Hybrid PSO scheme 1 is 

greater than that of standard PSO} Hybrid PSO scheme 

2. Due to the mountain climbing operation of each 

element, the local search ability of Hybrid PSO scheme 1 

is greater than that of Hybrid PSO scheme 1 and standard 

PSO. The introduction of mountain climbing procedure 

makes up for the defect that (PSO) procedure is easy to 

fall into local optimization. Due to the introduction of 

mountain climbing procedure, the convergence speed of 

hybrid procedure is much better than that of standard 

PSO procedure. Among the three procedures of standard 

PSO, mixed PSO scheme 1 and mixed PSO scheme 2, 

the convergence speed of mixed PSO scheme 2 is the 

fastest, the convergence speed of mixed PSO scheme is 

the second, and the convergence speed of standard PSO 

is the slowest. 

When the population size is roughly the same, the 

hybrid PSO scheme 2 is also better than the standard GA 

and the two population GA. When solving the 

automobile routing issue of logistics dissemination, the 

performance of Hybrid PSO scheme I and hybrid PSO 

scheme II are better than standard PSO, and the 

performance of Hybrid PSO scheme II is the best. Hybrid 

PSO scheme 2 can quickly and effectively solve the 

logistics dissemination automobile routing issue. Using 

this method to solve the logistics dissemination 

automobile routing issue can greatly shorten the 
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dissemination mileage. The procedure is simple and easy 

to program. It is a useful and realistic optimization 

technique to resolve the logistics dissemination 

automobile routing issue. 

 

5 Conclusion 
In this paper, the mathematical design of logistics 

dissemination automobile routing issue is established. 

Aiming at the lack of local search ability of (PSO) 

procedure, the mountain climbing procedure with strong 

local search ability is introduced into (PSO) procedure to 

improve the offered procedure. The hybrid (PSO) 

procedure is applied to the automobile routing issue of 

logistics dissemination. Combined with the features of 

logistics dissemination, two mountain climbing schemes 

are offered, and two different hybrid (PSO) procedures 

are constructed. For the global extremum in each 

generation, the climbing operation is introduced to form 

stick PSO scheme 1, and the climbing operation for each 

element forms Hybrid PSO scheme 2. The standard PSO, 

hybrid PSO scheme 1 and hybrid PSO scheme 2 are used 

to solve the logistics dissemination automobile routing 

issue. The example analysis displays that the hybrid PSO 

scheme 1 and hybrid PSO scheme 2 offered in this paper 

have better performance than the standard PSOA method 

in solving the automobile routing issue. It can efficiently 

resolve the logistics dissemination automobile routing 

issue. After the issue scale rises, the optimization 

advantages of Hybrid PSO scheme 2 are fully displayed. 

The article reveals that hybrid PSO scheme 2 is effective 

to solve the logistics dissemination automobile routing 

issue and can greatly shorten the dissemination mileage. 
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To solve the problem of material distribution path planning in a production workshop, this paper 

proposes research on multi-objective cargo logistics loading and distribution based on an improved 

genetic algorithm. This paper improves the genetic algorithm to solve the problem (P), that is, the 

evolution model based on the genetic algorithm draws lessons from the coding mode of the genetic 

algorithm, and uses the row insertion method to obtain the initial population. The improved genetic 

algorithm is better than the traditional genetic algorithm. The rapid development of railway 

transportation towards high speed, high density, and heavy load has led to even higher requirements for 

the safety of railway signal equipment. The safety of railway signal equipment is an important part of 

ensuring railway traffic safety, thus, it is very necessary to study a system that can diagnose the fault of 

railway signal equipment according to the actual situation. This article utilizes the genetic algorithm of 

artificial intelligence for investigating the loading and distribution of logistics in transportation. It is 

demonstrated that genetic algorithm integration is an effective method to improve the performance of 

logistic distribution model. The convergence speed of the improved genetic algorithm is fast, and it 

shows a stable upward trend with the increase of the number of iterations. 

 

Povzetek: Predlagan je izboljšan genetski algoritem za učinkovito logistično natovarjanje in 

distribucijo, kar izboljšuje uspešnost in hitrost logistične distribucije. 

 

1 Introduction  
With the rapid development of science and 

technology and the acceleration of the process of global 

economic integration, the logistics activities in the daily 

business activities of enterprises play a more and more 

important role in the global economic development, and 

their impact on all aspects of global economic activities 

is becoming more and more obvious [1]. Especially with 

the development of e-commerce websites, logistics has 

gradually become an important competitive field for 

enterprises [2]. Logistics distribution refers to integrated 

and systematic management that coordinates with the 

daily business activities of enterprises such as 

production, procurement, supply, and sales, and 

integrates the corresponding logistics activities such as 

distribution, handling, loading and unloading, storage, 

transportation, packaging, and information transmission. 

Its purpose is to provide customers with the best service 

at the lowest possible cost, to improve the overall 

economic benefits of the enterprise and enhance the 

overall competitive level of the enterprise [3].  

At present, in China's logistics industry, important 

decision-making problems such as distribution center 

location, transportation route, inventory control and 

cargo assembly scheme are still in the state of semi 

manual decision-making, and the technical support of the 

whole logistics activities lags behind the global average 

level [4]. Like the vast majority of different businesses, 

sharing is a major problem for logistics factories now, 

from Uber-style ways to deal with last-mile conveyance, 

to more operations specialist organizations and 

organizations at big business level, cooperation is re-

imagined in the entire SLN (sharing logistics network). 

By and large, various capabilities in SLN can be shared, 

from request assortment, pressing, arranging, to ship, 

stockpiling and conveyance, qualified conventional 

suppliers are allowed to go along with it and import their 

own accessible operations assets into asset pool for 

summon, and the coordinated suppliers perform brought 

together asset evening out to fulfil irregular strategies 

needs from different clients. Contrasted and the ordinary 

frameworks independently set-up, SLN with enormous 

clients prompts further developing individual asset 

productivity, defending by and large asset work, reducing 

transport expense, and saving conveyance time.  

For instance, asset evening out in SLN can further 

develop responsibility by changing the rundown of 

operations task start times and re-establishing the priority 

connection among undertakings intra-stage, and 

furthermore can keep up with the power in asset 

productivity considering benefit assignment and 

administration criticism between stage. One might say 

that multi-stage asset evening out among customary 

suppliers is particularly essential to asset the board in 

SLN, which is the obvious elements of Industry 3.5. 

Multi-stage asset evening out issue in sharing planned 

operations network is a multi-objective improvement 

issue, which is firmly non-deterministic polynomial hard 

in open circle climate.  
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Figure 1: Material distribution process 

 

Especially in the e-commerce environment with 

huge transaction volumes and extremely fast transaction 

speed, the contradiction between information flow and 

logistics has seriously affected the service quality of 

enterprises. Therefore, through the research on the 

optimization of distribution path, we can clarify the work 

details of each link of logistics distribution in enterprise 

business activities, and further improve the relevant 

technical system, to improve the overall intelligent level 

of the logistics industry. It is assumed that each 

operator's initial position is in the material supermarket. 

When the operator completes all batching tasks, he 

returns to the material supermarket. Dispatch the 

minimum number of operators to load the material truck 

according to the assigned task and send it to each 

workstation in turn until all materials are delivered and 

returned to the material supermarket. The material 

distribution process is shown in Figure 1 [5]. 

The rest of this article is organized as: Section 2 

presents the related works in various domains. Section 3 

consists of multi-objective mathematical model and its 

solution using genetic algorithm. Results and analysis are 

discussed in section 4 followed by concluding remarks in 

section 5. 

 

2 Related work 
Aiming at this research problem, Yun and Li 

changed the constraints in the distribution path and 

analyzed the impact of each index on the path [6]. Feng 

et al. proposed an optimization model aiming at the 

shortest distribution path and the least distribution times 

[7]. Sheng et al. used a hybrid particle swarm 

optimization algorithm to solve the material distribution 

model aiming at material transportation cost, 

transportation time, and line inventory [8]. Abbasi et al. 

proposed a material distribution method focusing on 

stations, and established a material flow path 

optimization model with the optimization objective of 

minimizing the total distribution time [9]. Wang et al. 

mainly establish models for VRP problems in two 

processes of auxiliary materials and replenishment and 

use a genetic algorithm to solve them with the goal of 

path optimization [10]. Saric et al. studied the just-in-

time distribution of materials under the condition of 

limited distribution vehicles and solved it with an 

improved genetic algorithm and three-stage heuristic 

algorithm [11]. Mazhari et al. expounded on the 

problems existing in the material distribution process of 

the automobile assembly line and put forward the 

material distribution path optimization model with a time 

window with the goal of the shortest distribution distance 

[12]. Zan et al. proposed an optimization model to 

minimize distribution cost and solved the model by using 

dynamic programming and simulated annealing genetic 

algorithm [13]. Minaei et al. proposed an M- VRPTW 

research model based on the VRPTW problem [14]. 

Grisales et al. proposed a VRPTW mathematical model 

with time window constraints based on multi-supply 

points and place dependence and further summarized the 

research progress of VRPTW [15]. Based on the current 

research, this paper proposes the research of multi-

objective cargo logistics loading and distribution based 

on an improved genetic algorithm.  

A technique which considers wavelet frames for 

micropolar fluid flow is used for high mass transfer [16]. 

The vibration over the sandwich plates of laminated 

skew is studied through finite element [17]. The 

numerical simulation based on space time fractional 

equation are evaluated [18]. The proposed work can 

further be extended by using integration approaches of 

Artificial Intelligence and Machine learning as studied 
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from several studies [19-21]. This paper improves the 

genetic algorithm to solve the problem (P), that is, the 

evolution model based on the genetic algorithm draws 

lessons from the coding mode of the genetic algorithm, 

and uses the row insertion method to obtain the initial 

population. In the crossover operation, the narrow gene 

similarity is used to distinguish the chromosome 

similarity, and the double variation rate is added to the 

mutation operation in the evolution process. MATLAB is 

used to realize the algorithm, and compared with the 

traditional genetic algorithm to verify the feasibility and 

effectiveness of the proposed model and algorithm. 

 

3 Mathematical model establishment 
This section includes the description of model 

establishment including variables and providing solution 

based on genetic algorithm.  

3.1 Decision variables 
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3.2 Multi-objective mathematical model 

According to the problems, the following 

mathematical models are constructed: 

 

A. Optimization objectives 

Minimize total distance traveled: 
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Where 𝑛 is the number of jobs; K is the number of 

distribution tools; 𝑄 is the carrying capacity; 𝑄𝑖  is the 

demand of station 𝑖; 𝐷𝑖𝑗  is the distance from stations 𝑖 

and 𝑗; 𝐷 is the service time at station 𝑖; 𝑇𝑖𝑗  is the travel 

time from station 𝑖 to station 𝑗; 𝑊𝑖 is the waiting time at 

station 𝑖; 𝑡𝑖 is the time to start service station 𝑖. Equation 

(3) ~ equation (6) represents the objective function, 

which is the driving distance of distribution tools, 

number of used tools, station satisfaction, and carrying 

rate in turn; Equation (7) means that the service shall not 

be started outside the time window; Equation (8) 

represents the carrying capacity constraint; Equation (9) 

indicates that each station has and only has one 

distribution tool service; Equations (10) to (11) represent 

the relationship between two variables 𝑥𝑖𝑗𝑘  and 𝑦𝑖𝑘; 

Equations (12) to (13) indicate that the distribution tools 

leave the warehouse and finally drive back to the 

warehouse; Equation (14) is a branch elimination 

constraint [22]. 

3.3 Solving the model with an improved 

genetic algorithm 

The material distribution path planning problem in 

the production workshop is an NP problem. At present, 

many heuristic algorithms have their defects in solving 

multi-objective and multi-constraint optimization 

problems, such as slow convergence, premature 

convergence, unbalanced global optimization ability, and 

local search ability. Therefore, this paper improves the 

genetic algorithm to solve the problem (P), that is, based 

on the evolution model of the genetic algorithm, draws 
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lessons from the coding mode of the genetic algorithm, 

and uses the row insertion method to obtain the initial 

population. In the crossover operation, the narrow gene 

similarity is used to distinguish the similarity of 

chromosomes, and the double mutation rate is added to 

the mutation operation in the evolution process [23]. 

3.4 Construct chromosomes to produce the 

initial population 

The quality of initial population generation 

determines the starting point of algorithm search. The 

high-quality population can accelerate the convergence 

of the algorithm and improve the solution efficiency [24]. 

When there is no feasible insertion position in the current 

distribution tool path, a new distribution tool is opened, 

and this paper improves it on this basis, as described in 

step 4. 

Definition 1: The optimal insertion position is in the 

set of feasible insertion positions of the current path, and 

the initial feasible population generation steps are as 

follows: 

Step 1: Randomly arrange 𝑁 stations to obtain the 

station sequence set 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑁}, then assign it to 

the vehicle from left to right, and finally initialize the 

distribution path number Car_Code=0； 

Step 2: Set car_Code = Car_Code + 1, the newly 

opened delivery tool, and its path number is Car_Code, 

arrange the leftmost station in the current x to the new 

path, and delete the station from 𝑋; 

Step 3: Judge whether 𝑋 is empty. If yes, go to step 

5; Otherwise, go to step 4. 

Step 4: Take the leftmost station in the current set X 

and judge whether there is a feasible insertion position in 

the current distribution tool path. If it exists, insert it into 

the best insertion position of the current distribution tool 

path, and turn to step 3; If it does not exist, judge 

whether it exists from small to large according to the 

path number of the distribution tool. If it exists, insert it 

into the best insertion position of the path, and turn to 

step 3, otherwise turn to step 2. 

Step 5: Calculate the best start service time of the 

generated feasible chromosome to maximize the average 

station satisfaction of the chromosome. 

Step 6: Repeat steps 2 to 5, and stop when the number of 

feasible chromosomes reaches the specified number. 

Among them, the feasible insertion location and the best 

service start time are determined as follows: 

 

i. Determination of feasible insertion position 

If the feasible distribution path of an established 

distribution tool is 𝐵 and the start service time at the 

station 𝑥𝑖 is 𝑡𝑥𝑖, the maximum delay time for the 

distribution tool to arrive at the station is: 
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If a station 𝑥𝑠  is inserted after the 𝑖𝑡ℎ station in the 

feasible path, the path is still feasible, then condition 1 

capacity constraints: 

Qqq s

p

i

xi +
=1

 (16) 

Condition 2-time constraints, the time when the 

delivery tool reaches the station s shall not be later than 

the lower limit of the time window of the station, that is, 

when 𝑡𝑥𝑖 + 𝑇𝑥𝑖 + 𝑇𝑥𝑖,𝑠 ≤ 𝐿𝑇𝑠 and 𝑖 = 0,  𝑡𝑥𝑖 = 𝑇𝑥𝑖 = 0, 
𝑇𝑥1,𝑠 = 𝑇0,𝑠. When 𝑖 ≤ 𝑃 − 1 the delivery tool must meet 

the following requirements when arriving at the station 

𝑋𝑖+1: 

 

max{𝑡𝑥𝑖 + 𝑇𝑥𝑖 + 𝑇𝑥𝑖,𝑠, 𝐸𝑇𝑠} + 𝑇𝑠 + 𝑇𝑠,𝑥𝑖+1 ≤ 
(17) 

𝑡 𝑥𝑖+1 + max _𝑝𝑜𝑛𝑒(𝑥𝑖+1) − 𝑊𝑥𝑖+1 

ii. Determination of the best service start time 

In the feasible path obtained by the above operation, 

the comprehensive satisfaction of the station is not the 

best. Based on the research on the determination method 

of the best start service time, this paper adjusts the time 

from the last station of the distribution tool path, omits 

the determination of the non-push able part, and 

improves the calculation of the maximum deferrable 

amount. 

The calculation steps of the best service start time 

are as follows: 

Step 1: Assume that the distribution path of a 

distribution tool is (𝑥1, 𝑥2, … , 𝑥𝑝). 

Step 2: Divide the delivery tool path into several 

segments (𝑥𝑖 , 𝑥𝑖+1, 𝑥𝑖+2, … , 𝑥𝑗), meet condition 𝑊𝑥𝑖+1 =

𝑊𝑥𝑖+2 = ⋯ = 𝑊𝑥𝑗 = 0, when 𝑖 ≠ 1，𝑊𝑥𝑖 ≠ 0; 𝑊𝑥𝑗 <

𝑝, 𝑊𝑥𝑗+1 ≠ 0. 

Step 3: Take the last segment of the distribution 

path and set it as (𝑥1, 𝑥2, … , 𝑥𝑚), Adjust the service start 

time of the station 𝑥𝑚, 𝑥𝑚−1, … , 𝑥2, 𝑥1 in sequence; 

Under the condition of meeting the time constraint, the 

maximum delay to station 𝑥𝑠(𝑠 = 1, 2, … , 𝑚) is 𝑡0 =
max{𝑡′|∑ 𝑢𝑥𝑛

′(𝑡𝑥𝑛 + 𝑡′)𝑚
𝑛=𝑠 ≥ 0}. 

Step 4: Take the previous segment of the adjusted 

segment in the current distribution tool path and adjust it 

according to the method in step 3; If the segment forms a 

new segment with the latter segment in the current 

distribution tool path, readjust the newly formed 

segment; Otherwise, go to step 5. 

Step 5: Continue to repeat step 4 until the service 

start time of all stations in the distribution tool path is 

determined. 
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3.5 Fitness function 

The fitness of each individual is calculated 

according to the optimization target value and weight 

parameter. The solving function is as follows: 
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(18) 

Where, ℎ𝑘 represents chromosome 𝐾; 𝑑𝑘 , 𝑣𝑘 , 𝑢𝑘, 𝑙𝑘 

represent the driving distance of chromosome ℎ, the total 

number of distribution tools used, the average 

satisfaction of stations, and the carrying rate of 

distribution tools; 𝑑𝑚𝑎𝑥 , 𝑣𝑚𝑎𝑥 , 𝑢𝑚𝑎𝑥 , 𝑙𝑚𝑎𝑥  represents the 

maximum travel distance, the maximum number of 

distribution tools used, the maximum average satisfaction 

of stations, and the maximum carrying rate of 

chromosomes in the current population; 𝛼𝑖(𝑖 = 1, 2, 3, 4) 

is the weight coefficient [25]. 

 

4 Results and analysis 
This section illustrates the result and analysis of 

proposed system using genetic algorithm. The distance 

between stations is measured along with the driving 

schedule which is presented in this section. 

In material distribution in the production workshop, 

there are 9 stations and a warehouse, and the carrying 

capacity of the distribution tool is 12 units. The service 

time, reservation time, and demand of each station are 

shown in Table 1, and the driving time and distance 

between each station are shown in Tables 2 and 3; 

Improve the basic parameters of the genetic algorithm 

and take the population size pop_Size = 100, number of 

iterations Max_Gen = 200, selection probability 𝑃𝑥 =
0.8, crossover probability 𝑃𝑐 = 0.8, double mutation 

probability Local_Pm = 0.1 and Global_Pm=0.2.  

 

Table 1: Information about each station 
Station 

number 
1 2 3 4 5 6 7 8 9 

Service 

time/min 
3.1 5.1 7.8 5.2 4.2 6.9 7.6 6.2 5.5 

Reservati

on time / 

min 

33,3
7,39 

5.7.4.1
0 

26,27,
30 

18,20,
22 

15,18,
21 

31,34,
36 

9,11,1
2 

22,25,
27 

29,33,
35 

Demand/

unit 
3.8 5.2 2.7 2.8 4.4 4.8 5.7 2.7 4.7 

 

Table 2: Distance between stations and Driving Schedule 

(stations 1-4) 

Station 

number 

Driving time/min 

Warehouse 

0 

Station 

1 

Station 

2 

Station 

3 

Station 

4 

Driving 

distance/m 

0 0 10 5 9 11 

1 23.43 0 6 5 7 

2 27.12 24.10 0 9 7 

3 12.29 16.54 15 0 6 

4 26.49 36.59 18.49 21.07 0 

5 11.59 33.31 30.21 20 21.56 

6 7.11 29.30 32.42 18. 65 28.69 

7 7.79 26.79 34.39 19.51 33.49 

8 21.89 25.31 43.59 28.89 47.79 

9 20.11 7.89 29.79 18.35 39.80 

 

According to the above algorithm, Matlab 

simulation is used to calculate under different weight 

settings. The results are shown in Table 4. 

It can be seen from Table 4 that the setting of 

optimization target weight parameters has a great impact 

on the experimental results [26]. d. L is closely related to 

v, that is, d increases with the increase of v, and l 

decreases with the increase of 0; u is opposite to d, v and 

l, that is, the increase of u is at the cost of the increase of 

d and v and the decrease of L [21]. 

  

Table 3: Distance between stations and Driving Schedule 

(stations 5-9) 

Station 

number 

Driving time/min 

Station 5 Station 6 Station 7 Station 8 Station 9 

Driving 

distance/m 

0 5 11 7 10 10 

1 8 6 8 11 10 

2 9 12 7 11 11 

3 6 11 6 6 9 

4 8 6 11 9 10 

5 0 9 10 12 9 

6 9.59 0 10 10 9 

7 14.69 6.15 0 5 6 

8 31.39 22.39 17.19 10 10 

9 31.69 25.79 21.89 17.51 0 

 

Table 4: Simulation results 

Weight setting   Experimental result 

𝜶𝟏 𝜶𝟐 𝜶𝟑 𝜶𝟒 d v u l 

0.7 0.1 0.1 0.1 209.31 5 0.849 0.621 

0.1 0.7 0.1 0.1 227.53 4 0.679 0.767 

0.1 0.1 0.7 0.1 243.31 6 0.951 0.521 

0.1 0.1 0.1 0.7 231.21 4 0.761 0.776 

 

It can be seen from Table 4 that the setting of 

optimization target weight parameters has a great impact 

on the experimental results [20]. d. L is closely related to 

v, that is, d increases with the increase of v, and l 

decreases with the increase of 0; u is opposite to d, v and 

l, that is, the increase of u is at the cost of the increase of 

d and v and the decrease of L [27]. 

To prove the effectiveness of the improved genetic 

algorithm proposed in this paper, the improved genetic 

algorithm takes the weights 𝛼1 = 1, 𝛼2 = 1 and 𝛼3 = 1 

respectively, which is compared with the corresponding 

single objective solution of the traditional genetic 

algorithm (𝛼4 = 1 is not analyzed here because l is 

inversely proportional to v). The traditional genetic 

algorithm is used to calculate this example. The initial 

population size is 100, the selection probability and 
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crossover probability are 0.8, and the mutation 

probability is 0.1 [28]. 

As shown in Figure 2, when 𝛼1 = 1, the improved 

genetic algorithm shows a stable downward trend after 

30 generations and converges to 55 generations [29]. 

However, the convergence speed of the traditional 

genetic algorithm is very slow in the middle and late 

stages, and it does not begin to converge until generation 

126. As shown in Figure 3, when 𝛼2 = 1, the improved 

genetic algorithm has no fluctuation. From the whole 

image, the two have a downward trend, that is, the 

connecting line between the starting point and the 

convergence point. The slope of the improved genetic 

algorithm is significantly greater than that of the 

traditional genetic algorithm [30].  

 

 
Figure 2: Comparison of travel distance convergence of 

distribution tools. 

 

 
Figure 3: Convergence comparison of usage number of 

distribution tools. 

 

As shown in Figure 4, when 𝛼3 = 1, the 

convergence speed of the improved genetic algorithm is 

also fast, showing a stable upward trend with the increase 

in the number of iterations [31]. To sum up, from the 

convergence diagrams in Figures 2, 3, and 4, it is obvious 

that the improved genetic algorithm is superior to the 

traditional genetic algorithm [32]. 

 

 
Figure 4: Convergence comparison of station average 

satisfaction. 

In the crossover operation, the narrow gene 

similarity is used to distinguish the chromosome 

similarity, and the double variation rate is added to the 

mutation operation in the evolution process. The basic 

parameters of the genetic algorithm are improved and the 

population size pop is taken_ size = 100, number of 

iterations Max_ gen = 200, the selection probability 𝑃𝑥 =
0.8, crossover probability 𝑃𝑐 = 0.8, double mutation 

probability Local_ Pm = 0.1 and Global_ Pm=0.2. 

Matlab simulation is used to calculate under different 

weight settings. When 𝛼1 = 1, the improved genetic 

algorithm shows a stable downward trend after 30 

generations and converges to 55 generations; However, 

the convergence speed of the traditional genetic 

algorithm is very slow in the middle and late stages, and 

it does not begin to converge until generation 126. When 

𝛼2 = 1, the improved genetic algorithm has no 

fluctuation. From the whole image, we can see the 

downward trend between the two, that is, the connection 

between the starting point and the convergence point. 

The slope of the improved genetic algorithm is 

significantly greater than that of the traditional genetic 

algorithm. When 𝛼3 = 1, the convergence speed of the 

improved genetic algorithm is fast, and it shows a stable 

upward trend with the increase in the number of 

iterations. 

 

5 Conclusions 
In this paper, based on the research of multi-

objective cargo logistics loading and distribution based 

on an improved genetic algorithm, a multi-objective 

mathematical programming model under the condition of 

fuzzy station reservation time is constructed, and an 

improved genetic algorithm is proposed to solve the 

model. In the algorithm design, the feasible insertion 

method is used to generate the initial population to speed 
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up the convergence speed. The concept of narrow gene 

similarity is proposed to avoid the cross operation of 

individuals with high similarity. At the same time, the 

double mutation mechanism is added to the mutation 

process to control the search range and convergence 

speed of the global solution space. Finally, the algorithm 

is implemented by MATLAB and compared with the 

traditional genetic algorithm to verify the feasibility and 

effectiveness of the proposed model and algorithm. The 

next research will consider the dynamic changes in 

workstation material requirements. In future work this 

research, delicate time window should to be thought of as 

because of the impediment of difficult time window in 

this paper, which can recognize the distinction among 

calculations. Moreover, the double effect of vulnerability 

from resource supply and client request is one more 

worry in proposed system. 
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Groundwater is one of the most important natural resources for the human being due to its ecological 

diversity. It has become a vastly vital and dependable source of water in all climatic regions together with 

each urban and rural areas of developed and developing countries like Bangladesh. Groundwater level 

declines for many reasons, some of which occurs due to natural phenomena and others are caused by 

human’s activities and it has been declining since the introduction of deep tube wells and shallow tube 

wells after 1970s. Excessive demand of water, evaporation, pollution, deforestation, poor storage, low 

rainfall, urbanization, frequent pumping of water are the important causes of groundwater level declination 

in Bangladesh as well as all over the world. Taking these potential effects of climatic change into account, 

we formulate a mathematical model of groundwater level declination with the help of a system of nonlinear 

ordinary differential equations (ODEs). The model has been analyzed by finding the existence of 

equilibrium points and also the conditions of stability and instability near the equilibrium points have been 

derived by using the stability theory of non-linear differential equations with Lyapunov function and phase 

portrait analysis. Finally, the numerical simulations have been performed to illustrate the effect of 

pollution, deforestation, frequent pumping of water and evaporation on the groundwater level in support of 

analytical findings. Our study shows that, groundwater level decreases significantly due to over pumping, 

pollution, deforestation and global warming. 

 

Povzetek: Padajoča raven podzemne vode je povezana s človekovimi aktivnostmi in naravnimi pojavi. V 

študiji je bil uporabljen matematični model za analizo vpliva onesnaževanja, sečnje gozdov in 

prekomernega črpanja podzemne vode. 
 

 

1 Introduction 

Groundwater is an essential part of public water supply 

and food production in Bangladesh and also significant 

natural resource that constitutes 95 percent of the 

freshwater [27]. About three billion people depend 

directly upon for drinking water and 40% of the world’s 

food is produced from irrigated agriculture that relies 

mainly on groundwater. Moreover, in the rural area, 

farmers are used freshwater about 70% for the purpose 

of cultivation and by 2050, nine billion people will 

depend upon an approximated 50% increase in irrigated 

agricultural production [22]. In Bangladesh, 45,400 deep 

tubewells, 1,533,920 shallow tubewells and 170,470 low 

lift pumps are employed presently to provide water for 

cultivation and using groundwater around 79% of the 

total cultivated area is irrigated [27]. Nowadays, 

groundwater acts as the mainstay for agriculture in the 

southern region of Asia like India, Sri Lanka, Pakistan, 

Bangladesh, and the Northern China. The water reserved 

in the ground can be compared to money kept in a bank 

account. If we pick off money at a swift rate than savings 

new money, we will ultimately start having account-

supply problems. Over pumping of water from the 

ground level rapidly than it is replenished for the lengthy 

period causes’ similar problems [26].  

Thus, groundwater level declination is a serious threat to 

the environment. It is primarily caused by sustained 

groundwater pumping. Moreover, due to poor reserving 

system, lots of rain water is wasted and the scientific 

development in procuring rain water is very poor. In case 

of saltwater contamination in the deep within the ground, 

a vast amount of usable water is reduced. Rainfall has 

diminished considerably over the years and it is the 

cause of large-scale deforestation and also rigorous 

climatic changes. These add to the reduction in water 

resources as well as groundwater resources. For 

agricultural use ground water is pumped more 

frequently, this can be done by fixing a tube well. Most 

of the industrial waste water are dumped to the water 

sources. This can be considered another reason for 

declination of water resources. Due to global warming 

and change in the climate, huge amounts of surface 

water and ground water is being evaporated, these also 

accumulate to the reduction in water resources as well as 

groundwater resources [51].  

 The influential consequences of groundwater 

declination are considered as drying up of tubewells, 

reduction of water in rivers, lakes i.e. in the land surface, 

degradation of water quality, increased the costs of 

pumping due to interrelation between ground and surface 
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water. The rivers, streams and lakes connected to 

groundwater can also have their supply declined while 

groundwater is overused [22]. 

Mathematical biology has become a well-recognized 

area of environmental research which is the most 

enjoyable applications of basic sciences [15, 42]. The 

aim of the mathematical biology is to represent a real 

phenomenon by mathematics and develop a model on 

the basis of conservation principle of biological 

processes, exploitation techniques by using the tools of 

mathematics. It has both practical and theoretical 

applications in the field of biotechnological research, 

biomedicine, ecology and so on [8, 31, 36]. 

Mathematical simulations and modeling play an 

incredible role for providing quantitative insight into 

different field of science. It has already contributed to a 

better understanding of the mechanisms in various field 

nowadays.  Mathematical modeling has gotten attention 

because modeling and simulation of any physical 

phenomena allows us for rapid assessment. So, it is 

mainly used to describe the real phenomena which lead 

to design better prediction, management and control 

strategies [9].  

Groundwater declination problem has been discussed by 

many researchers with different view of points. 

Declination rate and trend line analysis of groundwater 

level underneath Dhaka and Gazipur city in Bangladesh 

is described in [44]. A scientific study is discussed for 

the management and development of groundwater by 

using integrated remote sensing with geographic 

information systems [1]. The quality assessment of 

groundwater for the usefulness of drinking water is 

analyzed in [34]. A Mathematical model was proposed 

and inspected to study the impacts of predicted climate 

mutation on recharge and groundwater levels [49], 

whereas the effects of climate change on vegetation is 

characterized in [5] that is the important factor to store 

groundwater for long period. Another model based on 

the causes and quantification was also approached to 

describe the declination of groundwater level and aquifer 

dewatering in Dhaka metropolitan area in Bangladesh 

[230]. However, some articles [2-4, 7, 10-13, 15, 19-20, 

21, 24, 29, 32, 38-48, 50, 52, 55-57] are referred for 

more details in the explanation of global climate change 

in Bangladesh as well as all over the world, interactions 

among atmospheric, surface and groundwater with the 

significance factors for depletion of ground layer and 

development of mathematical model on groundwater 

level declination.  

In this paper, we would like to propose a new 

mathematical model on groundwater level declination. 

The goal of this study is to describe the impacts of 

climate change in the environment like deforestation, 

pollution, evaporation and frequent pumping of water on 

groundwater level. We formulate a mathematical model 

and study the existence and stability of the model with 

nonlinear Lyapunov function. Lastly, numerical 

simulations will be performed to show the effectiveness 

of the analytical analysis of groundwater model. 

 

The manuscript is organized as follows. In section 2.1, 

we describe the present scenery of groundwater level 

declination perspective to Bangladesh; materials and 

methods of the study are given in section 2.2. We 

propose a new mathematical model for groundwater 

level declination in section 3.1. We evaluate the 

boundedness and positivity of the solution of the model, 

in subsections 3.2.1 and 3.2.2. and 3.3 we calculated the 

equilibrium analysis, in 3.4, we discuss the local stability 

and global stability of the model at both of the 

equilibrium points. The numerical simulation and 

sensitivity analysis of the groundwater model is then 

presented in section 4. In section 5, we observe the 

dynamical behavior of the model by plotting phase-plane 

diagram and we conclude the study with some 

recommendations for preventive steps to reduce the 

declination of groundwater level in section 6. 

 

2.1 Groundwater declination 

perspective to bangladesh 

Groundwater is an imperishable, renewable and potential 

natural resource in Bangladesh. In the wet or monsoon 

season (June–September), groundwater sustains it’s 

dynamism by recharging, through rainfall and flooding 

and seceding during the dull season (March–May) due to 

withdrawal for various application, especially for 

cultivation. Agricultural yield of Bangladesh has 

successively increased over the last few decades while 

we have reasons to be happy about to fact that we must 

ensure this is not just a fleeting surge but a sustainable 

propensity. Professor E. M. Bean from University of 

Guelph observed that the region irrigated by 

groundwater in Bangladesh increased from 4 to 70 

percent from 1972 to 1999 [19]. This research also 

investigated that due to the dependency of surface water 

and groundwater to one another, barrages built upstream 

of rivers entering Bangladesh block down the natural 

flow rates and it affects the groundwater recharge in the 

areas of downstream [6]. The average annual rainfall of 

the country is at least 2000 mm per year in most of the 

districts in Bangladesh with the exception of the 

comparatively dry western area of Rajshahi, where the 

average rainfall is approximated 1650 mm. The 

northeastern part of Bangladesh receives the greatest 

average precipitation, sometimes over 4000 mm per year 

and near about 80% of Bangladesh's rain falls during the 

monsoon season [56]. Before the extensive evocation of 

groundwater, water tables in the mostly unconfined 

aquifers of Bangladesh were generally shallow with a 

feeble seasonal vacillating propensity from the mid-

2000s and onwards. Groundwater level were near or very 

close to the ground surface in some places after the 

monsoon period and at the end of the dry season, 

groundwater tables declined due to evaporation, 

evapotranspiration and inter-basin flow out of the 

aquifers.  Average depth of groundwater level in 

Bangladesh is given from 2000 to 2018 in Figure 1. 
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Figure 1: Groundwater level has declined during dry 

season since 2000 to 2018 in Bangladesh [6]. 

 
 

2.2 Materials and methods 

In this study, a mathematical model on groundwater 

level declination with the help of a system of nonlinear 

ordinary differential equations has been developed. We 

evaluate the biological feasibility and mathematical 

exactness of the model with boundedness and positivity 

analysis of the solution by using Lemma 1 and Lemma 2. 

We calculate the equilibrium analysis and study the local 

stability and global stability of the model at both of the 

equilibrium points by satisfying Routh-Hurwitz criterion 

through the sign of the eigen value from the 

characteristic equation and using Lyapunov stability 

theorem. Finally, numerical simulations have been 

performed in MATLAB programming language based 

on the parametric values collected from secondary data 

as shown in Table 1 which are estimated from research 

articles, existing literature, annual reports of government, 

and non-government institutions. To find the parametric 

values from collective data, different types of qualitative 

methods like rough order of magnitude (ROM) or 

conceptual estimation, system observation, least square 

method have been performed for securing data 

authentically.  

 

3 Mathematical formulation of the 

model 

In this section, we introduce the background of the 

model with some basic assumptions and formulate a 

mathematical model on groundwater level declination. 

 

3.1 Basic assumption and description of the 

model  

To construct a mathematical model on groundwater 

level, firstly we have to know the biological interactions 

and background among the state variables (i.e. 

atmosphere, surface and ground water). For this purpose, 

we discuss the water flow management with water cycle 

in the earth and assume some basic assumption as 

follows: 

According to hydrologic cycle, water vaporizes to 

become the part of the atmosphere from the oceans and 

the land surface; then water vapor is deported and lifted 

in the atmosphere until it condenses and precipitates on 

the surface or the oceans. Through plantation and 

vegetation precipitated water can be intercepted for 

overland flow on the ground surface. Water then 

infiltrates into the ground as subsurface flow and 

discharge into streams as surface runoff. Finally, the 

intercepted water and surface runoff returns again to the 

atmosphere through evaporation directly from the soil 

and vegetation surface or transpired from plant leaves. In 

this way hydrologic cycle continues [28]. 

 This study aims to show the effect of the important 

parameters used in the model like deforestation, 

pollution, evaporation and frequent pumping of water on 

groundwater level declination. The interaction of 

atmosphere, surface and ground water is shown in the 

Figure 2. 

 

 
Figure 2: The schematic diagram with biological 

interactions of groundwater model. 

 

Considering the basic assumptions and schematic 

diagram in Figure 2, we formulate the model with the 

following system of nonlinear differential equations: 

1 2( ) ( ) ( ) ( )
dA

S t G t A t A t
dt

   = + − −                 (1)     

1( ) ( ) ( ) ( ) ( ) ( ) ( )
dS

A t G t S t S t G t S t G t
dt

    = − − + +   

(2)     

2( ) ( ) ( ) ( ) ( ) ( ) ( )
dG

G t S t G t G t S t G t G t
dt

    = − − − −

      (3)     

with initial conditions 
0 0(0) , (0) SA A S= =  

0and (0)G G= and the total amount of water, 

( ) ( ) ( ) ( )N t A t S t G t= + + . 

 

Here, ( ),  ( )A t S t and ( )G t  are the three state variables 

that represent the levels of atmospheric water, surface 

water and groundwater respectively at time t . 
In the model (1)-(3), we have considered the parameter 
  as precipitation rate from atmosphere to surface 

water and   is the dissipation rate of atmospheric water. 

The infiltration rate from surface to groundwater be   

whereas  
1 2 and    are the evaporation rate from 

surface and groundwater to atmospheric water 

respectively. The surface water is polluted at the rate  , 
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moreover  and    be the deforestation rate and rate of 

frequent pumping of water from ground level.  

  

3.2 Analysis of the model 

We have to analyze the qualitative behavior of the 

solutions in the neighborhood of the equilibrium points. 

For the analysis of the model (1)-(3), a closed set has 

been considered as  

where, 

  is a constant. 

 

3.2.1 Boundedness of the model 

To prove the system mathematically and biologically 

well posed, the following lemma has to be satisfied. 

Lemma 1: The region 

 is a 

positively invariant set for the model (1)-(3). 

Proof: Since the total amount of water is ( )N t , then 

( ) ( ) ( ) ( ).N t A t S t G t= + +  

The rate of change of total amount of water is  

dN dA dS dG

dt dt dt dt
= + +  

       

1 2 1

2

S G A A A GS S GS G

GS G GS G G G

        

     

= + − − + − − + +

+ − − − − −
 

       A S G G   = − − − −  

       ( )A S G G = − + + −  

       ( )N N A S = − − − −  

After simplifying, we get the differential inequality as 

dN
N N

dt
   − −  

( )
dN

N
dt

   + +            

(4) 

By solving the differential equation (4), we obtain 

( ) ( )
0N t N e

  

   

− + 
 + − 

+ + 
 

Taking limit as t → , we get ( )0 N t


 
 

+
       

(5) 

Thus, we conclude that the region   is the positively 

invariant set induced by the model (1)-(3) [33, 36]. 

Therefore, the model is both mathematically and 

biologically well-posed in the region . . 
Hence, the Lemma 1 is proved. 

 

3.2.2 Positivity of the solution of the model 

Since the state equations describes the rate of change of 

water, so it is required to prove that all the state variables 

used in the model (1)-(3) are positive. 

Lemma 2: If ( ) ( )0 0, 0 0A S   and ( )0 0G   then the 

solutions ( ) ( ) ( ), ,A t S t G t  of the model (1) are all 

positive [46]. 

 

Proof: To prove the Lemma 2, we will use the system of 

differential equations (1)-(3). 

The first equation of the model (1)-(3), can be written as  

( )
dA

A
dt

  − +  

( ) 0
dA

A
dt

  + +           

(6) 

The integrating factor (I.F) of (6) is given by  

( ) ( )
.

dt t
I F e e

   + += =  

Multiplying the I.F on the both side of (6) and 

integrating we get  

( ) ( ) ( )
0

t tdA
e e

dt

   
 

+ +
+ +   

 

( ) ( )
1

t
A t c e

 − +
             

(7) 

where 
1c  is an integrating constant 

To find the value of constant 
1c  we apply the initial 

condition at ( ) 00, 0t A A= = .  we get
0 1A c . 

Putting the value of 
1c  in (7) we obtain 

( ) ( )
0

t
A t A e

 − +
  .           

(8) 

Since 
0 0A   and very larger than   and .  

Therefore ( ) 0A t   for all 0t  . 

Similarly, we obtain from the differential equations (2) 

and (3) that, ( ) 0S t  , and ( ) 0G t   for all 0t  . 

Hence the Lemma 2 is proved. 

  

 

3.3 Existence of the equilibrium 

To find the equilibrium points of the model (1)-(3), we 

have to solve 

0
dA dS dG

dt dt dt
= = =  

Then the system takes the following form: 

1 2 0S G A A   + − − =                                  (9) 

1 0A GS S GS G    − − + + =                      (10) 

2 0GS G GS G G    − − − − =                        (11) 

For pollution free and without pumping from 

groundwater, we consider 
0G G=  (i.e. initial value of  

( )G t ). 
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Let ( )1 , ,E A S G  be the pollution free equilibrium point. 

Using 
0G G= in the system (9)-(11), and solving the 

system of algebraic equation, we get 

1 2 0S G
A

 

 

+
=

+
    and      2S

  

 

+ +
=

−
                  (12)     

Hence, the pollution free equilibrium point is 

( ) 1 2 0 2
1 0, , , ,

S G
E A S G G

    

   

+ + + 
=  

+ − 
            (13) 

Again, let ( )* * * *

2 , ,E A S G  be the equilibrium point of the 

model (1)-(3) when all the activities are performed in the 

groundwater (i.e. the general equilibrium point), then we 

obtain by solving the system (9)-(11) as 
* *

* 1 2S G
A

 

 

+
=

+
 ,   * 2S

  

 

+ +
=

−
 and 

( )

( )( )

*

1 1*

* *

2

S
G

S S

   

     

− +  
=

+ + + −
  

         (14) 

Thus, the equilibrium point of the system is 

( ) ( )

( ) ( )

* *

1 2 2

* * * *
*2

1 1

* *

2

, ,

, ,

S G

E A S G
S

S S

    

   

   

     

 + + +
 

+ − 
=  − +   
 + + + −
 

 (15) 

 

where, 
( )

2

* 1 1 2 1

2( )
A

     

      

+ +
=

− + +
, * 2S

  

 

+ +
=

−
  

and 
( )

* 1 1 2 1

2 2

G
      

       

+ +
=

+ + − − −
 

 

3.4 Stability analysis  

In this section, we have to perform stability analysis at 

the equilibrium point 
*

1 2and E E
−

. 

 

3.4.1 Stability at 1 , ,E A S G
− − − − 
 
 

 

Theorem 1: The equilibrium point 1 , ,E A S G
− − − − 
 
 

 of the 

model (1)-(3) is asymptotically stable if 

1 3 1 2 30,  0  and   a a a a a   , otherwise it is unstable 

[33, 53]. 

Proof: In order to prove Theorem 1, we first find 

Jacobian matrix of the model (1)-(3) [21]. 

The Jacobian matrix of the system (1)-(3) is given by  

1 2

1

2

( , , )

0

J A S G

G G S S

G G S S

   

      

      

=

− − 
 

− − + − + + 
 − − − − − 

   (16) 

At the equilibrium point 1 , ,E A S G
− − − − 
 
 

, the Jacobian 

matrix (16) takes the following form 

1 2

0 1 0

0 0 2

, ,

0

J A S G

G G S S

G G S

   

      

      

− − −

−

−

 
= 

 

− − 
 
 − − + − + +
 
 − − − − − 

                    

                                (17) 

The characteristic equation for the eigen value  is given 

as 

 0J I− =  

1 2

0 1 0

0 0 2

0

0

G G S S

G G S S

    

       

       

− −

− −

− − −

− − + − − + + =

− − − − − −

 

( ) ( )

( )

( )

( )

0 1 0

2

0 0 1

2 2 0 0 0

G G

S S

G G S S

S S G G

      

        

     

        

− −

− −

− −

 − − − − − + −

 
− − − − − − − − − 

 

 
− + − + + − 

 

 
− − − − − − − = 

 

( ) ( ) ( ) ( )

( )

1 2 3 1 4 5

6 3 7 4 0

A A A A A A

A A A A

   



 − − − − −

− − − =
             (18)                                                            

1 2 0 1 0

3 2 4 0 0

5 6 1 7 2

where, ,  ,  

,  ,  

           ,  and  ,  

A A G G

A S S A G G

A S S A A

    

      

    

− −

− −

= − − = − − +

= − − − − = −

= − + + = =

 

After simplifying the equation (18), we obtain 

( )  ( ) 3 2

1 2 3 1 2 3 2 3

4 5 6 1 4 5 1 2 3 3 6 4 7 0

A A A A A A A A

A A A A A A A A A A A A A

  

 

+ − + + + + +

− − + − + − =
 

3 2

1 2 3 0a a a   + + + =                 (19) 

( )  ( ) 1 1 2 3 2 1 2 3 2 3

4 5 6 3 1 4 5 1 2 3 3 6 4 7

where,  

,  

 and .

a A A A a A A A A A

A A A a A A A A A A A A A A

= − + + = +

− − = − + −

( ) 1 1 2 3

0 1 0 2

Here,  

0

a A A A

G G S S          
− −

= − + +

= + + + + − − + + + + 

 

3 1 2 3 similarly,  0  and   a a a a  . 

From the Routh-Hurwitz criterion [18], we know that all 

the eigen values of (19) have negative real roots if and 

only if  
1 3 1 2 30,  0  and   a a a a a   . 

Hence, the equilibrium point 1 , ,E A S G
− − − − 
 
 

 of the model 

(1)-(3) is asymptotically stable for

1 3 1 2 30,  0  and   a a a a a   . 
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3.4.2 Stability at ( )* * * *

2 , ,E A S G  

Theorem 2: The equilibrium point ( )* * * *

2 , ,E A S G  of the 

model (1)-(3) is asymptotically stable if  

1 3 1 2 30,  0  and   b b bb b   , otherwise it is unstable 

[46, 53]. 

Proof: The Jacobian matrix of the system (1)-(3) is 

given by  

1 2

1

2

( , , )

0

J A S G

G G S S

G G S S

   

      

      

=

− − 
 

− − + − + + 
 − − − − − 

 

At the equilibrium point ( )* * * *

2 , ,E A S G , the Jacobian 

matrix takes the following form 

( )* * *

1 2

* * * *

1

* *

2

, ,

0

J A S G

G G S S

G G S S

   

      

      

=

− − 
 

− − + − + + 
 − − − − − 

                          

The characteristic equation for the eigen value  is given 

as 

 0J I− =  

1 2

* * * *

1

* *

2

0

0

G G S S

G G S S

    

       

       

− − −

− − + − − + + =

− − − − − −

 

( ) ( )

( ) ( ) ( )

( ) ( )

* *

* * 2

1

* *

1

* *

2 2

 

0

S S
G G

G G S S

S S G G

  
      

  

        

        

 − −
 − − − − − + −  

− − − 

− − − − − − + + −

− − − − − − − =

 

( ) ( ) ( ) ( )

( )

1 2 3 1 4 5

6 3 7 4  0

B B B B B B

B B B B

   



 − − − − −

− − − =
             (20)                                                

* *

1 2 1

* *

3 2 4

* *

5 6 1 7 2

where, ,  ,

,  ,  

 ,   ,  and 

B B G G

B S S B G G

B S S B B

    

      

    

= − − = − − +

= − − − − = −

= − + + = =

 

After simplifying the equation (20), we get 

( )  ( ) 3 2

1 2 3 1 2 3 2 3 4 5 6

1 4 5 1 2 3 3 6 4 7 0

B B B B B B B B B B B

B B B B B B B B B B

  + − + + + + − −

+ − + − =
 

3 2

1 2 3 0b b b   + + + =                 (21) 

 

( ) 

( ) 

1 1 2 3

2 1 2 3 2 3 4 5 6

3 1 4 5 1 2 3 3 6 4 7

where,  ,  

 and 

b B B B

b B B B B B B B B

b B B B B B B B B B B

= − + +

= + − −

= − + −

 

 

From the Routh-Hurwitz criterion, we know that all the 

eigen values of (21) have negative real roots if and only 

if  
1 3 1 2 30,  0  and   b b bb b   . 

By substituting the value of 
1 2 3 4 5, , ,  and ,B B B B B  we 

obtain  
1 3 1 2 30,  0  and   b b bb b   . 

Hence, the equilibrium point ( )* * * *, ,E A S G  of the 

model (1)-(3) is asymptotically stable if

1 3 1 2 30,  0  and   b b bb b   , otherwise it is unstable. 

 

3.4.3 Global Stability at the Equilibrium Point 

( )* * * *

2 , ,E A S G  

In this section, we use the Lyapunov direct method [14, 

16, 48] to establish sufficient conditions for the global 

asymptotic stability of the equilibrium point 
*

2E  in int 

.  

Theorem 3: The equilibrium point 
*

2E of the of the 

model (1)-(3) is globally asymptotically stable if  
*

* *

1 2

A

S G

 

 
  in the interior of the feasible region, 

otherwise it is unstable. 

 

Proof: Theorem 3 can be proved based on the Lyapunov 

stability theorem. For that purpose, we consider the 

following nonlinear Lyapunov function, 

* * * * *

* *

*

*

ln ln

ln

A S
V A A A S S S G G

A S

G
G

G

= − − + − − + −

−

    

(22) 

Then V  is 1C on the interior of,      ( )* * * *

2 , ,E A S G    is 

the equilibrium point. 

The derivative of (22) along the solution curves of the 

model (1)-(3) is given by the expression: 
* * *A A S S G G

V A S G
A S G

= − + − + −  

( )
*

1 2 1 2

*
1

1

*
2

2

  =
A

S G A A S G A A
A

A GS SS
A GS S GS G

GS GS

GS GG
GS G GS G G

GS G GG

       

  
    

 

 
    

  

+ − − − + − − +

− − 
− − + + −  

+ + 

− 
+ − − − − −  

− − − 

 

* * *

1 2

* *

* *

1 2

  = 1 1 ( ) 1

1 ( ) 1

  1 1 ( )

A A A
S G A

A A A

S S
A GS

S S

S S
S G

S S

   

  

    

     
− + − − + − +     

     

   
− − − −   

   

   
− − + − − + +   

   

     

* *

1 ( ) 1
G G

G GS
G G

 
   
− + − −   

   
                               

(23)                                    

At the equilibrium point ( )* * * *

2 , ,E A S G , we have
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* *

1 2

*

S G

A

 
 

+
+ =                                 (24) 

* * *

1

* *

A S G

G S

  
 

− +
− =                       (25) 

* * * *

2 *

G S G S

G

 
  

−
+ + =                         (26) 

using the equations (24)-(26) in (23), we obtain 
* ** *

1 2

1 2 *

* * ** *
1

* *

* * *

1

* * ** * * * *
1

* * *

*

= 1 1

1 1

1 1 1

1

1

S GA A
V S G

A A A

A S GA S
A A

A S G S

S S S
GS S G

S S S

A S GG S G S G
G

GG G S

G
GS

G

 
 

  


 

   

+   
− + − −   

   

− +   
− + − −   

   

     
− − − + − −     

     

− + −
− + 

 

 
− 

 

 

( )

( )
( )

( )

* ** *
1 21 2

1 2 *

* * *
*

1* *

1 2 * *

* * *
*

1 *

1*

 =

  

S G ASA GA
S G

A A A

A S G GSAS
S G A

S G S

A S G G S
S G

SG

  
 

  
  

  
 

+
− + − −

− +
+ + + − −

− +
+ − + −

 

( )

* * * *
* * * *

*

* * ** * *
11

* * *

G S G S
G G S G S

G

A S G SA S G
GS

G S S

 
 

    

−
+ − +

− +− +
−

 

( )
( )

( )

( )

( )

( )

2

2

* * * 2 *
1 1 2* 2

1 *

* * *
*

1*

1 * *

* * * * * * *

1

*

* * *

* * * * * 1

2 * *

* * * 2 *

1

*

 =

  

  

SA S G A GA
S S

AAA

A S G GSAS
S A

S G S

A S G G GG S GG S

G

A S G
G G G S G S GS

G S

A S G S GS

SS

   


  
 

    

  
  

   

− +
− − − +

− +
+ − −

− + − −
+

− +
+ − + − +

− + +
−

 

( )
( )

( )( )

( )

( )

2 2

2

2

2

2

* * **
1* *2

1 1 * *

* * * * * * * *

1 * *

* * 2 * *
* * * * * 1

2 * * *

* * * 2

1 1 2

*

* * 2 ** * *
1

* *

 =

1
 

  4

A S G GSGA
S S S

A G S

A S G S G GG S GG S
G S

A S S GS AG S
G G G S G S

SS S GA

SA S G A
A

AA

A S S GSAS A S G

S ASS G S

  
 

    


  

  




− + +
− − + −

− + − − +

− + − −

− +
− +

 
− + − − 

 

 

( )

( )

( )

2

2

* * ***
1*2

1 1* * *

* * * 2
*

1 1 2

* * *

1 2

* * 2 *

* * ** 1

2 *

* * *

* * *

 = 2

  +

4

A S GGAS S
S A

S AS G S

SA S G AA

S G AA

A S S GS
G G G S

SS

A S G AG S

A G S S GA

 
  

   

 


 

+ + 
− − − − − 

 

− + 
− − 

 

− − +

 
− − − 

 

 

Since the arithmetic mean is greater than or equal to the 

geometric mean and geometric mean is greater than or 

equal to the harmonic mean, it follows that 
*

*
2 0

S S

S S
− −   

* * *

* * *
4 0

A S G AG S

A G S S GA
− − −   

Further, since all the model parameters are nonnegative, 

it follows that 0V   for 
*

* *

1 2

A

S G

 

 
 with 0V = if 

and only if * * *,  and GA A S S G= = =  holds. 

 

The largest compact invariant set in 

( ) 3, , : / 0A S G dV dt+ =  is the singleton  *

2E , 

where 
*

2E is the equilibrium point of the model. By 

using LaSalle’s invariance principle [37, 54] then 

implies that ( )* * * *

2 , ,E A S G  is globally asymptotically 

stable in the interior of        if 
*

* *

1 2

A

S G

 

 
 , otherwise 

it is unstable. 

 

4   Numerical analysis  
In this section, we have analyzed the model with 

graphical analysis and sensitivity analysis. 

 

4.1 Numerical simulations 

We have solved the model numerically based on the 

respective parameters present in the system of equations  
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(1)-(3) to investigate the dynamical behavior of the 

model. The simulations are carried out by ode45 solver 

using MATLAB programming language. We use a set of 

suitable parameter values. The description of all the 

parameters with the estimated values used in the 

simulation is presented in Table 1. We have considered 

the initial condition 
9

0 50 10A =  , 
9

0 110 10S =  and 

9

0 60 10G =  . 

 

Firstly, we solve the model (1)-(3) considering the initial 

values and all other parameters that are estimated from 

[6, 56]. Also, we have performed the numerical 

simulations for time interval [0, 20]t  for 20 years. The 

value of the model parameters is given in Table 1. 

 
 

   Table 1: Values and explanation of parameters 

 

 

Our object is to study the effects of deforestation rate 

( ) , pumping rate of water ( ) , pollution rate ( )  and 

evaporation rate ( )2 due to global warming on 

groundwater level as well as in surface water and 

atmospheric water. We have selected these parameters 

because they have a large impact on groundwater level 

declination. So, if it is possible to minimize the 

deforestation rate, pumping rate of water, pollution rate 

then the declination of groundwater level will be 

controlled. Considering these parameters into account, 

we have run the program for the state variables, 

atmospheric water ( )A t , surface water ( )S t and 

groundwater level ( )G t ). The result of simulation of the 

combined class is presented in Figure 3. 

 
 

Figure 3: Numerical simulation for Groundwater model, 

with time (20 years). 

 

From Figure 3, we observe that groundwater level is 

decreasing day by day due to natural phenomena, over 

demand, natural disaster and so on whereas surface water 

primarily increases but after sometimes it shows the 

stable situation. At the same time, atmospheric water is 

also decreasing day by day. In everyday life we would 

face the problems with freshwater shortage is sure to 

cause problems in many aspects of our lives. The 

activities that lead to groundwater declination come 

mostly from human being, but a portion of it also comes 

from changes in our climate (for examples, deforestation, 

drought, global warming etc.) and can speed up the 

process. So, the human population is the main 

responsible for water contamination. 

Again, we run the program for two state variables, 

surface water and groundwater level keeping all the 

values of the parameters same as before. The result 

obtained in this case is represented in Figure 4. 

 

 
 

Figure 4: Dynamics of surface water and groundwater 

where groundwater decrease significantly as a result 

surface water is increasing day by day. 

 

 

 

 

 

 

Descriptions Symbols Values 

Precipitation rate   0.5  

Dissipation rate   0.01  

Infiltration rate   0.3005 

Deforestation rate   0.06 

Pumping rate of water   0.02 

Pollution rate   0.300 

Evaporation rate from 

surface water 
1  0.09 

Evaporation rate from 

ground water level 
2  0.028 
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Figure 4 shows the state trajectories of the two 

compartments such as surface water and groundwater in 

the absence  

of any control measures. We have observed that when no 

control measure is employed, groundwater level 

decreases from initial state. At the same time, surface 

water gradually increases from the initial position and 

after some years it reaches to the peak level. It is 

occurred due to evaporation of water from the ocean and 

land surfaces, because this water is temporarily 

considered as vapor in the atmosphere, and falls back to 

earth’s surface as precipitation, then surface water is 

formed by the residue of precipitation and melted snow 

and then it will be stable if no others factor (for 

examples, drought and low streamflow or over 

streamflow) as employed in the atmosphere.  

Now, we run the program keeping all other values of the 

parameters same as before. We have some small changed 

to pollution rate to show the effect of pollution rate on 

groundwater level declination, we consider the same 

initial values of the three state variables. The result 

obtained in this case is given in Figure 5. 

 
 

Figure 5: Variation of groundwater for different values 

of pollution rate where groundwater level is significantly 

decreased due to increase of pollution rate. 

In Figure 5, we see the variation of groundwater level 

for different values of pollution rate ( )  with time. It is 

easy to see that falling of groundwater level is increased 

surprisingly due to increase of pollution rate  . In other 

words, falling of groundwater level decreases for the 

lower value of pollution rate  . Groundwater protection 

specialists inspect and analyze that human are the main 

cause of water contamination, which is provoked in 

many ways: by the dumping of industrial waste; due to 

temperature rise, that cause the variation of water by 

reducing the oxygen in its composition; which causes of 

silt and bacteria to appear under the soil and therefore 

pollute groundwater and is declined significantly in day 

by day. Thus, groundwater level decreases as the 

increase of pollution rate and groundwater level 

increases as the decrease of pollution rate. 

Again, we solve the model numerically for the case of 

groundwater to show the change in the groundwater 

level due to frequent pumping of water. Taking the 

values of all parameters into account as in Table 1 and 

considering the same initial values of the state variables 

as we did before. The result in this case is presented in 

Figure 6. 

 
 

Figure 6: Variation of groundwater for different values 

of pumping rate were falling of groundwater level is 

significantly increased due to increase of pumping of 

water. 

 

Figure 6 represents the variation of groundwater level 

for different values of pumping rate   with time while 

pollution rate and other effects are fixed. We observe 

that falling of groundwater level is increased 

tremendously due to increase of pumping rate  . The 

more we extract groundwater from below the earth’s 

surface, then we have to go in the downward of porous 

soil and rock in order to get more fresh water. But it is 

the matter of very anxious that when we have emitted 

water from deeper within the Earth, we find that there is 

less water available. Consequently, we will have to use 

more resources to develop alternative methods to reach 

further into the groundwater level. 

Next, we have solved the model numerically to show the 

change in the groundwater level due to evaporation rate 

for the parameters in Table. The result in this case is 

shown in Figure 7. 

 
Figure 7: Variation of groundwater for different values 

of evaporation rate where falling of groundwater level is 

extensively increased due to global warming. 

 

In Figure 7, one can see the variation of groundwater 

level for different values of evaporation rate ( )2  over 

the time while deforestation rate, pollution rate and other 

effects are constant. It is easy to understand that falling 

of groundwater level is increased significantly due to 

increase of evaporation rate 
2 . That is, falling of 
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groundwater level decreases for the lower value of 

evaporation rate 
2  and falling of groundwater level 

increases for the higher value of evaporation rate 
2 . 

Global warming can lead to longer periods of droughts, 

which directly affects availability and dependency on 

groundwater. Moreover, due to long periods of droughts 

there is a higher risk of declination on aquifers, 

especially in case of small and shallow aquifers as a 

result groundwater level is declined. 

Lastly, we run the program keeping all other values of 

the parameters same as before and change in the 

deforestation rate to show the effect of deforestation on 

groundwater level. The result in this case is presented in 

Figure 8. 

 
Figure 8: Groundwater level is tremendously decreased 

due to increase of deforestation rate from 0.02 = to 

0.10 =  

Figure 8 represents the variation of groundwater level 

for different values of deforestation rate   with time 

while evaporation rate, pumping rate and other effects 

are constant. We observe that groundwater level is 

decreased extensively due to increase of deforestation 

rate  . In other words, falling of groundwater level 

decreases for the lower value of deforestation rate   and 

falling of groundwater level increases for the higher 

value of deforestation rate  . The diminution of trees 

and other plants can cause global warming, soil erosion, 

desertification, fewer crops, flooding, increased 

greenhouse gases in the environment. Thus, it has a 

significant impact on groundwater. The roots from 

vegetation and plantation are used to filter the various 

contamination from groundwater. Thus, by increasing 

deforestation i.e. by reducing plantation and vegetation, 

groundwater is faced a great threat in our country as well 

as all over the world. 

 

4.2 Sensitivity analysis 

To evaluate the proper management of groundwater and 

realizing the impact of climate change or global 

environmental crisis on groundwater level declination in 

Bangladesh as well as all over the world, it is mandatory 

to know the relative importance of each input parameter. 

 

In Sensitivity analysis, we evaluate the uncertainty in the 

output of a mathematical simulation and which 

parameters and interactions have the most significant 

impact on the dynamical behavior of the system. It plays 

a significant role to the experimental designs and data 

assimilation of nonlinear compartmental model [8]. 

There are many ways to perform the sensitivity analysis. 

One of the ways is normalized forward sensitivity index 

of a variable with respect to a parameter. It is defined as 

the ratio of the relative change in the variable to the 

comparative change in the parameter [17]. When the 

variable is a differentiable function of the parameter, 

then the sensitivity index may be represented with partial 

derivatives. 

If the normalized forward sensitivity index of 
*G  is 

differentiable with respect to a given parameter P , then 

it is denoted as  
*G

P and defined as  

         
*

*

*

G
P

G P

P G



=


 

For example, the sensitivity index of 
*G  with respect to 

  is  

         
*

*

*
0.2763G G

G








= =


 

The values of the sensitivity indices for the 

corresponding parameters that we have used in the 

model are presented in Table 2. 

 

 

 

Table 2: Sensitivity indices of different parameter 

                values given in Table 1 

 

 

 

 

 

 

 

 

 

 

 

From Table 2, we notice that the most sensitive 

parameters to the groundwater level declination of the 

model (1)-(3) are infiltration rate ( ),  deforestation rate 

( ),  pumping rate of water ( ), and pollution rate ( ) . 

In practically, the sensitivity analysis predicts that an 

increase of the infiltration rate   will increase the 

groundwater level by 27.63%. Conversely, an increase of 

the value of frequently pumping rate of water   will 

Parameters Values Sensitivity index 

  0.3005 0.2763 

  0.06 -0.7203 

  0.02 -0.8462 

  0.300 -0.4860 

2  0.028 -0.0312 
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decrease groundwater level by 84.62%. These 

phenomena also can be observed from the Figures 9-12. 

 

 
 

Figure 9: Sensitivity graph of groundwater level on the 

basis of infiltration rate ( ) . 

 

 
Figure 10. Sensitivity graph of groundwater level on the 

basis of pumping rate ( )  

 

 

 
Figure 11: Sensitivity graph of groundwater level on the 

basis of pollution rate ( ) . 

 

 
Figure 12: Sensitivity graph of groundwater level on the 

basis of deforestation rate ( ) . 

 

5    Phase portrait analysis 
We now investigate the dynamical behavior of the model 

(1)-(3) by plotting phase-plane diagram based on the 

respective parameters present in the model. In these 

phase-planes, small arrows in Figures 9-11 show the 

direction field; the red dot represents the equilibrium 

point and dashed lines are the nullclines. 

In this model, we have computed three graphs (see 

Figures 13-15) to show the stability of the model near 

equilibrium points. It is clear that the pollution free 

equilibrium point is asymptotically stable and the nature 

of equilibrium is node for the parameter values 

.05,  0.3005,  0.02, 0.300   = = = =  and 

.05,  0.3005,  0.06, 0.400   = = = = but when the 

value of pollution rate and frequent pumping rate is 

continuously increased, then the solution curve of the 

groundwater level is extensively decreased and the 

nature of equilibrium is unstable saddle point. 

 
Figure 13: Phase plane for the model (1)-(3) with the 

parameter values  

.05,  0.3005,  0.02 and 0.300   = = = =  
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Figure 14: Phase plane and nullclines for the model (1)-

(3) with the parameter values    

.05,  0.3005,  0.06 and 0.400   = = = =  

 

Figure 15: Phase plane for the model (1)-(3) with the 

parameter values 

.05, 0.3005,  0.500 and 0.300   = = = =  

6    Conclusions 

In this study, a mathematical model on groundwater 

level declination is presented with qualitative and 

quantitative analysis. We investigate the dynamical 

behavior of the model (1)-(3) by stability analysis and 

plotting phase-plane diagram based on the respective 

parameters present in the model. From the numerical 

simulations, it is clear from Figures 5 and 6 that, the 

groundwater level is significantly decreased due to 

increase of pollution rate while the falling of 

groundwater level is tremendously increased due to 

increase of over pumping through shallow tubewells, 

deep tubewells and low lift pumps. Because excessive 

pumping is the cause of lower groundwater table. Again, 

Groundwater and surface water are connected to each 

other. When groundwater is used superfluously, then 

lakes, streams and rivers that are connected to subsurface 

water can also have their supply diminished. We also 

observe from Figures 7 and 8 that, Groundwater level is 

tremendously decreased due to increase of deforestation 

rate, where falling of groundwater level is extensively 

increased for higher rate of evaporation that is caused of 

global warming. 

Lastly, we demonstrate that, this model gives a latest 

picture of groundwater level management in Bangladesh 

as well as all over the world that we have to very careful 

and conscious to use water specifically groundwater and 

making sure that we have to reduce the misusage of it in 

our daily life. The proposed model can be helped for the 

researchers and planners who are associated with the 

research of groundwater level. It also may be helpful for 

the government to make and take decision regarding the 

prevention of groundwater level declination as well as 

may be increase the public awareness in case of using 

groundwater.    
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User-generated reviews are an essential component of e-commerce platforms. The presence of a large 

number of these reviews creates an information overload problem, making it difficult for other users to 

establish their purchase decision. A review voting mechanism, in which users can vote for or against a 

review, addresses this issue (as helpful or not). The helpful votes on a review reflect its usefulness to 

other users. As voting on usefulness is optional, not all reviews receive this vote. Furthermore, reviews 

posted recently by users are not associated with any vote (s). The aim of this paper is to predict the 

usefulness of user reviews through machine learning techniques. Using the Amazon product review 

dataset of cell phones, classification models are built on eight features and compared on seven 

performance measures. As per results, all the classification models performed well, except Linear 

Discriminant Analysis. The classification performance of Logistic Regression, Decision Tree, Random 

Forest, AdaBoost, and Gradient Boost was unaffected by feature selection or outlier removal. The 

performance of Linear Discriminant Analysis improved after feature selection but decreased after 

outlier removal, whereas ET and KNN classifiers improved in both cases. 

Povzetek: Uporaba tehnik strojnega učenja za napovedovanje uporabnih ocen izdelkov e-trgovine. 

 

1 Introduction 

Online consumer reviews have evolved for e-commerce 

users and its stakeholders as an electronic word of mouth 

(eWoM) [32],[30].  Product reviews comprise of detailed 

experience of the customer(s) with the product(s). They 

help the consumers in their purchase decision, indicate 

any improvement required in the products’ quality, 

thereby helping the business organizations in improving 

the products’ sales. Mining customer reviews through 

sentiment analysis or topic modeling techniques reveal 

the customer’s inclination towards a product. This helps 

in building the customer profile and understanding 

his/her preference for unseen products. Many platforms 

such as Amazon, Yelp, TripAdvisor, IMDB and Netflix 

are hosting a large number of user reviews [35]. 

However, the ever-growing rise in the number of 

products, customers and product reviews on the e-

commerce platform, has led to the information overload 

problem and has made it infeasible for the customers to 

browse all the product reviews. To overcome this 

problem, voting a review as helpful by other customers 

had been introduced. While the rating of a product 

depicts a user’s experience with a product, the votes 

gained by a review indicate its usefulness. The solution 

can be browsing user reviews according to their 

helpfulness or usefulness. But, due to factors such as 

humongous volume of electronic word of mouth, 

voluntary helpfulness voting mechanism, level of 

visibility and their recentness, all reviews do not receive 

this vote [5],[27]. Hence, the objective of this study is to 

categorize the product review according to its usefulness.  

This will not only help the customers to identify the 

products as useful or useless even if the review has not 

gained any votes but can also be fed as input to the 

recommender system for generating useful 

recommendations to the users. Also, through this study, 

the following questions have been answered- 

• Which is the most efficient machine learning 

algorithm for the forecasting the usefulness of a 

product review? 

• Which features should help in determining the 

usefulness of product review? 

The results to the above questions have been 

obtained with the help of cell phone and accessories 

dataset taken from Amazon [3]. Eight different machine 

learning models, namely, Logistic Regression (LR), 

Decision Tree (DT), Random Forest (RF), AdaBoost 

(ADA), Gradient Boost (GB), Extra Trees (ET), K 

Nearest Neighbors (KNN) and Linear Discriminant 

Analysis (LDA), have been trained and tested on existing 

and derived features and have been evaluated on seven 

evaluation metrics such as Area under the Curve (AUC), 

Accuracy (ACC), F1-score (F1) , Precision (P), Recall 

(R), Mathew’s Correlation Coefficient (MCC) and Kappa 

score [19]. The best model has been fine tuned for 

prediction of usefulness of review. This study’s 

contributions are stated as follows: 

1. Through this research, features such as overall 

rating, user review, review summary, review 

mailto:dimplechehal@gmail.com
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votes, word count of review, character count of 

review, review’s sentiment score, average word 

count of review have been used to predict a 

review’s usefulness.  

2. Along with the already existing features in the 

Amazon dataset such as overall rating, user 

review, review summary and review votes, other 

features have been derived from user review and 

used in combination as input to the prediction 

model.  

3. This study enables customers to identify useful 

reviews and e-commerce managers, merchants, 

retailers to improve the listing of product 

reviews based on the review usefulness.  

The rest of the study is structured as follows: Section 

2 consists of the related work, Section 3 details the 

research methodology followed. While section 4 

discusses the result of different experiments conducted 

on the dataset. Lastly, section 5 concludes by discussing 

the limitations and future work.  

2 Related work 
Online user testimonials have gained much-needed 

prominence in the literature as they instill trust in other 

potential consumers in the online community [9], [17]. 

Product reviews can be viewed as a type of passive 

recommendation process or visibility of user sentiment 

for their past purchases [12]. Critical management choice 

for policy-makers is to manage user review to improve 

customer review efficacy. The academic evidence on 

review usefulness is largely driven and aided by review 

hosting platforms, which offer users’ opinions on 

reviews’ helpfulness explicitly. For instance on Amazon, 

customers not only access the rating and text content of 

each user review, but they also view the number of votes 

the review obtains from the fellow users and the number 

of helpful votes [35], [25]. Consumers benefit from 

informative reviews while making buying decisions. 

Some customers believe that favorable and unfavorable 

reviews are useful because such deeply divided records 

help to validate or invalidate purchase options. Others, 

on the contrary, find mixed reviews useful because they 

illustrate both the positives and negatives of the product 

under consideration. The perceived importance of a 

review to the end-user is also conveyed through the 

review's usefulness [28], [18]. This functionality, in 

particular, makes use of crowd-sourcing to assess the 

usefulness of reviews [6]. Every review includes the 

question, "Was this review helpful to you?" Customers 

who read the reviews may up vote or down vote the 

review [9], [12].  

The research on review usefulness is roughly 

classified into two categories, prediction-based 

techniques to ascertain the review's usefulness and 

understanding of review usefulness. Machine learning 

classifiers, regression and deep learning approaches have 

been used to predict review helpfulness in the past [10], 

[8], [14], [16]. The review length, review timestamp, 

reviewer’s expertise, and manner of writing reviews all 

have been used previously to predict helpful reviews 

[5]. Early indicators used to identify review usefulness 

through review length and review star rating also [24]. 

Deviation from the mean review length of a product, 

review’s polarity and rating from the same user or on the 

same item to estimate review helpfulness helped in 

filtering high-quality ratings thereby improving the 

collaborative item recommendation process [27]. The 

moderate-length reviews outperform brief and lengthy 

ones as review length has inverted-U-shaped impact on 

usefulness [15]. Further, the more the review matches the 

language style of the target user, the more it is said to be 

readable. As a result, it is classified as a domain-specific 

indicator [22]. The semantic analysis of reviews 

comprises a wide range of methodologies that make use 

of structural characteristics like the count of product 

features cited in a review and its length [34]. The most 

useful reviews are said to be medium in length, have a 

lower score, and are negative or neutral in polarity [13]. 

Both critical evaluations containing data on service 

failures and favorable reviews highlighting essential 

product functionalities, technical elements, and aesthetics 

are seen as beneficial for usefulness prediction [1]. 

Besides the semantic aspect, neutral polarity reviews are 

regarded to be also useful [31]. The inclusion of 

adjectives, status and action verbs, as well as 

grammatical structure, are vital predictors of helpfulness, 

particularly when paired with factors such as review age, 

rating, readability, and subjectivity [21]. Highly readable 

reviews have proven to be the most beneficial. Based on 

previously performed emotion-based analysis, it has been 

concluded that male readers were more inclined to 

reviews with positive emotions, whereas female readers 

were more attracted to reviews with negative emotions. 

Previous findings also indicated that several features 

such as the review title’s polarity, the review’s sentiment 

and polarity, and the cosine similarity between the 

product review and the product title are contributing 

factors to determine the usefulness of user reviews [24]. 

As per the literature review, previous studies are 

deficient in terms of the combination of natural language 

processing tools and machine learning techniques for 

estimation of review usefulness. This study considering 

the above employs user voting as the target label to build 

the helpfulness or usefulness prediction system. 

This depiction of helpfulness votes differs across 

platforms. Some platforms show the most helpful votes 

for a review, whereas others represent the usefulness as 

the “X of Y” concept. However, in prior methods, a ratio 

of 0.6 was considered as a helpfulness threshold in the 

“X of Y” approach of the consumer voting mechanism. 

Review usefulness, in particular, is critical in product 

rankings and recommendations [12]. Prediction of review 

usefulness enables users to compose meaningful reviews 

that shall assist retailers in intelligent website 

management by guiding it s users in purchase decisions 

[24]. The incorporation of a usefulness estimation model 

can aid in increasing the effectiveness of a collaborative 

filtering-based recommender system through 

optimization of data selection for user ratings estimation. 

This is a great resource for identifying relevant user 
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Table 1: Comparison of existing studies on identification of useful reviews 
S.

N

o 

Pap

er 

Model Dataset Input 

features 

Performance 

Metric 

Key points Classification

/ Regression 

problem 

1. [20] MLP, 

CNN 

with 

Trans

E 

Amazon 

dataset: 

CDs, 

Electronics, 

Video 

Games, 

Books 

Product, 

Review, 

Reviewer 

features 

Accuracy, F1-

score 

Dependence solely on hand crafted 

features leads to poor accuracy. Along 

with CNN another technique is required 

for mapping between the reviewer, 

product and reviews 

Regression 

2. [7] R:LN

R, 

C:Log 

Reg, 

Both: 

DT, 

RF, 

GBT, 

NN 

Yelp 

Shopping 

reviews 

Product, 

Review, 

Reviewer 

features 

RMSE, MSE, 

RAE, RSE, 

RRSE, 

MAE,R2 and 

CC (R), 

Accuracy, 

AUC, 

Precision, 

Recall, and F1 

score (C) 

Authors examine the impact of friends on 

review usefulness by introducing social 

network features. For classification, 

reviews receiving more than 3 votes are 

marked as helpful, 0 votes as unhelpful 

and discarded otherwise 

Classification, 

Regression 

3. [11] MLP, 

CNN 

SiteJabber.c

om, 

ConsumerA

ffairs.com 

(DomainsD

ating, 

Wedding 

Dresses, 

Marketplace

, Car 

Insurance, 

Travel 

Agencies, 

Mortgages) 

Review 

features 

Accuracy Adjacent or neighbor reviews impact a 

user’s helpfulness perception of a review. 

For classification, reviews receiving more 

than 2 helpful votes labeled as helpful 

and unhelpful otherwise. 

Classification 

4. [27] Linear 

Suppo

rt 

Vector 

Regre

ssion, 

RF 

Regre

ssion 

Yelp hotel 

stores 

reviews, 

Yelp food 

stores 

reviews 

Review 

features 

Pearson and 

Spearman 

correlation 

values 

Deviations in star ratings, review’s length 

and review’s polarity with respect to user 

and item impact usefulness. Authors do 

not consider reviewer features. Random 

Forest was a better helpfulness predictor. 

Integration of such an estimation model 

improves the CF system performance. 

Regression 

5. [24] Multiv

ariate 

adapti

ve 

regres

sion, 

’C’ 

and 

’R’ 

tree, 

RF, 

NN, 

deep 

NN 

Amazon 

multidomai

n sentiment 

analysis 

dataset 

Review, 

Reviewer, 

Product 

features 

MSE, 

RMSE,RRSE 

Review type characteristics standout as 

effective characteristics to determine 

review’s helpfulness as compared to 

reviewer and product characteristics. 

Combining all three characteristics yield 

best performance. 

Regression 

6. [2] DT, 

RF 

Amazon 

Product 

dataset 

(Books, 

Office 

Products) 

Review, 

Reviewer 

features 

Accuracy, F-

measure 

Helpfulness threshold ratio set to value of 

0.6. Features such as text, reviewer, and 

readability perform better than summary 

features. RF performed better than 

decision trees 

Classification 

7. [26] MLP, 

CART

Contributed 

dataset of 

Review, 

Reviewer, 

MSE, RAE, 

RMSE, 

More the comments, polarity and 

sentiments in a review, more are the 

Regression 
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Linear 
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, 

Ensem
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model 

34 product 

categories 
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Amazon.co
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Product 

features 

RRSE, MAE helpful votes. Reviews with at least 10 

votes are selected. Best results were 

obtained using hybrid features with 

ensemble model performing the best 

8. [34] RF Dataset 
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JD.com 

Review 

features, 

informativene
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Accuracy, 
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Classification threshold for search and 

experience products to be different. 

Threshold of 4 for search products such 

as electronics and 2 for experience 

products such as skin gave the best model 

performance 
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reviews for decision-making [27].  Table 1 lists the key 

takeaway points from the existing literature. 

In Table 1, AUC stands for Area Under the Curve, 

’C’-Classification, CNN-Convolutional Neural Network, 

CC-Correlation Coefficient, DT-Decision Tree, GBT-

Gradient Boosted Tree, Log Reg-Logistic Regression R-

Regression, RAE-Relative Absolute Error, RF-Random 

Forest, RMSE-Root Mean Square Error, R2 -R Squared, 

RSE-Relative Squared Error, RRSE-Root Relative 

Squared Error, MAE-Mean Absolute Error, MLP-Multi 

Linear Perceptron, MSE-Mean Squared Error and NN-

Neural Network. 

3 Research methodology 
The review-based recommendation methods in the 

studied literature utilize review contents and do not 

incorporate the associated helpfulness or usefulness 

scores. Incorporating this information of reviews helps in 

better exploitation of the user reviews. Since, several 

reviews don’t have helpfulness scores, it is essential to 

predict the usefulness of these reviews [16]. The steps 

undertaken as part of prediction of usefulness of user 

reviews are shown in Figure 1 and are as follows: 

3.1 Data collection 

Data collection and its processing are the initial steps in 

all the machine learning methods [36]. Amazon cell 

phone and accessories dataset has been considered for 

this task [29] [3]. As shown in Table 2, the dataset with 

(1048572, 12) size has the following columns:  

{ 

  "reviewerID": "A62MUEQU8I52E", 

  "asin": "B007SJZUSI", 

  "reviewerName": " H. Moyer ", 

  "vote": 3, 

  "style": { 'Color:': ' Gold'  }, 

  "reviewText": "Not a huge capacity power bank but 

a very good capacity for its very compact size.  Exactly 

what I need, to have with me all of the time, just in case.  

One micro USB power input port for charging it, and one 

standard USB port for charging another device, either 

one using the same most standard cable in the industry.  

For most of us, power banks are for emergency only, so 

multiple output ports just add size unnecessarily.  One 

state of charge gauge with 4 LED indicator lights, and 

one pushbutton.  Very simple.", 

  "overall": 5.0, 

  "summary": " SIMPLE, COMPACT, AND 

POWERFUL FOR ITS SIZE ", 

  "unixReviewTime": 1490659200.0, 

  "reviewTime": " 03 28, 2017 ", 

“image”: nan, 

“verified”: True 

} 

 

Table 2: Dataset description 
Column name Column description 

reviewerID  Specifies the reviewer’s unique identifier 

e.g. A284QS51P9P9V1 

asin Specifies the product’s unique identifier 

e.g. B00UVSNVHA 

reviewerName Represents the name of the user/reviewer 

vote Represents the count of helpful votes 

received by a review 

style Represents a dictionary of the product 

metadata 

reviewText Implies the text contained in the review 

overall Represents the star rating given to a 

product 

summary Represents the textual summary of a 

product review 

unixReviewTi

me 

Represents the time at which review was 

generated (unix time) 

reviewTime Represents the time at which review was 

generated (raw)  

image Represents the product images that users 

post when they review the product 
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Figure 1: Research method 

 

3.2 Pre-processing 

The dataset consists of 12 columns and 1048572 rows. In 

order to categorize the reviews as useful or useless the 

following pre-processing steps have been undertaken: 

1. Out of the 12 columns available, only columns- 

overall, reviewText, summary and vote have 

been utilized. 

2. Next, reviewText column has been converted to 

lower case and punctuation has been removed. 

3. After performing the below mentioned feature 

engineering steps, stop words using Python’s 

nltk library have been removed.  

4. Step 3 has been followed by stemming process 

in which porter stemmer has been used to apply 

stemming on reviewText column. 

3.3 Feature engineering 

Apart from the columns considered during the pre-

processing phase, below mentioned columns have been 

derived: 

1. Word count: This column represents number of 

words in a review 

2. Char count: This column indicates number of 

characters in a review 

3. Avg word count: This column stands for average 

word length of a review 

4. Sentiment score: This column represents 

polarity of a review ranging from  minus one 

(indicating extremely negative) to  plus one 

(indicating extremely positive) which has been 

determined with the help of Python’s 

vaderSentiment library  

3.4 Preliminary analysis 

1. The top ten most frequently occurring words, as 

shown in Table 3, after removal of stop words 

from the dataset are given below: 

 

Table 3 Top ten frequently occurring words 

Word Frequency 

Phone 165691 

case 117779 

one 62104 

screen 57831 

like 51122 

use 43841 

great 39611 

battery 39595 

would 38616 

good 37078 

 

As seen in Table 3, as the dataset is related to cell 

phones, the top ten frequently occurring words are 

related to this domain. The users have provided reviews 

mostly related to phone, case, screen and battery. To 

obtain these words, the frequency of words in the user 

reviews was obtained and then the top ten words were 

extracted.  

2. The ten least frequently occurring words in the 

dataset, with only single occurrence are- 

Performancebattery, gummybearlike, 

amazonsunvalleytek, knive , terd, hh, 

nomy, 4siphone, Loosey, caseseems 

3. The percentage of overall rating provided by 

users is provided in Table 4. The review dataset 

contains the majority of user reviews with the 

highest rating of the product, that is, 5, followed 

by user rating 4. The dataset contains more one-
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star ratings than compared to three-star and two-

star ratings. 

Table 4 Distribution of user rating in the dataset 

Rating Count Percentage (%) 

5 49894 55.02 

4 15243 16.81 

3 8094 8.93 

2 5509 6.08 

1 11942 13.17 

 

Supervised learning algorithms require input and 

output examples for training the model. In order to 

predict the review usefulness, the target column has been 

contributed which identifies each review as useful or not. 

To help the classification models learn if a review is 

useful or useless all the reviews with more than 10 votes 

have been marked as useful else useless.  

 

3.5 Model selection 

Logistic Regression (LR), Decision Tree (DT), Random 

Forest (RF), AdaBoost (ADA), Gradient Boost (GB), 

Extra Trees (ET), k Nearest Neighbor (KNN) and Linear 

Discriminant Analysis (LDA) were used to categorize the 

usefulness of user reviews [23], [4]. All the models have 

been implemented in Python using pycaret library.  

3.6 Data setup 

Classification estimators were used in this study to 

predict the user review’s usefulness. The target type is 

binary, with two possible values as useful or useless. The 

data has been partitioned into 70:30 partitions to obtain 

the training and testing sets. To allow row shuffling 

during the train-test split, the data split shuffle was set to 

true. The predictive models' performance was evaluated 

using stratified ten-fold cross-validation.  

 

4 Result and discussion 
Usefulness is treated as dependent variable and overall, 

reviewText, summary, vote, word count, character count, 

average word length and sentiment score are treated as 

independent variables. The model's performance can be 

assessed using a variety of evaluators, some of which are 

more appropriate than others. The models have 

been assessed in terms of accuracy (calculated using (1)), 

area under the curve, precision (calculated using (2)), 

recall (calculated using (3)), f1-score (calculated using 

(4)), kappa score (calculated using (5)) and MCC 

(calculated using (6)) as shown in Table 5. The Table 

also displays the time taken (TT) in seconds for the 

models to be trained.   

• Accuracy: It is the most widely used 

performance metric and is calculated as the 

number of correct predictions over all 

predictions [33]. 

 

        𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = (
𝑇𝑃 + 𝑇𝑁

𝑇𝑃+𝑇𝑁 +𝐹𝑃+𝐹𝑁
) ∗  100            (1) 

Where, TP stands for true positive, TN stands 

for true negative, FP stands for false positive 

and FN stands for false negative.  

 
• Area under the Curve: The plot of sensitivity 

versus (1-specificity) is given by Receiver 

Operating Characteristic curve. AUC converts 

the curve to a numeric value. The ranges of the 

curve and their corresponding interpretations are 

grouped as excellent for range varying from 1 to 

0.90; good from 0.90 to 0.80; fair from 0.80 to 

0.70; poor from 0.70 to 0.60 and fail from 0.60 

to 0.50. 

 

• Precision:  

          𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃/𝑇𝑃 +  𝐹𝑃   (2) 
 

• Sensitivity: Sensitivity is the ratio of actually 
true classes that are identified correctly. 
Another name for sensitivity is true positive 
rate or recall. To reframe, it measures how 
often true predictions are correct. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
                  (3) 

 
• F1 Score: It’s an accuracy metric that considers 

the trade-off between precision and recall. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
            (4) 

 
• Kappa: The Kappa score handles multi-class as 

well as imbalanced class problems. 

 

 𝐾𝑎𝑝𝑝𝑎 =  𝑝𝑜 – 𝑝𝑒/1 − 𝑝𝑒                       (5) 
 

Where, po and pe denote the observed and 

expected agreement, respectively. In general, it 

reflects how a classifier performs as compared 

to another classifier that simply guesses at 

random based on each class’s frequency. 

Cohen's kappa is never greater than 1. When the 

value of kappa is zero, the classifier is useless. 
 

• Matthews Correlation Coefficient (MCC): The 

Matthews correlation coefficient assesses the 

quality of a binary classification problem; it is a 

balanced measure for unbalanced dataset as 

well. It outputs a value between minus one and 

plus one where, plus one indicates complete 

agreement between predicted and observed 

value, minus one indicates total disagreement, 

and zero value indicates random predicted 

values [33]. 
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           𝑀𝐶𝐶 =
𝑇𝑃∗𝑇𝑁−𝐹𝑃∗𝐹𝑁

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
      (6)  

 

Table 5: Performance of ML models 

Model Accuracy AUC Recall Precision F1-Score Kappa MCC TT (sec) 

LR 0.99 0.99 0.99 0.99 0.99 0.99 0.99 11.5 

DT 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.19 

RF 0.99 0.99 0.99 0.99 0.99 0.99 0.99 2.47 

ADA 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.23 

GB 0.99 0.99 0.99 0.99 0.99 0.99 0.99 6.48 

ET 0.9657 0.9995 0.9997 0.9612 0.98 0.8596 0.8683 9.14 

KNN 0.9263 0.9471 0.9912 0.9263 0.9576 0.6762 0.7004 1.92 

LDA 0.5788 0.517 0.6078 0.6427 0.6233 0.3348 0.3439 27.73 

 

As shown in Table 5 and Figure 2, most of the 

classification models are performing decently when 

contrasted according to the evaluation parameters. In 

order to test the model’s robustness, ten-fold cross-

validation has been employed. Due to lack of sufficient 

system RAM, the model has been fed a random sample 

of 5000 rows, leading to the above performance. Also, 

the methods’ black-box state diminishes the results’ 

interpretability. In comparison to others, LDA is unable  

 

 

to provide a reasonable prediction. The models have been 

trained again after performing feature selection and 

outlier removal to check the improvement in their 

performance. The near perfect performance of these 

models can be attributed to the size of data being fed to 

these models. Decision Tree model takes the least 

amount of time i.e. 0.19 seconds for generating the above 

results.  

 

 

 
Figure 2: Performance of ML models 

 

In order to improve the performance and reduce the 

training time of the above models, feature selection has 

been performed. Upon performing feature selection, the 

accuracy of LDA model jumps to 0.8411, AUC increases 

to 0.732, recall, precision, f1-score, kappa and MCC turn 

out to be 0.892, 0.842, 0.866, 0.638 and 0.658 

respectively. The threshold value used for feature 

selection is set to 0.8 and the classic method of 

permutation feature importance techniques is used. Even 

after performing feature selection, the performance of 

LR, DT, RF, ADA, and GB classifiers remains 

unaffected as shown in Table 6.  

As seen from Table 5 and Table 6, the training time 

of all the models reduced. Training time of model- LR 

reduced to 6.32 from 11.5 (without feature selection), DT 

remained the same as 0.19, ADA classifier remained the 

same as 0.23, ET reduced to 9.05 from 9.14, KNN 

reduced to 1.90 from 1.92 and LDA reduced to 26.75 

from 27.73 seconds. Only two models RF and GB had 

their training time increased to 2.62 from 2.47 and 6.51 

from 6.48 respectively. This increase 
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Table 6: Performance of ML models after feature selection 

Model Accuracy AUC Recall Precision F1-Score Kappa MCC TT (sec) 

LR 0.99 0.99 0.99 0.99 0.99 0.99 0.99 6.32 

DT 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.19 

RF 0.99 0.99 0.99 0.99 0.99 0.99 0.99 2.62 

ADA 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.23 

GB 0.99 0.99 0.99 0.99 0.99 0.99 0.99 6.51 

ET 0.9634 0.99 0.99 0.959 0.979 0.848 0.858 9.05 

KNN 0.9729 0.991 0.996 0.973 0.984 0.892 0.895 1.90 

LDA 0.8411 0.732 0.892 0.842 0.866 0.638 0.658 26.75 

 

Table 7 represents performance of classifiers after 

removal of outliers. Outliers from the training data have 

been reduced using the Singular Value Decomposition 

and the outlier threshold has been set to 0.05, that is, five 

percent of the outliers have been removed from the 

training dataset. Again, the performance of LR, DT, RF, 

ADA, and GB classifiers remained unaffected. While the 

accuracy of ET and KNN classifiers increased, that of 

LDA decreased significantly. This implies that ET, KNN 

and LDA classifiers are affected due to removal of 

outliers whereas the rest of the classifiers are not affected 

with this processing step.  

 

Table 7: Performance of ML models after outlier removal 

Model Accuracy AUC Recall Precision F1-Score Kappa MCC TT (sec) 

LR 0.99 0.99 0.99 0.99 0.99 0.99 0.99 6.25 

DT 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.18 

RF 0.99 0.99 0.99 0.99 0.99 0.99 0.99 2.37 

ADA 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.22 

GB 0.99 0.99 0.99 0.99 0.99 0.99 0.99 6.42 

ET 0.9759 0.9999 0.99 0.9726 0.9861 0.8969 0.9019 6.43 

KNN 0.9801 0.9938 0.9979 0.9793 0.9885 0.9168 0.9192 1.83 

LDA 0.7523 0.7173 0.7673 0.8541 0.806 0.4644 0.4877 23.48 

 

As shown in Table 5, Table 6 and Table 7, LR, DT, 

RF, ADA and GB are performing perfectly for the 

sample dataset provided to the models with and without 

feature selection and outlier removal process. LDA 

model showed performance improvement after feature 

selection process, but degradation after outlier removal 

and accuracy of ET and KNN models improved after 

removal of outliers.  

5 Limitations and future work 
In this study, review usefulness prediction models were 

built and compared using collected features from the 

publicly available Amazon’s cell phone and accessories 

dataset such as overall, reviewtext, summary, and vote, 

as well as derived features such as word count, character 

count, average word count, and sentiment score. Seven 

different performance measures namely, accuracy, area 

under the curve, precision, recall, f1-score, Kappa score 

and MCC were used to compare eight machine learning 

models- Logistic Regression, Decision Tree, Random 

Forest, AdaBoost, Gradient Boost, Extra Trees, K nearest 

Neighbor and Linear Discriminant Analysis. All the 

classification models performed well except LDA. 

Feature selection and outlier removal techniques had no 

effect on the classification performance of Logistic 

Regression, Decision Tree, Random Forest, AdaBoost, 

and Gradient Boost. The performance of LDA improved 

after feature selection but decreased after outlier removal, 

whereas ET and KNN depicted improvement in both 

cases. The results of this research can assist e-commerce  

 

platforms in gaining more clarity of the usefulness of 

online reviews. They can automatically analyze the 

usefulness of product reviews by utilizing prediction 

models as stated above. A system that uses ML models to 

predict useful reviews will benefit all stakeholders, 

including end users, product owners, and e-commerce 

platform regulators. In cases where the review has 

received no votes from people, such a system would be 

beneficial. In that instance, stakeholders might utilize the 

models' predictions to find reviews of interest or 

usefulness. This would ultimately save a significant 

amount of time spent reviewing the enormous number of 

available user reviews. This study was limited due to 

lack of sufficient system RAM; the models were fed a 

random sample of 5000 rows. Also, the methods’ black-

box state diminishes the results' interpretability. The 

study can be strengthened by improving the prediction 

models by removing fake reviews, incorporating 

emoticons for online review helpfulness prediction, 

employing unsupervised learning techniques instead of 

supervised learning, and developing deep learning 

models. 

Availability of data 

The dataset is available through URL: 

https://jmcauley.ucsd.edu/data/amazon/  
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This article addresses the design and development of mobile terminal application based on Android. 

This paper proposes the design and development of character recognition system application based on 

Android platform. The implementation process of image acquisition module, image clipping module, 

image preprocessing module, character recognition, recognition history display module and recognition 

result post-processing module is introduced in this article. This article presents the method of character 

training by Tesseract. By using the training tool based on LSTM (long short - term memory) neural 

network to train the sample set, a specific character training set is obtained, and OCR (optical 

character recognition) can be used in specific occasions. The function and performance of the system 

are tested, and the experimental results are analyzed. After the whole OCR system is built and deployed, 

the operation and completion of the whole OCR system can be understood through the test and analysis 

of system functions. It can be seen from the test results that the average response time of text images in 

pure English is the fastest. The response time of text images in pure Chinese is the second, and the 

slowest is the mixed arrangement of Chinese and English. For pure English text images, the character 

recognition accuracy is about 90%, and for pure Chinese text images, the recognition accuracy is close 

to 90%. However, for the mixed arrangement of Chinese and English, the accuracy of character 

recognition is lower than that of pure Chinese and English. The accuracy of most commercial character 

recognition software is about more than 90%. Except for the mixed arrangement of Chinese and 

English, other products can basically achieve the accuracy of general commercial character recognition 

software. The product has certain practicability and can be applied to recognize text images taken in 

natural scenes in daily life. 

Povzetek: Članek predstavi novo aplikacijo za prepoznavanje znakov na platformi Android. Z uporabo 

LSTM nevronske mreže in OCR je izboljšana natančnost prepoznave angleških in kitajskih znakov. 

 

 

1 Introduction  
With the growth of wireless network coverage year 

by year and the continuous increase of mobile terminals, 

the number of mobile Internet users has increased 

rapidly. Mobile phones have not only met simple 

communication functions for people, but also developed 

into a tool with internet access, music, video, games and 

other functions [1]. At the same time, with the rapid 

development of mobile Internet, the amount of data used 

by mobile clients is gradually approaching the PC end, 

and the main thrust of this phenomenon should be 

attributed to the rapid development of mobile app 

applications [2]. Moreover, the coverage of WiFi has 

been continuously expanded, which also provides a 

larger platform for the development of APP applications 

on the mobile terminal, which has always been a 

limitation that the PC terminal is difficult to surpass [3]. 

OCR (optical character recognition), which means 

optical character recognition, is a process of obtaining 

text and layout information through a series of 

decomposition processing of text image files [4]. 

Specific to the scene, it is to automatically identify and 

input your business card, ID card, driver's license and 

bank card into terminals such as computer or mobile 

phone through scanning, eliminating the process of 

manual input. Due to the shift of the consumer market to 

mobile terminals, more than 60% of the data in the future 

will come from smart mobile terminals such as mobile 

phones and tablets. Smart camera has become the main 

entrance of data acquisition. More unstructured data 

needs to be transformed into retrievable data at the front 

and back. This transformation process requires OCR 

technology to show its skills. However, the fundamental 

way of the current mobile phone OCR system is to use 

the mobile phone to capture images, compress the 

images, transmit them to the background server through 

the network, recognize characters and return the 

corresponding results. However, with the improvement 

of mobile phone performance, the captured images will 

be more and more fresh, and the image size will 

gradually increase [5]. If the original image is transmitted 

directly without compressing the image, it will lead to 

large traffic consumption and prolonged network 

transmission; If the image is compressed, some 

mailto:mingzhan61@163.com
mailto:zhijunhuang@126.com
mailto:weishao291@163.com
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information will be lost, and the compression algorithm 

itself has a certain time consumption. At the same time, 

this method depends on network connection, not strictly 

mobile phone-based OCR system. The overall process of 

OCR system is shown in Figure 1. With the rapid 

improvement of the computing power of mobile 

intelligent terminal, the feasibility of using the 

computing power of mobile terminal to complete picture 

preprocessing, feature extraction and character 

recognition at the terminal is gradually improved [6]. In 

this way, the image compression and transmission 

process can be avoided, there is no network transmission 

delay, and it can be independent of the mobile network.  

 

 

 
Figure 1: Overall process of OCR system.

 

At the same time, feature extraction and character 

recognition are carried out on the original image, 

resulting in less information loss and higher OCR 

accuracy [7]. 

This article addresses the design and development 

of mobile terminal application based on Android 

platform by proposing a design and development of 

character recognition system application. The 

implementation process of image acquisition module, 

image clipping module, image preprocessing module, 

character recognition, recognition history display module 

and recognition result post-processing module is 

introduced. The article presents the method of character 

training by Tesseract. By using the training tool based on 

LSTM (long short - term memory) neural network to 

train the sample set, a specific character training set is 

obtained, and OCR (optical character recognition) can be 

used in specific occasions. The function and performance 

of the system are tested, and the experimental results are 

analyzed. After the whole OCR system is built and 

deployed, the operation and completion of the whole 

OCR system can be understood through the test and 

analysis of system functions. It can be seen from the test 

results that the average response time of text images in 

pure English is the fastest. Except for the mixed 

arrangement of Chinese and English, other products can 

basically achieve the accuracy of general commercial 

character recognition software. The product has certain 

practicability and can be applied to recognize text images 

taken in natural scenes in daily life. 

 

The rest of this article is arranged as: Literature 

review is presented in section 2 and the methods 

discussing the traditional character recognition 

algorithm, tesseract recognition algorithm, image 

acquisition, clipping and preprocessing, recognition and 

text post-processing is presented in section 3. Results and 

analysis are presented in section 4 followed by 

conclusion in section 5. 

 

2 Literature review 
To solve this problem, Xu et al. studied the design 

and development of intelligent webcam application based 

on Android platform [8]. Wang et al. found that Android 

is an open software system containing many source 

codes. Its system architecture is divided into four levels 

[9]. The software named wavesecure launched by Feng, 

is a mobile phone security protection software, which is 

specially used to backup and restore data on a variety of 

devices, so that the important data in the user's mobile 

phone can be fully protected [10]. Cai et al. studied a 

mobile device management solution, which mainly 

manages and configures enterprise mobile devices and 

employees' own mobile devices based on roles, and 

ensures the security of enterprise content stored in the 

devices [11]. Ameigeiras et al. studied and analyzed that 

text secure is an application software for SMS encryption 

of mobile terminals, which provides SMS encryption, 
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SMS session encryption and other functions [12]. Lin et 

al. found that Twitter has opened the source code of the 

project on git hub. The application uses a combination of 

symmetric encryption algorithm and asymmetric 

encryption algorithm to protect the transmitted data, 

which has good security [13].  

Cao et al. found that Twitter uses digital signature 

technology to ensure the non-repudiation of data. 

Although the application software enhances the security 

of short message communication between individual 

users and enterprise users, it can only encrypt short 

messages and short message sessions, and cannot provide 

more comprehensive protection for data and devices in 

mobile terminals. Therefore, it also has limitations that 

cannot be ignored [14]. Xin et al. proposed a file remote 

data backup system on Android platform based on the 

research of remote-control technology [15]. Zhang 

proposed a remote security management model of 

Android mobile terminal based on RFB (remote frame 

buffer) protocol, which can support remote opening of 

camera, recorder, Bluetooth, positioning device, erasing 

data and other functions. However, this protocol is a thin 

client protocol, so that the service platform cannot 

monitor the client status [16].  

Based on the current research, this paper proposes 

the design and development of character recognition 

system application based on Android platform. The 

implementation process of image acquisition module, 

image clipping module, image preprocessing module, 

character recognition, recognition history display module 

and recognition result post-processing module is 

introduced in detail, and the implementation algorithm is 

analyzed. The method of character training by Tesseract 

is introduced. The training tool is used based on LSTM 

neural network to train the sample set, a specific 

character training set is obtained, and OCR (optical 

character recognition) can be used in specific occasions. 

The experimental results show that the system can 

quickly carry out image preprocessing and character 

recognition by relying on gradually powerful mobile 

computing resources, and efficiently complete the 

character recognition task at the mobile end. 

 

3 Research methodology  
This section includes the discussion of adopted 

methodology of character recognition algorithm and 

image acquisition and recognition module.  

3.1 Traditional character recognition 

algorithm 

Pattern recognition can recognize the target object 

through two machine learning methods: supervised 

learning and unsupervised learning [17]. Supervised 

pattern recognition classifiers need to judge the results 

based on a priori known conditions, that is, through 

known labels; The similarity classifier, which does not 

use a priori known conditions to train the character set, 

but expresses the results according to a set of feature 

vectors, is an unsupervised pattern recognition classifier. 

Template matching is one of the simplest pattern 

recognition algorithms. It is often used to find sub image 

regions that are the same or highly similar to the template 

image from an unknown image according to the 

predefined template image in image processing. 

Therefore, template matching requires two inputs, one 

template image and the other is the target image to be 

detected [18]. Template matching uses the calculation 

method based on image pixel similarity, which is easy to 

be affected by illumination intensity and object 

geometric distortion, and has high accuracy only when 

the brightness and resolution are constant and there is no 

geometric distortion. The template matching methods 

based on pixel calculation include the following 6 kinds. 

 

TM_SQDIFF square difference: 

 

( ) ( ) ( )( )


++−=
yx

yyxxIyxTyxR
,

2
,,,  

(1) 

 

TM_SQDIFF_NORMEND normalized squared 

difference: 

 

( )
( ) ( )( )

( ) ( ) 



++

++−
=



11 11, ,

22

,

2

,,

,,
,

yx yx

yx

yyxxIyxT

yyxxIyxT
yxR

 
(2) 

 

TM_CCORR relevance: 

 

( ) ( )( ) ( )yyxxIyxTyxR
yx

++=


,,,
,

 
(3) 

TM_CCORR_NORMEND normalized correlation: 

 

( )
( ) ( )( )

( ) ( ) 



 



+

++
=

yx yx

yx

yyxxIyxT

yyxxIyxT
yxR

, ,

22

,

2

,,,

,,
,  

(4) 

TM_CCOEFF correlation factor: 
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3.2 Tesseract recognition algorithm  

Recurrent neural network RNN is a kind of neural 

network used to process sequence 𝑋(1), … , 𝑋(𝑇), which 

can be extended to longer sequences. However, the 

gradient of RNN tends to disappear after many stages of 

propagation. Even if we assume that the cyclic network 
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parameters are stable, the difficulty of long-term 

dependence comes from the weight smaller than the 

index of short-term interaction. In theory, RNN can deal 

with long-term dependence problems, and people can 

carefully select parameters to solve the most primary 

form of such problems, but in practice, RNN can 

certainly not successfully learn this knowledge. RNN 

cannot process sequences with a long distance because 

the gradient is likely to disappear during training, that is, 

exponential reduction is likely to occur during training 

through formula (7), so that RNN loses its ability to 

perceive distant times [19]. 
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Because RNN has the problem of gradient 

disappearance, Tesseract introduces LSTM algorithm as 

the neural network structure for training and recognition. 

LSTM (long short-term memory) is a long-term and 

short-term memory network. It is a time recursive neural 

network, which is suitable for processing and predicting 

important events with relatively long interval and delay 

in time series. LSTM is a special RNN, which can learn 

long-term dependent information. LSTM has achieved 

great success in many applications, such as 

unconstrained handwriting recognition, speech 

recognition, handwriting generation, machine translation, 

image title generation and parsing. LSTM is different 

from a single neural network layer.  

The structure of the repetitive network module of 

LSTM is much more complex. It realizes three gate 

calculations, namely forgetting gate, input gate and 

output gate. Each gate is responsible for different tasks, 

and the forgetting gate is responsible for determining 

how many cell states from the previous time to the 

current time [20]. The input gate is responsible for 

determining how much current time input is reserved to 

the unit state of the current time; The output gate is 

responsible for determining how many outputs the unit 

state has at the current time. In addition to the external 

RNN cycle, LSTM also has an internal "LSTM cell" 

cycle. Therefore, LSTM is not a gating unit system with 

simple affine transformation of input and loop units and 

element by element nonlinearity. Similar to ordinary loop 

networks, each unit has the same input and output, but 

also has more parameters and control information flow. 

The most important component is the state unit 𝑆𝑖
(𝑡)

. the 

self loop weight is controlled by the forgetting Gate 𝑓𝑖
(𝑡)

, 

and the sigmoid unit sets the weight to a value between 0 

and 1. The forgetting gate formula is shown in equation 

(8). 
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Where 𝑋(𝑡) is the current input vector, ℎ𝑡  is the 

current hidden layer vector, and ℎ𝑡 contains the outputs 

of all LSTM cells. 𝐵𝑓, 𝑈𝑓, 𝑊𝑓 are offset, input weight 

and cycle weight of forgetting gate respectively. 

Therefore, the internal state of LSTM cells is updated in 

the way of formula (9), in which there is a conditional 

self-ring weight 𝑓𝑖
(𝑡)

. 
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(9) 

Where, b, U and W are the bias, input weight and 

cycle weight of forgetting gate in LSTM cells 

respectively. The external input gate unit 𝑔𝑖
(𝑡)

 is updated 

in a manner similar to the forgetting gate, but has its own 

parameters, as shown in equation (10). 
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The output ℎ𝑖
𝑡 of LSTM cells (see equation (11) can 

be closed by the output gate 𝑞𝑖
𝑡 (see equation (12). 
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Where 𝑏0, 𝑈0, 𝑊0are the cyclic weight of offset, 

input weight and forgetting gate respectively. LSTM 

network is easier to learn and rely on for a long time than 

simple cyclic architecture, which is very suitable for 

optical character recognition of long sequences. 

3.3 Image acquisition module 

The image acquisition module is used to obtain the 

text image to be recognized. There are two ways to 

obtain the text image. It mainly completes the task of text 

image through the two sub modules of obtaining the 

original image through photo album and photographing. 

The function of photo album to obtain the original image 

is realized by the photo album calling interface of 

Android system. Taking photos to obtain the original 

image is to obtain the image by taking photos with the 

camera provided by Android. The image acquisition 

module is the basis for the operation of the whole 

software.  

After entering the system, the user first needs to 

select the image acquisition method. The original image 

obtained from the album of the system is the default 

interface to enter the system. The text image in the album 

is loaded in the interface. By selecting the photographing 

mode in the column at the bottom of the system, the 

source image can also be obtained by photographing. 
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Only through the image acquisition module can the next 

step of image preprocessing and image recognition [21]. 

3.4 Image clipping module 

The original image selected by the user may contain 

non text areas. The main function of the system is to 

recognize characters. Therefore, the non-text areas need 

to be cropped and the text area ROI of interest to the user 

is selected, so as to reduce unnecessary calculation 

during later image processing and recognition, so as to 

improve the accuracy of character positioning and 

recognition. The implementation part of the system is 

that the user cuts out the text area manually.  

The clipping module mainly includes clipping, 

image rotation, clipping region scaling and clipping 

region moving functions. Clipping is used for the user to 

manually select the text area of interest through block 

diagram selection [22]. Rotation is used to deal with 

large angle text tilt. It mainly aims at the image rotation 

greater than 90 degrees caused by the photographing 

angle, and realizes the function of 90 degrees rotation of 

the image after cutting. For the inclined image less than 

90 degrees, the image needs to be corrected by tilt 

correction. The image zoom function is to zoom in and 

out the image of the clipping area; Picture movement is 

to move the position of the background original image of 

the clipping area, and fine tune the user's clipping area 

through the movement function. 

3.5 Image preprocessing module 

The input image of the image preprocessing module 

is the Bitmap image after image clipping by the image 

clipping module, and the output end is the bitmap format 

image after graying, illumination compensation, filter 

denoising, binarization, tilt correction and morphological 

operation. The function code of the picture preprocessing 

module is implemented on the recognition page. After 

the user clicks the character recognition button, the 

image preprocessing module is called for pre-processing. 

Because image preprocessing is a time-consuming 

operation, if it is operated directly on the main 

identification interface, the system will get stuck and 

even the program will not respond and crash. In order to 

solve this problem, the system uses the asynchronous call 

mode of Handler+Loo per+Message Queue in Android to 

process the time-consuming operation of the image 

processing module. Asynchronous processing sub 

threads mainly do some time-consuming operations. 

After the sub thread completes the operation, it sends a 

message to the main thread. The system communicates 

between the sub thread and the handler in the main line 

through the message circulation mechanism. The specific 

work is that the sub thread sends a message after 

completing the time-consuming operation, and the 

handler refreshes the UI on the main thread after 

receiving the message, so as to avoid the user interface 

getting stuck and unresponsive due to the time-

consuming preprocessing process in the background. In 

this paper, events related to the user interface in Android 

asynchronous tasks will be handled by the main thread. 

In the Android system, the UI interface of the system 

needs to be updated through the main thread. In order to 

avoid blocking the main thread of the operation interface, 

this paper processes time-consuming tasks such as image 

preprocessing and character recognition in the 

background by opening a new thread [23]. 

3.6 Image recognition module 

The input end of the image recognition module is 

the output image preprocessed by the background image, 

and the output end is the structured text information after 

character recognition. If the identification module is 

called in the main thread, the system will crash if the 

waiting time of the main thread is too long. Therefore, 

the background of the system also needs to adopt the 

asynchronous call mode of Handler+Loo per+Message 

Queue to deal with the time-consuming operation of the 

character recognition module. The interface of the 

character recognition module mainly uses the material 

design control Floating Action Button, which can easily 

realize the effect of floating buttons. For floating buttons, 

you can set the transparency and color of buttons. For the 

selection of recognition text, this paper uses the spinner 

drop-down box button to realize the recognition text. The 

recognition text can choose to recognize Chinese and 

English. 

3.7 Text post-processing module 

This module is used for post-processing the 

recognized text, mainly for correcting the misrecognized 

text in the source text image. The text post-processing 

module includes the functions of text original image 

comparison and correction, text editing, text copying, 

exporting text, sharing and so on. The proofreading 

function is to load the processed gray-scale image. In the 

same activity, the user can edit and change the original 

image. Exporting the text can help the user export the 

recognized text into PDF format. The text can be saved 

on the user's computer and shared with friends to help 

friends with text recognition. The text post-processing 

module is developed based on the Android native API. 

The whole implementation interface of the text post-

processing module is simple and easy to use. 

The system implementation flow of character 

recognition module is shown in Figure 2. For the 

function realization of the core module of character 

recognition, this paper uses Tesseract recognition engine 

to realize the function of character recognition, and calls 

Tesseract through JNI to realize the complete character 

recognition function of the image in the form of bitmap 

at the input and string characters at the output. 
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Figure 2: OCR implementation process.

 

4 Results and analysis 
The function and performance of the system are 

tested, and the experimental results are analyzed. After 

the whole OCR system is built and deployed, the 

operation and completion of the whole OCR system can 

be understood through the test and analysis of system 

functions. 

4.1 System test environment 

The OCR character recognition application based on 

Android needs the support of the camera, so it cannot 

continue to use the virtual Android machine in the 

Android Studio development environment for testing. 

The application needs to support two ways: photo album 

and photographing to obtain the text source image to be 

recognized. The application is aimed at ordinary Internet 

users. The software running environment is determined 

through analysis, including hardware environment and 

software environment. The specific test running 

environment of the system is shown in Table 1. 

 

Software / Hardware   Version / 

Configuration 

Operating system Android 7.0 

Database Sq1Lite 

Image processing Open CV 3. 2 

Recognition engine Tesseract 4.0 

CPU Qualcomm Snapdragon 

835 

RAM 6G 

ROM 128G 

Camera 21 00W 

Resolving power 1080*1920 

Table 1: Test environment 

4.2 Function test 

The system function test is mainly to verify whether 

the system can run the application normally and stably, 

whether each functional module can run normally, 

whether the data obtained by the system is accurate, and  

 

whether the speed of system image processing and the 

accuracy of character recognition meet the design 

requirements. After the development of each functional 

module of the system is completed, we have deployed 

the character recognition system in the above operating 

environment. First, install the character recognition 

software on the Android system, enter the first interface 

of the system, run the installed and deployed OCR 

recognition application, and start testing the main 

functions of the recognition system. According to the test 

cases of the system, the functional unit module and 

system test are carried out for the image acquisition 

module, cutting module, character recognition module, 

character recognition history display module and text 

post-processing module of the system. The test results 

show that all functional modules of the system operate 

normally, indicating that the functional modules of the 

system meet the product design requirements. The UI 

interface of each functional module of the system is 

convenient and practical, and the overall layout is 

reasonable, which is in line with the aesthetics of public 

users. It shows that the interface effect based on material 

design style is good and meets the interface requirements 

of the system. 

4.3 Performance test 

The main purpose of system performance test is to 

test the operation effect of the system under heavy load, 

and then find some possible defects of the system. In this 

system, the performance test object is mainly to test the 

system response time in different languages and different 

text mixing. For the character recognition system, the 

two key factors affecting the system response time are 

image preprocessing and character recognition. Image 

preprocessing and character recognition are functional 

modules with large amount of calculation. For character 

recognition, the two main indicators affecting the 

response time are the working efficiency of the classifier 

and the size of the character library. The larger the 

character library, the more character sets the system 

needs to match, and the more time it needs to consume. 

System response time is an important index to measure 

software performance. Through software testing, the 
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time-consuming of image preprocessing and 

classification recognition in image recognition is 

counted. Through detailed analysis of the time-

consuming of each small step, the operation bottleneck in 

the system is found, so as to provide scientific data basis 

for subsequent optimization of software performance. 

The test text images used in this paper are 150, 50 pure 

Chinese, 50 pure English and 50 Mixed Chinese and 

English, with about 50 characters each. After many tests, 

the statistical test results are shown in Figures 3, 4 and 5. 

 

 
Figure 3: Test results of average response preprocessing 

time. 

 

 
Figure 4: Average response identification time test 

results. 

 

It can be seen from the test results that the average 

response time of text images in pure English is the 

fastest, the response time of text images in pure Chinese 

is the second, and the slowest is the mixed arrangement 

of Chinese and English. The analysis results show that 

because there are more Chinese features than English 

features and the matching time is longer, for the mixed 

arrangement of Chinese and English, multiple 

recognition is required to determine the text result, and 

the complex layout will also increase the character 

recognition time. Therefore, the text type and layout of 

the original image should not be too complex during 

character recognition, which can improve the accuracy of 

character recognition. The total average time of 

observation and recognition is about 3s, most of the 

mainstream commercial character recognition software is 

within 3s, and most of the software using cloud 

recognition is within 2s.  

 

 
Figure 5: Total response time test results. 

 

The recognition of the system is about 3s in many 

cases. Therefore, the system can basically achieve the 

recognition response time performance of the 

mainstream commercial software. 

4.4 Identification accuracy test 

After the function test and performance test, the 

recognition accuracy of OCR system needs to be tested. 

The recognition accuracy is an important index to 

evaluate the system. The recognition accuracy directly 

affects the user experience. The system mainly describes 

the recognition accuracy of the system through three 

parameters: correct recognition rate (A), error 

recognition rate (S) and recognition accuracy (P). Among 

them, recognition accuracy (P) is an important index to 

evaluate the recognition effect of a character recognition 

system. The higher the recognition accuracy, the better 

the recognition effect of the system. The identification 

accuracy is expressed by formula, see formula (13). 

 

%100
+

=
SA

A
P  (13) 

This section also uses 150 pictures used in the 

performance test, 50 in Chinese, 50 in English and 50 in 

Chinese and 50 in English. Each picture contains about 

50 characters. After many tests and statistical data 
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analysis, the test results are shown in Table 2 and it is 

graphically presented in Figure 6. 

 

 

 

 

 

 

 

 
Total number 

of characters 

Number of 

false 

identifications 

Correct 

recognition 

rate A 

Error 

recognition 

rate S 

Recognition 

accuracy P 

Chinese characters 

(English/Mathematics) 
2467 343 86.09% 13.91% 86.09% 

Symbols (English) 2345 262 88.82% 11.18% 88.82% 

Mixed arrangement of 

Chinese and English 
2656 423 84.07% 15.93% 84.07% 

 

 

 
Figure 6: Graphical presentation of statistical results of recognition accuracy.

 

The experimental results show that the accuracy of 

character recognition is about 90% for pure English text 

images and close to 90% for pure Chinese text images. 

However, for the mixed arrangement of Chinese and 

English, the accuracy of character recognition is lower 

than that of pure Chinese and English. Nowadays, the 

accuracy of most commercial character recognition 

software is about more than 90%. Except for the mixed 

arrangement of Chinese and English, other products can 

basically achieve the accuracy of general commercial 

character recognition software. The product has certain 

practicability and can be applied to recognize text images 

taken in natural scenes in daily life. 

4.5 System comprehensive evaluation 

The optical character recognition system based on 

Android determines the system architecture and 

functional modules through user demand research and 

business analysis. The interface design part adopts the 

design style of material design. After the system test and 

user experience feedback on the UI effect of OCR 

system, the evaluation is mainly based on the scores of  

 

system function, response performance, accuracy and 

interface. The system application evaluation survey is 

shown in Table 3. According to the application 

evaluation table, the system has complete functional 

modules, high availability, neat and beautiful system 

interface and good operability. However, the recognition 

response performance and recognition accuracy score of 

the system are not very good. Therefore, in the later 

stage, we should deeply study the detailed technology of 

character recognition, break through the key technical 

points and improve the comprehensive ability of the 

software. 

 

 

Table 3: System application evaluation 

Evaluation content Average score 

Functional module 92 

Response performance 84 

Accuracy 87 

Interface layout, aesthetic 

degree 
93 
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Table 2: Statistical results of recognition accuracy 
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5 Conclusion 
This paper proposes the design and development of 

mobile terminal application based on Android, which 

mainly explains the implementation process from the 

implementation process of functional modules along with 

UI implementation effect and some implementation 

codes. For the UI implementation part, the design of this 

system is based on Google material design. This design 

style is a new set of interface design language invented 

by Google design engineers based on traditional 

excellent design principles and combined with rich 

creativity and science and technology, including visual, 

sports, interaction and other characteristics. The 

experimental tests are done on the character recognition 

system, and the experimental results are analyzed. The 

test shows that under ideal conditions, both Chinese and 

English recognition have good recognition accuracy. The 

average response time of the system is about 3s, which 

can basically meet the response time performance of 

mainstream commercial OCR software within 3S. 

However, compared with some cloud-based OCR 

software whose recognition time is generally less than 2s, 

there is still a certain gap between this software and 

cloud-based OCR software. With the gradual upgrading 

of Android mobile terminal hardware in the future and 

the further improvement of CPU and GPU processing. 

The system can quickly carry out image preprocessing 

and character recognition by relying on gradually 

powerful mobile terminal computing resources, and 

efficiently complete the character recognition task at the 

mobile terminal. However, the recognition response 

performance and recognition accuracy score of the 

system are not very good. Therefore, the future research 

directions should focus on detailed technology of 

character recognition, break through the key technical 

points and improve the comprehensive ability of the 

software. 
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The paper summarizes a Doctoral Thesis that focuses on two new approaches for detecting anomalies
in computer networks based on network flows. The approaches use incremental hierarchical clustering
algorithms and monitor changes in the data structures to detect anomalies. Both approaches achieved pre-
diction performance comparable to the state-of-the-art supervised approaches (F1 score over 0.90), even
when taking into account that our approaches see every data point only once and then discard it and they
operate without the prerequisite learning phase with labeled data.

Povzetek: Članek povzema vsebino doktorske disertacije, v kateri se osredotočimo na dva nova pristopa
za detekcijo anomalij v računalniških omrežjih. Pristopa temeljita na omrežnih tokovih, inkrementalnem
hierarhičnem gručenju in spremljanju sprememb v podatkovnih strukturah z namenom detekcije anoma-
lij. Oba pristopa dosežeta primerljivo stopnjo detekcije (mera F1 preko 0.90) v primerjavi z najnovejšimi
nadzorovanimi metodami, tudi ko upoštevamo, da naša pristopa vidita vsak podatek le enkrat in ga nato
pozabita ter delujeta brez predhodne faze učenja z označenimi podatki.

1 Introduction

The goal of computer network security is to provide a se-
cure environment for a computer network, its resources,
data in storage and transit and all its users [1]. Network
security starts with intrusion detection, which is defined as
a deliberate unauthorized attempt (successful or not) by an
intruder to gain access to, manipulate or misuse a computer
system or network [1]. Examples include Trojans, viruses,
malware and denial of service, brute force and probe at-
tacks.
Over the years of active development, two main cat-

egories of intrusion detection approaches have emerged:
signature-based and anomaly-based [2]. Signature-based
approaches detect intrusions on the basis of signature
databases while anomaly-based approaches detect intru-
sions on the basis of deviations from normal activity mod-
els. Various anomaly detection approaches have already
been proposed but have problems with today’s dynamic
computer networks with large volume and high velocity,
variety and variability due to their use of supervised and
batch learning. Newer methods have switched to unsu-
pervised, incremental and adaptable methods to improve
upon and augment traditional approaches and provide over-
all better anomaly detection.
This paper summarizes a Doctoral Thesis [3] that pro-

vides two new approaches for improving the current state-

of-the-art anomaly detection using unsupervised, incre-
mental, adaptable and hierarchical clustering.

2 PHICAD

PHICAD (Profile- and Hierarchical Incremental
Clustering-based Anomaly Detection) is a single-layer,
unsupervised and incremental algorithm that detects
network activity anomalies in real-time. The input is a
stream of chronologically ordered flows. The algorithm
receives a new flow and sends it to the appropriate two
profiles based on source and destination IP addresses. A
profile models the incoming and outgoing activity of an
individual network entity. The algorithm then extracts,
transforms, and normalizes the features from the flow into
a real-valued vector. The vector is then clustered inside the
appropriate profile hierarchical clustering tree structure.
The anomalies are determined in the leaf nodes where, if

the new vector is merged with the existing leaf, we track the
distance between the new vector and the leaf, the leaf cen-
troid changes and the leaf size; or if the new vector becomes
a new leaf, we track the distance between the new leaf and
the centroid of neighboring leaves. The predictions from all
detection mechanisms are put into a short-term model that
discards mechanisms that trigger too often and reports final
predictions.
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3 PHI2CAD

PHI2CAD (Profile- and Hierarchical Incremental Two-
layer Clustering-based Anomaly Detection) builds upon
our single-layer PHICAD with an additional second layer
unsupervised and incremental clustering algorithm which
detects anomalies in profiles and groups of profiles.
The input into our approach is again a stream of chrono-

logically ordered flows. First, the flow is sent to the first
layer where the PHICAD algorithm creates and updates
profiles of network entities and detects network anomalies
in each individual profile separately. For each flow, the
PHICAD produces two updated profiles with predictions
for possible anomalies, one for the source and one for the
destination IP address, which are then sent to the PHI2CAD
algorithm on the second layer.
PHI2CAD first checks for each updated profile if it has

already been clustered into its tree data structure and if it has
been, it checks if the updated profile is still inside the leaf
or not. If it is still inside, we check for possible anoma-
lies caused by the updated profile and produce possible
anomaly predictions, by tracking the distance between the
updated profile and the leaf, the leaf centroid changes, and
the leaf size.
Otherwise, if an updated profile has not been clustered

yet or it falls outside the leaf it has previously been clustered
to, we cluster the updated profile into PHI2CAD tree data
structure, while its previous version, if it exists, is removed
from the tree. Finally, possible anomaly predictions are de-
termined in the leaf to which the updated profile has been
clustered. If the updated profile is merged with the exist-
ing leaf, we track the distance between the updated profile
and the leaf, the leaf centroid changes and the leaf size; or
if the updated profile becomes a new leaf, we track the dis-
tance between the new leaf and the centroid of the neighbor-
ing leaves. The predictions from all detection mechanisms
are input into a short-term model that discards mechanisms
which trigger too often and reports the final predictions.

4 Conclusion

The goal of this dissertation was to research if we can de-
vise an anomaly detection approach with the following op-
erational constraints: incremental execution, unsupervised
learning, real-time response, ability to analyze large data
sets, lightweight design and ability to adapt to changes over
time, while still providing comparable performance to clas-
sic approaches and/or providing us with additional new in-
sights.
We have evaluated our two approaches using a state-of-

the-art data set CICIDS2017 [4] that comprises the most
common network anomalies. To measure the predictive
performance we used standard machine learning metrics
such as precision, recall and F1 score and also the execu-
tion time against the supervised approaches. To further ex-
plain the achieved prediction performance we analyzed the

influence of individual features on the predictions and per-
formed sensitivity analysis of the main parameters.
Our approaches can successfully detect Denial of Ser-

vice, Distributed Denial of Service, Port Scan and Web at-
tacks when analyzing each anomaly separately and are also
able to detect anomalies even when they analyze entire data
sets with multiple types of anomalies. Performance is good
where anomalous patterns clearly differ from the normal
activity (F1 score over 0.90), however, they have prob-
lems detecting attacks that are presented with flows that are
similar to normal flows or that are executed on higher lay-
ers of the network stack or are a part of packet payloads.
But we have to be mindful of the diminishing importance
of packet-payload analysis, due to the increasing use of
packet-payload encryption. The results were also published
in a peer-reviewed journal paper [5].
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This paper is and extended abstract of the doctoral thesis [1]. It identifies four selected topics in which
blockchain technology can have a positive or transformative effect on existing solutions. We propose new
protocols, which change the current standards to add functionality, improve performance or overcome lim-
itations of existing blockchain networks. Specifically, we focus on container orchestration on the edge
using a unique blockchain protocol for security, verifiability, and trust.

Povzetek: Pričujoče delo je razširjen povzetek doktorske disertacije [1]. Delo predstavlja raziskavo, ki se
osredotoča na uporabo tehnologije blockchain za izboljšanje obstoječih rešitev na štirih izbranih področjih.
Poseben poudarek je na razvoju in implementaciji edinstvenega blockchain protokola za orkestracijo kon-
tejnerjev na robu omrežja, ki zagotavlja varnost, preverljivost in zaupanje.

1 Introduction and problem
statement

In recent years, cloud computing became a commonly used
architecture for most applications. The shift of the geogra-
phy of computation was incentivized by many factors rang-
ing from ease of software maintenance [2], reliable qual-
ity of service(QoS), hardware flexibility, and cost (CapEx
to OpEx) [3], etc However, with the expected growth of
data generation and consumption and storage and service
provisioning in cloud computing environments, the archi-
tecture is pushing network bandwidth requirements to the
limit [4]. Edge computing in it’s simplest form can be de-
fined as an architecture in which computation is moved to
the edge of the network in order to make use of the geo-
graphic proximity to decrease latency and improve band-
width. This recent paradigm shift attempts to address
the overly geographically-centralized cloud architecture.
However, distributing services to the edge introduces new
challenges such as resource allocation, service and applica-
tion migration, trust, etc.. Blockchain technology may be
used to address some of the issues. It can serve as a layer
of trust between the system, and the end user by providing
a verifiable and transparent ledger of the state of the sys-
tem. To achieve this, a new protocol is required that would
overcome the latency constraint, decentralized resource al-
location, and real-time container migrations [5].

2 Methodology
We design, and develop a new blockchain protocol aimed
at autonomous decentralized container orchestration suit-
able for edge devices. The proposed protocol uses veri-
fiable delay functions(VDFs)[6] as the entropy source for
secure randomness. Nodes participating in consensus com-
pute a function p = vdf(bh, bd) where p is the proof, bh is
the SHA256 hash of the current block, and bd is the diffi-
culty of the current block. We show that p is a sufficiently
secure source of entropy for generating randomness. More-
over, given delay imposed on the nodes computing the VDF
prevents malicious nodes to peek into the future. Using the
shared seed, nodes are able to self-elect into consensus roles
for each slot without communication overhead as shown in
Figure 1.

3 Evaluation methodology and
results

We performed extensive testing of our reference implemen-
tation simulating networks as large as 1000 nodes. The
telemetry obtained from logging the state of all nodes shows
that the protocol is scalable, and can efficiently converge to-
wards average resource utilization of the entire network by
performing real-time container migrations between nodes
using Checkpoint/Restore In Userspace (CRIU). Moreover,
our results show that using CRIU significantly improves the
performance making our protocol viable in practice.
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Figure 1: Role based consensus mechanism using VDFs as an entropy source

4 Discussion and further work
Our results showcase the feasibility of the proposed proto-
col for large networks of edge devices with limited com-
pute resources. However, decentralized networks must ad-
dress Byzantine behaviour of nodes. To secure the proto-
col against malicious actors the protocol must secure con-
tainerized application and guarantee the execution. Exist-
ing solutions such as Intel SGX are not generic and inher-
ently impose hardware restrictions on the protocol. Re-
search should focus overcoming specific hardware imple-
mentations of trusted computation.
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