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IJCAI-ECAI 2022: Can Europe Revive its Position in AI after 

Lagging Behind the US and China? 

Subtitle: AI is dead, long live AI! 

Editorial by Matjaž Gams 

As the subtitle suggests, the old AI is dead, and a new 

AI is ascending the throne. Can IJCAI [1] provide us 

with answers about the new AI? 

The joint IJCAI-ECAI 2022 conference with 

workshops was held at the Messe Center, with 55,000 

m2 and a capacity for 25,999 visitors in Vienna, 

Austria (see Figure 1), from the 23rd to the 29th of July. 

It was the 25th European Conference on Artificial 

Intelligence and the 31st International Joint Conference 

on Artificial Intelligence, making it the longest-

running major conference series spanning all areas of 

artificial intelligence. It was the first in-person 

conference after the unfortunate COVID-19 period. 

This fact alone was enough to make it an exciting 

event, without even considering the advances 

highlighted in this editorial. The second central theme 

was the relative progress in AI made in China, the US 

and the EU.  

Figure 1: In 2020, IJCAI-ECAI was held in Vienna, 

often described as the world’s most livable city. 

In recent years people have detected an ominous lag in 

European AI. For example, in 2021 the European 

Investment Bank [2] published a report on Artificial 

intelligence, blockchain and the future of Europe with 

the subtitle “How disruptive technologies create 

opportunities for a green and digital economy”. At 

that time Europe still had an upper hand in some 

categories, e.g., there were 43,064 AI researchers in 

Europe, plus 7998 in the UK, 28,539 in the US and 

18,232 in China.  However, while AI and blockchain 

technologies accounted for €25 billion in annual 

investments, 80% of that amount was covered by the 

US and China (€20 billion), and only €1.75 billion, or 

7% of the investment, was from the 27 EU Member 

States. The report advises the EU to invest nearly €10 

billion in blockchain and AI, to match the progress in 

AI in the other two superblocks. Similarly, scientific 

progress by the Chinese at IJCAI was observed [3].

These three blocks are well aware that AI is not only 

one of the most progressive scientific disciplines, it is 

also boosting the digital transformation across 

industries and societies at a global level. While the 

blocks are similarly concentrated on AI, their progress 

is very different. The US was – and still is – the leader 

in AI technologies; China has begun to catch up after a 

long period of delay; and the EU is a story on its own. 

In this period China has overtaken the US as the 

largest economy in terms of real GDP, i.e., PPP. Based 

on several metrics, the EU is currently positioned 

third, but with a clear potential to deliver on AI and 

catch up. The progress of the three blocks is also 

closely related to Brexit and the war in Ukraine, which 

has delivered a huge economic blow to progress in EU 

and a more modest one to the US.  

Back in 2020 the EU recognized the importance of AI 

in Europe [4] and devoted reasonable funds to it. It 

also tried to forge its own way: towards trustworthy 

and human-centered AI. At IJCAI 2022 some 

researchers even claimed that the usual metrics are no 

longer relevant to the EU’s AI since it is now 

differently oriented. On the other hand, some people 

are of the opinion that the EU diverted from the path 

of conventional research in the direction of social-

sciences-oriented AI, which may on its own represent 

an additional obstacle to AI progress in traditional and 

technological ways. In [4], the overview concluded 

with “Europe needs to find a way to protect its 

research base, encourage governments to be early 

adopters, foster its startup ecosystem, expand 

international links, and develop AI technologies as 

well as leverage their use efficiently.” Whatever the 

case, several reports about AI, similar to [4], conclude 

that “Disruptive technologies create opportunities for a 

green and digital economy”. 

Looking at search engines, we get an impression of the 

general relations. In this field, Google from the US 

and Baidu from China are not matched by an EU 

search engine. These companies not only use AI in 

every search, they also provide an intense top-class AI 

research. A decade and half ago the EU’s approach to 

search engines resulted in a novel, distributed search-
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engine concept based on genres [5], but as is typical 

with EU projects, after the research-project phase 

ended there were no funds to implement it in real life. 

In contrast, the Chinese (albeit with some issues 

related to democracy) promoted its own search engine, 

Baidu.  By November 2013, Google's search market 

share in China had declined to 1.7% from its August 

2009 level of 36.2%. Had the EU governments 

decided like the Chinese to actually implement ALVIS 

as its own search engine, it would be competing at the 

global level. Alternatively, the EU could buy a 

competing global search engine and adapt it to EU 

standards and needs. Unfortunately, and unlike the 

global fast-train initiative accepted recently, there is 

no EU initiative to setup a European search engine 

containing major AI elements.  

In a report published in 2022 by the Joint Research 

Centre “AI Watch Index 2021” [6] the overall 

conclusion is that the US is the leading country in 

several categories, while Europe is in third place. For 

example, in terms of AI organizations (companies and 

institutions), the US has 14,000, China 11,000, and the 

EU 6,000. The report also observes an important 

reduction in AI activities in the EU due to Brexit. But 

while Europe is third, the gap is smaller than is often 

suggested. The European Commission is set to invest 

additional €1 billion per year in AI and bring overall 

EU spending up to €20 billion annually.  

The report also contradicts the claims [2,3] that China 

is emerging as a world leader in AI.  While China has 

experienced an explosion in the filing of patents, its 

innovative potential is kind of modest. Similarly, 

while in 2019 China accounted for 22.4% of the 

world’s peer-reviewed AI publications, more than the 

EU (16.4%) and the US (14.6%), according to the 

Artificial Intelligence Index Report 2021 by Stanford 

University, and China overtook the US for the first 

time in AI journal citations, the major achievements 

still seem to remain related to the US. For example, 

56% of China's top AI talents are employed in the 

United States. Nine out of ten Chinese students who 

studied in the field of AI in the US stayed on after 

graduation. 

Back to IJCAI-ECAI. Would you expect one of the 

three top scientific journals to publish a paper about 

one of the year’s AI achievements? It happened in the 

journal Nature in 2022 [7, 8], see Figure 2. Naturally, 

this achievement was presented and discussed at the 

conference during several events and subtasks, e.g., 

best lap, best overtaking, and similar.  The catch is 

that the AI algorithm/method outcompeted human 

champions in the Gran Turismo racing game. In 

simple words – a program was driving better than the 

best human drivers. Another task where AI programs 

outperformed the best humans, but just consider how 

much this task is different from the previous ones 

solved by AI.  

It is more or less common knowledge that AI 

outperforms humans at chess and formal games and 

tasks. At IJCAI-ECAI 2022, the world chess 

competition was going on with Ginko coming out the 

winner (see Figure 3). However, the main attraction 

was the car racing. Consider again the major 

difference between the two tasks, i.e., chess and 

driving a car, the latter dealing with sliding, breaking, 

and overtaking on the limit. Would you expect it a 

year ago? Where is the limit for AI?  

Figure 2: AI outcompeted humans in a car racing 

game.  

Figure 3: The computer chess championship was held 

at the conference, resulting in several astonishing 

games. 

There were lots of “normal” papers dealing with 

regular issues. The research described in an IJCAI 

paper [9], and also in Figure 4, first fed the agents, 

e.g., with anti-vaccination videos and observed how

they became anti-vaccines oriented. However, after

watching debunking videos, on average the agents

turned somehow “normal”, but to different degrees in

the five areas analyzed: 9/11, chemtrails, anti-
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vaccination, flat Earth, Moon landing. The agents did 

not have human cognitive properties, they mainly 

performed an extraction from the input into their 

“beliefs”. It is fascinating that agents as well as 

humans seem to have a low-level of free will and a 

resistance to information tampering. The effect of 

commercials, web advertising, recommendation 

systems, conventional media and the information 

overflow seems to increasingly change humans into 

“mental zombies”. The expectation of the web’s 

visionaries that the vast amount of information at hand 

on the Web and the possibility to cross-check anything 

will create humans who are more knowledgeable and 

cautious is, on the whole, failing. Increasingly, people 

are becoming trapped in their information bubbles, 

leading to dispute and hate between different political 

and ideological groups.  

Figure 4: Agents demonstrate the power of YouTube 

information bubbles.  

That paper also indicated how to deal with 

disinforming videos and other information sources: 

present quality debunking information that leaves no 

question. Years ago, scientists proposed Wikipedia as 

the main resource for human knowledge and truths, 

but unfortunately, even that top-quality source of 

knowledge in the form of an encyclopedia is becoming 

biased by radical ideologies. The main reason is that 

knowledge sources like Wikipedia or Quora started 

dealing with political issues, e.g., whether some action 

by President Donald Trump was legal or not. Such 

information has no place in quality scientific sources. 

Therefore, the current advice is to trust only factual 

data, and hold reservations and double check when 

dealing with political, ideological and subjective 

issues. 

There was also a tutorial on opinion formation in 

social networks. Several models were explained, e.g., 

of De Groot, Friedkin-Jensen and similar. They enable 

a formal analysis of behavior, although it seems that 

some semantics is lacking to explain actual behavior. 

But they enable a formalization, which is an important 

improvement in itself.  

Another interesting area was automated story 

generation. From generation to generation, programs 

have improved their performance. There are several 

programs like GPT3, OPL, Lambda, Comet, etc. of 

which the public is probably aware of a couple. On 

average, they are not as good as humans, but the 

difference is shrinking fast.  

It is worth pointing out that xGBoost and deep neural 

networks, which are now referred to as “neural 

networks” (since now they are all deep), compete for 

the best results in various domains. In one way, both 

methods are different, one relying on trees and the 

other on layers of neurons, but in another way they 

both exploit multiple/redundant knowledge, which is 

the source of their success.  

Among the increasingly popular areas is federated 

learning, because it efficiently resolves anonymity 

problems. Among explanations, counterfactual 

reasoning provides the best ones – if only somebody 

could explain that to the bureaucrats.  

The panel on career development concentrated on the 

differences between academia and industry. All over 

the world, salaries are larger in industry and risks 

higher, but academia is more open to new ideas.  

Climate, oceans and environment deserved a special 

workshop at IJCAI.  

Among the invited presentations, Gerhard Widmer, as 

usual, extracted the most passion from the audience, 

this time by introducing feelings into classical music. 

Luc Steels reminded us that AI is currently by far the 

most exciting field, and the one that will raise our 

society to the next level. Tim Miller analyzed 

explainable AI and showed that AI publications are 

slowly but surely moving from purely 

algorithmic/technical into the social and cognitive 

subfields. Pete Wurman explained how they won the 

world competition in the Gran Turismo racing game 

(see Figure 2). Jerome Lang presented an observation 

and vision of how AI is moving toward incorporating 

some social sciences using agent studies. 

Markus Hecher was the recipient of the EurAI 

dissertation award for an improvement in ASP by 

changing graph problems into trees. Sumit Gulvani 

from Microsoft Research explained his module for 

learning in Excel that is based on learning from a 

couple, one or even zero examples. Judea Pearl is no 

doubt one of the most famous scientists in probability 

and AI since he invented Bayesian networks. The key 

is in the causal inference. Unfortunately, time was too 

short to catch all his ideas. Michaela van der Schaar 

dealt with medical problems and emphasized the role 
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of time and explanation. SimpleEx is supposed to 

explain any black box in the form of an equation. Ana 

Pavia presented the engineering society and 

collaboration in AI systems. Bo Li introduced 

trustworthy ML. Michael Littman analyzed the 

decrease of complexity due to novel approaches. 

Stuart Russel presented an overview of AI 

development and potential future directions, and 

relations between AI and humans.   

In summary, to attend IJCAI is to harvest the world’s 

AI knowledge and to exchange ideas about future 

work. As such, IJCAI remains the premier AI 

conference in the world.  

P.S. To demonstrate that we can and should do better 

in relation to the environment, a billboard promoting a 

grass field for insects in the center of Vienna is 

presented in Figure 5.  

Figure 5: Vienna demonstrates that there is room for 

plants and insects in cities, symbolizing a new 

approach to the environment. 
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Guest Editorial Preface  
Recent Trends and Advances of Informatics in E-Commerce: Opportunities, Challenges and Solutions 

 

The objective of this special issue is to 

concentrate on all aspects and future research 

directions related to this specific area of E-commerce 

toward online shopping, online food services, E-

healthcare, E-care, E-solution, service oriented 

modeling, reliable and secure systems design and 

analysis. We have received more than 50 manuscripts 

in total for this special issue across the globe and after 

the rigorous review process, only 13 manuscripts have 

been accepted for publication. A short review about 

the commitments for this Special Issue is as 

underneath:  

Zhan Guo et al. contribute an article entitled 

“Design and Study of Urban Rail Transit Security 

System Based on Face Recognition Technology”. This 

paper studies an urban rail transit security system 

based on face recognition. The analysis of the main 

mode of face recognition is carried out utilizing the 

practical application design ideas. Jun Ding et al. 

contributes an article entitled “Big Data Intelligent 

Collection and Network Failure Analysis Based on 

Artificial Intelligence”. This paper presents intelligent 

data collection and network error analysis based on 

artificial to study smart data collection and network 

error analysis. Danna Su et al. contribute an article 

entitled “Construction of lean control system of 

prefabricated mechanical building cost based on Hall 

multi-dimensional structure model”. This paper 

studies the prefabricated mechanical building cost lean 

control system. The results shows that the original 

design components and the number of open models is 

72, the optimized types of components and the number 

of open models is 51, which reduce 21 models 

machining. This results reduction in the models cost 

up to 25%. Yongqing Tian et al. contribute an article 

entitled “Improved artificial electric field algorithm 

based on multi-strategy and its application”. This 

article unveils that artificial electric field algorithm is 

a new swarm bionic optimization algorithm. In this 

paper, an artificial electric field algorithm based on 

opposition learning is proposed to improve the global 

exploration ability and local development ability of 

artificial electric field algorithms. The comparative 

results show that the IAEFA-SVM model has high 

prediction accuracy and provides an effective method 

for sand liquefaction identification when compared 

with the traditional methods. Haiyan Fan et al. 

contribute an article entitled “Computer-aided 

architectural design optimization based on BIM 

Technology”.  This paper explores the architectural 

design process based on the BIM platform and puts 

forward the structural design method based on the 

BIM platform. The results obtained for 

experimentation show that the period ratio, 

displacement ratio, and the first six modes calculated 

by the two methods in the modal analysis are 

consistent. Xiaoming Liu et al. contribute an article 

entitled “Chaotic association feature extraction of big 

data clustering based on Internet of Things”. This 

article addresses the stabilization of chaotic 

characteristics in abnormal data by proposing chaotic 

correlation feature extraction of big data clustering 

based on the Internet of things. The results show that 

when dealing with the same amount of data, the 

energy consumption of the proposed algorithm is 

significantly lower than that of the traditional 

algorithm. Hongwei Liang et al. contribute an article 

entitled “Application and study of artificial 

intelligence in railway signal interlocking fault”. This 

paper utilizes the deep learning algorithm of artificial 

intelligence for investigating the interlocking faults in 

the railway transportation. It is demonstrated that deep 

learning integration is an effective method to improve 

the classification performance of turnout fault 

diagnosis model. Ying Zhang et al. contribute an 

article entitled “Design and Implementation of a New 

Intelligent Warehouse Management System Based on 

MySQL Database Technology”. This article makes an 

overall design of the warehouse management system, 

builds a MySQL database, and realizes the design and 

application of a new intelligent warehouse 

management system. Rong Wang et al. contribute an 

article entitled “Automatic classification of document 

resources based on naive Bayesian classification 

algorithm”. This paper introduces the relevant 

theories of naive Bayes classification and the 

automatic document classification system. 

Experiments show that the naive Bayesian 

classification algorithm can effectively complete the 

automatic capture, processing and classification of 

massive academic documents, which can not only 

improve the classification accuracy, but also reduce 

the running time of automatic classification. Zheng 

Zheng et al. contribute an article entitled “Intelligent 

analysis and processing technology of big data based 

on clustering algorithm”. In this paper, an attribute 

category clustering method has been proposed to study 

the big data intelligent analysis and processing 

technology. The experimental results show that 

proposed the proposed method can effectively merge 

attributes, reduce the dimension after binary 

transformation and effectively reduce the amount of 

data under the condition of ensuring data information. 

Yujiao Liu et al. contribute an article entitled “The 

application of Internet of Things and Oracle database 

in the research of intelligent data management 

system”. This paper demonstrates an intelligent data 

management consisting resource allocation 

mechanism to provide timely and effective decision 
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for the resource allocation. The comparison results 

show that the same bitmap index only occupies about 

1/30 of the original table, and the data size is reduced 

by more than 10 times. Jing Feng et al. contribute an 

article entitled “Intelligent engineering management of 

prefabricated building based on BIM Technology”. 

This paper solves the problem of China's construction 

industry adopted by the traditional extensive 

construction mode for a long time.  This paper puts 

forward a new mode of fine construction management 

based on BIM. It is demonstrated that BIM 

Technology has brought good economic and social 

effects to aid fine management. Boyang Li et al. 

contributes an article entitled “Application of 

interactive Genetic Algorithm in landscape planning 

and design”. This article aims at improving the design 

effect of garden landscape space environment and 

optimizes the structure of garden landscape space 

environment. The proposed method achieves better 

optimization of landscape spatial environment 

structure, and achieves good landscape spatial 

environment design effect. 

I hope that the quality research work published in 

this special issue will be able to serve the concerned 

science, environment, and technology.  

Guest Editors 

Ashutosh Sharma 
(sharmaashutosh1326@gmail.com), University of 

Petroleum and Energy Studies, Dehradun, India 

Amit Sharma (amit.amitsharma90@gmail.com), 

Institute of Computer Technology and Information 

Security, Southern Federal University, Russia. 

Ruihang  Huang (1209125@mail.dhu.edu.cn), 

Donghua University, Shanghai, China 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



https://doi.org/10.31449/inf.v46i3.3929                                                                                      Informatica 46 (2022) 307-322     307 

Improved Artificial Electric Field Algorithm Based on Multi-Strategy 

and its Application 
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Artificial electric field algorithm is a new swarm bionic optimization algorithm, which uses the 

interaction force of charged particles to create a mathematical model to solve the problem. To improve 

the global exploration ability and local development ability of artificial electric field algorithms, an 

artificial electric field algorithm based on opposition learning is proposed. The chaos strategy is used to 

strengthen the quality of the initial population, and the opposition learning strategy is used to increase 

the diversity of the population and the development ability of the algorithm. The excellent performance 

of the algorithm is proved by simulation experiments. The improved artificial electric field algorithm is 

combined with SVM to construct the sand liquefaction identification model by selecting seven measured 

indexes, including intensity, underground water level, overlying effective pressure, standard penetration 

hit number, average particle size, non-uniformity coefficient, and shear stress ratio. Compared with 

traditional methods such as the standard method and seed simplification method, the results show that 

the IAEFA-SVM model has high prediction accuracy and provides an effective method for sand 

liquefaction identification.  

Povzetek: Predstavljen je izboljšan algoritem umetnega električnega polja na osnovi mnogoterih          

strategij. 

 

 

1 Introduction  
The artificial electric field algorithm (AEFA) is a 

new intelligent optimization algorithm proposed by 

Indian scholar Anita in 2019 [1]. Anita’s intelligent 

optimization algorithm, which is inspired by Coulomb's 

law of static electricity, has the characteristics of fewer 

parameters, lower computational complexity, better 

scalability, exploitability, and many others. However, it 

is easy to get into the local optimum and lacks 

exploration. 

To improve the performance of AEFA, Aysen [2] 

integrated the opposition-based learning strategy into the 

initialization and updating process of AEFA and 

proposed the oppositional learning-based AFEA 

(OBAEFA), which improved the exploring ability of 

AEFA. Anita [3-4] and others extend the AEFA 

algorithm for constrained optimization by introducing 

new velocity and location constraints. The existence of 

boundary allows particles to interact within the scope of 

the problem, and to learn from each other in the problem 

space. The introduction of the strategy makes a better 

balance effect on the exploration and development of the 

algorithm. In the following study, Anita extends the 

artificial electric field algorithm with combinatorial 

higher-order graph matching problems and introduces the 

discrete artificial electric field algorithm. The framework 

combines redefinition of location, speed representation, 

use of addition and subtraction, updating rules for speed 

and location, and initialization of specific problems with 

heuristic information [5, 6]. The algorithm is proved to 

be superior to other existing algorithms in matching 

degree and accuracy [7]. 

To improve the exploratory ability of AEFA and 

solve the problem of easily falling into local optimal 

solution, the AFEA is improved in the following aspects:   

 

i. The chaotic technique is introduced into the AEFA, 

and the initial population is generated in the search 

space by the randomness and universality of the 

chaotic motion, and the probability of finding the 

optimal solution is increased. 

ii. The diversity of the population is maintained and the 

possibility of jumping out of the local optimum is 

improved by the opposite learning strategy. 

iii. The greedy strategy is used to get the optimal value 

of the population quickly. Then, through the 

simulation of 9 test functions, the IAEFA algorithm is 

https://doi.org/10.31449/inf.v46i3.4
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compared with other improved algorithms to verify 

its effectiveness of the IAEFA algorithm.  

Finally, the improved artificial electric field 

algorithm, in combination with the support vector 

machine (SVM) is applied for the identification of sand 

liquefaction and the results are compared with the 

traditional method of identification of sand liquefaction. 

This project is not limited to industrial applications but 

the overall growth of social life with the integration of 

the Internet of Things, AI, and robotics [8-11]. 

The rest of this article is organized as: Section 2 

presents the principles of the algorithm. Section 3 

consists of the information about artificial electric field 

algorithms based on chaotic learning and opposition-

based learning strategy. The results and analysis part is 

covered in section 4. Section 5 describes several common 

assessment methods of sand liquefaction. At last, the 

concluding remarks are presented in Section 6.  

 

2 Principles of the algorithms 

2.1 Artificial Electric Field Algorithm 

(AEFA) 

AEFA is inspired by Coulomb's Law of electrostatic 

force, which states that the force that occurs between 

charged particles and charged particle is proportional to 

the product of their charges. The force is also inversely 

proportional to the square of the distance between the 

charges, each individual in the population is considered 

to be a charged particle, their strength is measured by 

their charge, and the position of the charge corresponds 

to the solution to the problem, the charge is defined as 

the fitness value of the candidate solution and the fitness 

function of the population. In the AEFA algorithm, only 

the electrostatic gravitation is considered, so that the 

charged particle with the largest charge (“The best 

individual”) attracts other lower charged particles and 

moves slowly in the search space. The AEFA shown in 

Figure 1 can be considered as an isolated system of 

charges, and the position of the optimal fitness value for 

any electron 𝑖 at any time 𝑡 is given by Equation 1. 

 

𝑝𝑖
𝑑(𝑡 + 1) = {

𝑝𝑖
𝑑(𝑡), 𝑓(𝑝𝑖(𝑡)) > 𝑓(𝑥𝑖(𝑡 + 1))

𝑥𝑖
𝑑(𝑡 + 1), 𝑓(𝑝𝑖(𝑡)) ≤ 𝑓(𝑥𝑖(𝑡 + 1))

 (1) 

The total number of charged particles are denoted by 

N and the total number of parameters by d. The position 

of the particle with the best fitness is represented by 

𝑝𝑏𝑒𝑠𝑡 = 𝑥𝑏𝑒𝑠𝑡  and the force exerted on the particle 𝑖 at 

time 𝑡 by the particle 𝑗 as shown in Equation 2. 

 

𝐹𝑖𝑗
𝑑 = 𝑘(𝑡)

𝑄𝑖(𝑡) ∙ 𝑄𝑗(𝑡) ∙ (𝑃𝑗
𝑑(𝑡) − 𝑋𝑖

𝑑(𝑡))

𝑅𝑖𝑗(𝑡) + 𝜀
 (2) 

𝑄𝑖(𝑡) and 𝑄𝑗(𝑡) are the charges of the 𝑖 particle and 

𝑗 particle at arbitrary time 𝑡. 𝑘(𝑡) is the Coulomb 

constant of the arbitrary time t. 𝜀 is a relatively small 

random number. 𝑅𝑖𝑗(𝑡) is the Euclidean distance 

between the two particles, represented by the Equation 3. 

 

𝑅𝑖𝑗(𝑡) = ‖𝑥𝑖(𝑡),𝑥𝑑(𝑡)‖2 (3) 

 

𝑘(𝑡) is the number of iterations and the maximum 

number of iterations, given by the following Equation 4. 

  

𝑘(𝑡) = 𝑘0 ∙ 𝑒
(

−𝛼∙(𝑖𝑡𝑒𝑟)
𝑚𝑎𝑥𝑖𝑡𝑒𝑟

)
 (4) 

𝛼 is the parameter and 𝑘0 is the initial value, 𝑖𝑡𝑒𝑟 is 

the current iteration, and maxiter is the maximum 

number of iterations. At the beginning of the algorithm, 

use constant 𝑘0 in a large initial value can make a better 

exploration. Then it is reduced by iteration to control the 

search accuracy. The total electric force of the other 

particles at any time 𝑡 on particle 𝑖 is expressed in 

Equation 5.  

𝐹𝑖
𝑑(𝑡) = ∑ 𝑟𝑎𝑛𝑑 ∙ 𝐹𝑖𝑗

𝑑(𝑡)

𝑁

𝑗=1,𝑗≠𝑖

 (5) 

𝐹𝑖
𝑑 denotes the resultant force acting on the charged 

particle 𝑖 in 𝑑 dimensional at time 𝑡. And rand refers to 

the uniformly generated random number in the range of 

[0,1]. Random numbers can provide randomness. The 

electric field of the charged particle 𝑖 in 𝑑 dimension at 

time 𝑡 is given in Equation 6. 

𝐸𝑖
𝑑(𝑡) =

𝐹𝑖
𝑑(𝑡)

𝑄𝑖(𝑡)
 (6) 

By using Equation 6 and Newton’s law, it can be 

deduced that the particle 𝑖 has an acceleration at time 𝑡 in 

𝑑 dimension and expressed in Equation 7.  

 

𝑎𝑖
𝑑(𝑡) =

𝑄𝑖(𝑡) ∙ 𝐸𝑖
𝑑(𝑡)

𝑀𝑖(𝑡)
 (7) 

𝑀𝑖(𝑡) denotes the unit mass of a particle 𝑖 at time 

t 𝑡, the velocity 𝑣 and position 𝑥 of the particle are 

represented by the following Equation 8 and Equation 9 

respectively. 

 

𝑉𝑖
𝑑(𝑡 + 1) = 𝑟𝑎𝑛𝑑 ∙ 𝑉𝑖

𝑑(𝑡) + 𝑎𝑖
𝑑(𝑡) (8) 

𝑋𝑖
𝑑(𝑡 + 1) = 𝑋𝑖

𝑑(𝑡) + 𝑉𝑖
𝑑(t+1) (9) 
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𝑄𝑖(𝑡) = 𝑄𝑗(𝑡) =
𝑞𝑖(𝑡)

∑ 𝑞𝑖(𝑡)𝑁
𝑖=1

𝑖, 𝑗 = 1,2, ⋯ 𝑁 (10) 

Rand denotes the uniformly generated random 

numbers in the range of [0,1]. The charge of the particle 

is calculated according to Equation 10 and it is supposed 

that each particle has an equal charge. 

In Equation 10, 𝑞𝑖(𝑡) denotes the max normalized 

value (𝑄𝑏𝑒𝑠𝑡=1) of the best particle of the selected 

suitable charge function, calculated as Equation 11. 

 

𝑞𝑖(𝑡) = 𝑒
(

𝑓𝑖𝑡𝑖(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)
𝑏𝑒𝑠𝑡(𝑡)−𝑤𝑜𝑟𝑠𝑡(𝑡)

)
 (11) 

𝑓𝑖𝑡𝑖(𝑡) is the fitness value of particle 𝑖 at time 𝑡. 

𝑏𝑒𝑠𝑡(𝑡) is the fitness value of the best particle. 𝑤𝑜𝑟𝑠𝑡(𝑡) 

is the fitness value of the worst particle. The 

minimization problem is defined as the following 

Equation 12. 

 

𝑏𝑒𝑠𝑡(𝑡) = min(𝑓𝑖𝑡𝑖(𝑡)) , 𝑖 ∈ (1,2, ⋯ , 𝑁) 
 

(12) 
𝑤𝑜𝑟𝑠𝑡(𝑡) = max(𝑓𝑖𝑡𝑖(𝑡)) , 𝑖 ∈ (1,2, ⋯ , 𝑁) 

The flowchart of the AEFA algorithm is shown in 

Figure 1. From the flowchart, you can see that the 

algorithm starts with randomly initializing the particles. 

Then, for each iteration, the fitness of each particle is 

evaluated, and the fitness values for the best and worst 

particles are calculated. In the next iteration, the velocity 

and position of each particle are updated. This process is 

repeated until the maximum number of iterations is 

reached to obtain the optimal solution. 

 

 

Figure 1: The interaction of particle 

2.2 Basic ideas of opposition-based 

learning strategy 

The opposition-based learning strategy was 

proposed by scholar Tizhoosh [12] in 2005. Compared 

with other algorithms, it takes time to get the efficiency 

of the new solution. Genetic algorithms, for example, 

require several generations or more of algebra to 

introduce new directions through genetic variation. In 

recent years opposition-based learning OBL has been 

effectively applied to various swarm intelligence 

algorithms. When solving problems, it is considered that 

there may be a better solution on the opposite side of an 

ineffective solution. The quality of a population can be 

improved by introducing opposite solutions rather than 

two independent random solutions. 

If there is a number X on [l, u], then the antithesis of 

X is defined as �̅� = 𝑙 + 𝑢 − 𝑥. Extending the definition 

of the opposite point to the n-dimensional space, 

supposing p as a point in the n-dimensional space, where 

𝑥𝑖𝜖[𝑙, 𝑢], i = 1,2，…，n, the opposite point is 𝑝′ =
(𝑥1

′ , 𝑥2
′ , ⋯ , 𝑥𝑛

′ ). Among them, 𝑥𝑖
′ = 𝑙𝑖 + 𝑢𝑖 − 𝑥𝑖 . 

Suppose x as a random number on [l, u], �̃� as its 

reverse solution, 𝑓(𝑥) the objective function, 𝑔(∙) the 

proper evaluation function. Calculating 𝑓(𝑥) and 𝑓(�̃�) in 

each iteration, if 𝑔(𝑓(𝑥)) greater than 𝑔(𝑓(�̃�)), then 

retains the value of 𝑥 and vice versa. 

 

3 Artificial electric field algorithm 

based on chaotic learning and 

opposition-based learning strategy  
 

This section includes the discussion of artificial 

electric field algorithms for chaotic learning and 

opposition-based learning strategy.  

3.1 Basic ideas of the algorithm 

For complex optimization problems, especially for 

multi-modal functions in high latitude, the basic artificial 

electric field algorithm is easy to get into the local 

optimal solution, and the ability of global exploration is 

insufficient.  Based on chaos and oppositional learning, a 

hybrid artificial electric field algorithm (IAEFA) is 

proposed. In the basic artificial electric field algorithm, 

the population initialization of the chaotic map sequence 

and the opposition-based learning strategy is introduced. 

Below are three areas for improvement. 

3.2 The main process of the IAEFA 

algorithm 

3.2.1 Initialization of Chaos method 

The process of the initialization of the standard 

artificial electric field algorithm takes random allocation 

and can not distribute the population uniformly in the 

solution domain. Especially when optimizing the multi-

peak function of high latitude, the diversity of the 

population is reduced, causing precocious puberty. At 

present, the research shows that the variables generated 

by the logistics chaotic map [13] have strong 

universality, which can improve the shortage of initial 

population diversity generated by random allocation. 

 

𝑍𝑛+1 = 𝜇(1 − 𝑍𝑛) (13) 
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In Equation 13, 𝜇 for random numbers between  

[0, 4]; 𝑍𝑛 for the nth chaotic variable, the value range for 

[0, 1]. 

3.2.2 Greedy strategy 

The matrix P of 𝑀 × 𝑁 can be obtained by the 

updating the position of particle x in the formula, and 𝑃𝑖𝑗  

denotes the position of particle 𝑖 in position 𝑗. 

In the optimal problem, each column of matrix P 

has only one selected 𝑃𝑖𝑗 , and the selected 𝑃𝑖𝑗  is the 

smallest or smaller value of the column. So greedy 

strategy is introduced to make a quick selection and the 

specific steps are as follows: 

i. Randomly select column 𝑗 (𝑙, 𝑢) as the starting 

column, and select the minimum value of column j. 

ii. From column 𝑗 forward, select the minimum value 

of the column that meets the constraint conditions 

column by column. 

iii. From column 𝑗 backward, select the minimum 

value of the column that meets the constraint 

conditions column by column. 

3.2.3 Opposition-based learning strategy 

The opposition-based learning strategy can expand 

the searching range of the group, exploit the new 

searching area, and enhance the diversity of the group. 

Mixed with the artificial electric field algorithm, it can 

improve the global search ability of the algorithm and 

prevent the algorithm from falling into the local optimal 

solution. Therefore, after population updating, the 

strategy of oppositional learning is applied to the 

population. 

When the position of particle swarm in n-

dimensional space is updated as 𝑥𝑘 = (𝑥1
𝑘, 𝑥2

𝑘 , ⋯ , 𝑥𝑛
𝑘), 

the corresponding opposite is the elite opposite �̅�𝑘 =
( �̅�1

𝑘,  �̅�2
𝑘 ⋯  �̅�𝑛

𝑘), where  �̅�𝑖
𝑘 = 𝛾 ∗ (𝑙𝑖 − 𝑢𝑖) − 𝑥𝑖

𝑘, 𝛾 ∈
[0,1] for the random number under the uniform 

distribution [14]. The sum of the population 𝑥𝑘 and  �̅�𝑖
𝑘 is 

merged, and 2N particles are sorted according to the 

ascending order of fitness value, and the N particles 

before fitness value are selected as the new particle 

population. 

The basic procedures are described below: 

Step 1: Initializes the basic parameter and initial 

population of the algorithm, determines the particle 

dimension D, the number of charge Population N, and 

initializes the position x and velocity v of N particles by 

logistic chaotic map in a given range. 

Step 2: Calculate the fitness value of each charge, 

calculate the Coulomb constant 𝑘(𝑡) of the charge, 

global optimum 𝑏𝑒𝑠𝑡(𝑡), and the worst value 𝑤𝑜𝑟𝑠𝑡(𝑡). 

Step 3: Calculate the Columbian force and 

acceleration of the charge. Update the velocity v and the 

position x. 

Step 4: Adopt the opposition-based learning strategy 

to the renewed x population and select the first n 

individuals of the fitness. 

Step 5: Use a greedy strategy to choose x. 

Step 6: Judge whether the convergence condition of 

the algorithm is satisfied, if the termination condition is 

not satisfied, then return to Step 2; otherwise, output the 

optimal solution. End the loop. 

 

4 Results and Analysis 
 

This section illustrates the analysis of results obtained 

from the comparison of the IAEFA and AEFA 

algorithms and their comparison with other algorithms. 

To verify the effectiveness of the improved basic 

artificial electric field algorithm, nine standard test 

functions are used to test its performance, and a 

comparison between the particle swarm optimization 

algorithm and the basic artificial electric field algorithm 

is made. The benchmark functions are shown in Table 1. 

In addition, comparisons between (IAEFA) with other 

intelligent algorithms are made. The experimental 

environment of the algorithm is based on the computer 

under Windows 7 system, MATLAB simulation 

platform, Inter Core i7-4720 processor, the main 

frequency of 2.6 GHz. 

To verify the validity of the improved IAEFA, contrast 

experiments are made based on seven algorithms 

including the improved IAEFA and PSO, AEFA, 

literature [2] based on the opposite learning AEFA 

algorithm, Archimedes optimization algorithm (AOA) 

[15], Condor algorithm (BES) [16], SSA [17], to 

guarantee the fairness and validity of the experiment. In 

the simulation experiment, the initial population and 

iteration times of each algorithm are set to 30 and 1000; 

the remaining parameters are suggested in the 

corresponding reference [18], as shown in Table 2. 

4.1 Comparison between IAEFA and 

AEFA on the performance 

Table 3 is the experimental results of the two 

algorithms running 30 times independently on the 9 test 

function. The spatial dimension is 30. The evaluation 

results are from the optimal value, the worst value, the 

average value, the standard deviation, and the running 

time, and the optimum values are indicated in bold type 

[19]. 

In solving the problem of minimum or maximum, the 

average value can reflect the searching ability of the 

algorithm, the best value and the worst value can reflect 

the quality of the solution, and the standard deviation can 

reflect the robustness of the algorithm. From Table 3, it 

can be concluded that the overall optimization ability of 

IAEFA is better than that of AEFA. In the 9 algorithms, 

7 of them searched the theoretical optimum and the 

quality of the solution is better than that of AEFA. It 

illustrates that in the global search stage, the chaos 

strategy is used to ensure the diversity of the population 
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and enhance the ability of global search [20]. From the 

average results, the unimodal functions F1, F3, F4, F6, 

and multimodal functions F7-F9, the average values of 

IAEFA are all 0, and F8 tends to improve compared with 

the basic algorithm AEFA. It shows that the accuracy of 

the algorithm in the late period is further improved by 

introducing an opposition-based learning strategy and a 

greedy strategy. From the standard deviation results, we 

can see that the results of IAEFA are better than that of 

AEFA. Excluding F2 and F5 test functions, the values of 

the remaining seven test functions are all 0. IAEFA 

maintains very good robustness; in terms of the running 

time of the algorithm, that of IAEFA is slightly longer 

than that of AEFA due to the addition of more policies, 

which, in combination with other aspects, is within 

acceptable limits. 

4.2 Comparison between IAEFA and 

AEFA on the improved algorithm and 

other algorithms 

Table 4 is the experimental results of 6 algorithms 

running 30 times on 9 test functions independently. The 

space dimension is set to 30, and the evaluation criteria 

are mean value and standard deviation. The “-” table 

does not provide the corresponding data in the 

references, and the optimal results are expressed in bold. 

As can be seen from Table 4, the average values of 

IAEFA in the unimodal functions F1, F3, F4, F6, and 

multimodal functions F7, and F9 are all 0. Compared 

with the other six algorithms, IAEFA is better in the 

quality of feasible solutions and search precision. There 

are many local extremum points in function F8, and it is 

difficult for the algorithm to jump out of the local 

extremum points in the process of solving. The precision 

of the improved IAEFA algorithm increased by 15 orders 

of magnitude compared with AEFA. In the same way, 

the results of the improved algorithm OBAEFA are 

relatively good, and the optimal values are found on F7 

and F9. Based on the analysis of the standard deviation 

results, the improved IAEFA algorithms have a standard 

deviation of 0 in the 7 of the 9 test functions. The results 

show that the IAEFA algorithm has little fluctuation in 

the iterative process, and its stability is better than the 

other 6 algorithms. 

The results show that the performance rank of the six 

algorithms is IAEFA, OBAEFA, BES, AOA and AEFA, 

PSO. Through the simulation experiment, the 

effectiveness of the improved algorithm is proved. 

Finally,  

it can be concluded that the improved algorithm IAEFA 

not only keeps the diversity of the population but also 

speeds up the convergence speed of the algorithm. To a 

certain extent, it avoids falling into the local optimal 

solution and further improves the optimization accuracy 

of the algorithm.  

 

     

Types Functions Function Expressions Region of search Extreme value 

Unimodal 
function 

Sphere 𝑓1(𝑥) = ∑ 𝑥𝑖
2

𝑛

𝑖=1

 [-100.100] 0 

Quartic 𝑓2(𝑥) = ∑ 𝑖𝑥𝑖
4 + 𝑟𝑎𝑛𝑑[0,1]

𝑛

𝑖=1

 [-1.28.1.28] 0 

Schwefel2.21 𝑓3(𝑥) = 𝑚𝑎𝑥𝑖{|𝑥𝑖|, 1 ≤ 𝑖 ≤ 𝑛} [-100,100] 0 

Schwefel2.22 𝑓4(𝑥) = ∑|𝑥𝑖| + ∏|𝑥𝑖|

𝑛

𝑖=1

𝑛

𝑖=1

 [-10,10] 0 

Rosenbrock 𝑓5(𝑥) = ∑ [100(𝑥𝑖+1 − 𝑥𝑖
2)

2
+ (𝑥𝑖 − 1)2]

𝑛−1

𝑖=1

 [-30,30] 0 

Rotator hyper-

ellipsoid 
𝑓6(𝑥) = ∑([𝑥𝑖 + 0.5])2

𝑛

𝑖=1

 [-100,100] 0 

Multimodal 
function 

Griewank 𝑓7(𝑥) =
1

4000
∑ 𝑥𝑖

2 − ∏ cos (
𝑥𝑖

√𝑖
) + 1

𝑛

𝑖=1

𝑛

𝑖=1

 [-600,600] 0 

Ackley 
𝑓8(𝑥) = −20 exp (−0.2√

1

𝑁
∑ 𝑥𝑖

2𝑁
𝑖=1 ) −

exp (
1

𝑁
∑ 𝑐𝑜𝑠(2𝜋𝑥𝑖)𝑁

𝑖=1 )+20+e 

[-32,32] 0 



312     Informatica 46 (2022) 307-322                                                                                                                                 Y. Tian et al. 

Rastrigin 𝑓10(𝑥) = ∑[𝑥𝑖
2 − 10cos2 (2𝜋𝑥𝑖 + 10)]

𝑛

𝑖=1

 [-5.12,5.12] 0 

Table 1:    Benchmark test functions

 

 
Algorithm Parameter 

AEFA Alfa=30;K0=150; 

OB-AEFA Alfa=30;K0=150; 

IAEFA Alfa=30;K0=150; 

PSO W=0.9;c1c2=2.03;wmin=0.4; 

SSA R1,R2,R3=0-1; 

BES A=10;r=1.5; 

AOA 
C1=2;c2=6;c3=2;c4=0.5;u=0.9;l

=0.1; 

Table 2:  Specific parameters set by each algorithm 

 

 

Function Algorithm Optimal value 
The worst 
value 

Mean value 
Standard 
Deviation 

Run time 

F1 
AEFA 1.24E-23 2.36E+00 2.75E-01 5.63E-01 2.6723 

IEAEFA 0.00E+00 0.00E+00 0.00+00 0.00E+00 2.1768 

F2 
AEFA 4.80E-02 3.42E-01 1.9E-01 8.06E-02 1.8059 

IEAEFA 4.66E-07 6.85E-05 2.28E-05 2.60E-05 2.3204 

F3 
AEFA 2.53E+00 8.57E+00 6.07E+00 1.67E+00 1.7088 

IEAEFA 0.00E+00 0.00E+00 0.00E+00 0.00E+00 2.0955 

F4 
AEFA 1.71E-03 1.82E+01 4.81E+00 4.88E+00 1.784 

IEAEFA 0.00E+00 0.00E+00 0.00E+00 0.00E+00 2.107 

F5 
AEFA 1.53E+02 1.92E+02 1.72E+02 2.73E+01 1.3438 

IEAEFA 2.85E+01 2.86E+01 2.86E+01 6.38E-02 1.646 

F6 
AEFA 5.98E+02 1.94E+03 1.23E+03 3.82E+02 2.052 

IEAEFA 0.00E+00 0.00E+00 0.00E+00 0.00E+00 2.4963 

F7 
AEFA 1.07E+01 3.22E+01 2.18E+01 6.86E+00 1.7691 

IEAEFA 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.8644 

F8 
AEFA 1.26E-09 1.77E+00 3.71E-01 5.38E-01 1.6274 

IEAEFA 8.88E-16 8.88E-16 8.88E-16 0.00E+00 1.6879 

F9 
AEFA 1.29E+01 4.87E+00 3.11E+01 8.76E+00 1.8159 

IEAEFA 0.00E+00 0.00E+00 0.00E+00 0.00E+00 1.8537 

Table 3:  Experimental results of IAEFA and AEFA
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4.3 Comparison between IAEFA, AEFA, 

OB-AEFA, AOA, BES, and PSO on 

Convergent curve  

According to the average fitness curve, in the 

unimodal functions F1 and F6, the IAEFA found the 

theoretical optimum values at about 350 iterations, and 

for F3, and F4, at about 700 iterations. The other five 

algorithms are all above IAEFA, the fitness fluctuation 

value is small, and the theoretical optimum value cannot 

be found after 1000 iterations. For the function, F8 has 

many local minimum values and it is easy to get into the 

local optimum. IAEFA has obtained the theoretical 

optimal value of about 30 iterations and keeps the state 

of continuous exploration. Figure 2 to Figure 10 depicts 

the average fitness curve of function F1, F2, F3, F4, F5, 

F6, F7, F8, F9 respectively. 

 

 

For F7, F9, and IAEFA, the convergence speed and 

the precision are better than those of AEFA, OBAEFA, 

AOA, BES, and PSO. The effect of the algorithm is 

remarkable, the convergence curve is always at the 

bottom, and the theoretical optimal value is found in 

about 10 iterations. The results show that the algorithm 

can get the optimal population more quickly in the global 

search stage and avoid falling into the local optimal 

solution because of the guidance of the optimal 

individual in the local search stage. And the convergence 

speed and accuracy of the algorithm are improved to a 

great extent. 

 

 
Figure 2: Average fitness curve of function F1 

 
Figure 3: Average fitness curve of function F2 
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Function PSO BES AOA SSA AEFA 
OBAEF

A 
IAEFA 

F1 
Mean 3.01E-06 3.98E-84 2.11E-05 1.74E-06 2.67E-01 4.59E-02 0.00E+00 

Std.dev. 9.15E-06 1.39E-83 1.93E-05 1.05E-06 5.96E-01 2.00E-01 0.00E+00 

F2 
Mean 5.38E+00 1.02E-03 3.48E-02 1.52E-02 2.03E-01 2.39E-05 2.28E-05 

Std.dev. 6.66E+00 3.23E-03 1.86E-02 1.13E-02 8.53E-01 5.46E-05 2.60E-05 

F3 
Mean 3.01E+01 6.05E-02 2.79E+00 2.24E-05 6.07E+00 8.66E-01 0.00E+00 

Std.dev. 6.42E+00 1.39E-01 1.30E+00 7.80E-06 1.67E+00 4.33E-01 0.00E+00 

F4 
Mean 5.93E+01 8.07E-52 3.33E-04 5.30E-02 4.81E+00 1.61E-14 0.00E+00 

Std.dev. 1.89E+01 3.25E-51 2.36E-04 2.33E-01 4.88E+00 1.45E-14 0.00E+00 

F5 
Mean 4.65E+04 1.56E+01 2.80E+01 - 1.72E+02 2.85E+01 2.82E+01 

Std.dev. 6.14E+04 2.15E+00 2.13E+00 - 2.73E+01 2.59E-02 1.38E-02 

F6 
Mean 3.40E+04 3.52E-10 5.83E+01 1.40E+02 1.23E+03 6.51E-28 0.00E+00 

Std.dev. 1.19E+04 1.93E-09 5.51E+01 1.42E+02 3.82E+02 1.39E-27 0.00E+00 

F7 
Mean 3.01E+01 0.00E+00 1.91E-03 1.58E-02 2.18E+01 0.00E+00 0.00E+00 

Std.dev. 4.32E+01 0.00E+00 1.66E-02 1.11E-02 6.86E+00 0.00E+00 0.00E+00 

F8 
Mean 1.59E+01 2.34E-02 1.81E-01 2.16E+00 3.71E-01 4.67E-15 8.88E-16 

Std.dev. 7.06E+00 9.99E-02 5.56E-01 6.33E-01 5.38E-01 4.05E-15 0.00E+00 

F9 
Mean 1.58E+02 2.74E+01 2.15E+01 5.21E+01 3.11E+01 0.00E+00 0.00E+00 

Std.dev. 2.99E+01 4.91E+01 5.94E+00 1.64E+01 8.76E+00 0.00E+00 0.00E+00 

Table 4: Performance comparison of IAEFA with modified AEFA and other algorithms

 

 
Figure 4: Average fitness curve of function F3 

 

 
Figure 5: Average fitness curve of function F4 
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Figure 6: Average fitness curve of function F5 

 

 
Figure 7: Average fitness curve of function F6 

 
Figure 8: Average fitness curve of function F7 

 

 
Figure 9: Average fitness curve of function F8 

 
Figure 10: Average fitness curve of function F9 

 

5 Several common assessment 

methods of sand liquefaction 
The influence factors of sand liquefaction can be 

summed up into three categories [22]. Dynamic load: 

seismic intensity, duration, seismic wave characteristics, 

etc.; burial conditions: geological factors, soil depth, 

groundwater level, etc.; Soil conditions: soil type, 

particle composition, density, etc. In addition, the site 

shape, geomorphology, and historical earthquake 

background also have an impact on the foundation soil 

liquefaction. A description of the factors is given in 

Table 5. 

According to the analysis method of other scholars 

[23, 24], seven independent variables are selected among 

numerous influencing factors according to the seismic 

liquefaction data set provided by reference [25, 26]. 

Based on seven characteristic indexes, including 

intensity𝐼′(𝑋1), groundwater level 𝑑𝑤(𝑋2), effective 

overburden pressure𝜎0
′(𝑋3), blow counts of 

SPT 𝑁63.5(𝑋4), average grain size 𝑑50(𝑋5), non-

uniformity coefficient 𝐶𝑢(𝑋6) and shear-to-stress ratio 

𝜏𝑑/𝜎0
′(𝑋7), the liquefaction of sandy soil is divided into 

three grades according to the field conditions. The 

category set is {non-liquefaction (1), critical liquefaction 

(2) , obvious liquefaction (3)} . The discriminant results 

of the IAEFA-SVM model and Code for Seismic Design 

of Buildings (GB5011- 2010) [27] (hereinafter referred 

to as “Code”) and that of the seed simplification method 

[28] are compared and analyzed. Raw data are shown in 

Table 6. 

5.1 Critical blow counts of SPT for 

evaluating liquefaction 

In the Code for Seismic Design of Buildings 2010 

[28], clause 4.3.4 of the code puts forward the formula 

for evaluating sand liquefaction, within a depth of 20m 

below the ground, the critical blow counts of SPT of 

evaluating liquefaction can be calculated as follows in 

equation 14. 

 

𝑁𝑐𝑟 = 𝑁0𝛽[ln(0.6𝑑𝑠 + 1.5) − 0.1𝑑𝑤]√3 𝜌𝑐⁄  (14) 

In the formula: 𝑁𝑐𝑟  is the critical value of the blow 

counts of SPT for evaluating liquefaction; 𝑁0 is the 
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reference value of the blow counts of SPT for evaluating 

liquefaction, which can be taken as follows in Table 7. 𝑑𝑠 

is the depth of penetration point for saturated soil m; 𝑑𝑤 

is the groundwater level, m; 𝜌𝑐 is the clay content, when 

less than 3 or sand is used 3; 𝛽 is the adjustment factor, 

the first group takes 0.80, the second group 0.95, and the 

third group takes 1.05. 

5.2 Seed’s “simplified procedure” 

Seed’s “simplified procedure” is the first method 

proposed abroad to evaluate the liquefaction of saturated 

sand in a horizontal site [29]. The essence is to compare 

the Cyclic Resistance Ratio CRR generated by vibration 

with the Cyclic Stress Ratio CSR to evaluate the 

liquefaction. The safety factor FS=CRR /CSR, if FS>=1, 

is judged not to be liquefied, otherwise, it is judged to be 

liquefied [30]. 

5.2.1 Cyclic Stress Ratio CSR 

The Seed’s “simplified procedure” is modified 

several times, and then converts the cyclic stress ratio 

into the equivalent CSR7.5 under the magnitude 𝑀𝑠 =
7.5 after several corrections. 

 

𝐶𝑆𝑅7.5 =
𝜏𝑑

𝜎0
′ = 0.65 ×

𝛼𝑚𝑎𝑥

𝑔
×

𝜎0

𝜎0
′ × 𝛾𝑑  (15) 

In the formula, 𝐶𝑆𝑅7.5 for the earthquake cyclic 

stress ratio, kPa; 𝜏𝑑 for the average shear stress, kPa; 

𝛼𝑚𝑎𝑥 for the peak acceleration,  𝑚/𝑠2; g for the 

gravitational acceleration, 𝑚/𝑠2; 𝜎0 for the calculated 

depth of the soil divided by the total vertical stress, kPa; 

𝛾𝑑 for the stress reduction factor. 

 

𝛾𝑑 = 1.000 − 0.00765𝑧, 𝑧 ≤ 9.15𝑚 (16) 

𝛾𝑑 = 1.174 − 0.0267𝑧, 9.15𝑚 ≤ 𝑧 ≤ 23𝑚 (17) 

z is the depth of the calculated point. 

  

Influencing factor Description of influencing factors 

Dynamic load 

When an earthquake is less than magnitude 5, that is, when the epicentral intensity is less than 6, 

liquefaction will not occur generally [31]. The higher the earthquake intensity, the more serious the 

sand liquefaction. 

Burial conditions 

Deeper the sand layer is buried, greater the effective overburden pressure is, and the less easy the sand 

is to liquefy. The shallower the groundwater is, the smaller the effective pressure is, and the smaller the 

shear stress is, the easier the sand is to liquefy. The geological factors mainly refer to the geological 

age and geomorphologic unit. The older the geological age, the better the degree of consolidation, 

compactness, and structure, and the stronger the anti-liquefaction ability [32-34]. 

Soil conditions 

The average grain size is the main basis for classifying sandy soil, which can reflect the gradation of 

soil particles. The size of soil particles is related to drainage conditions. The larger the particle size, the 

less likely it is to liquefy. The non-uniformity coefficient is an index to reflect the uniformity of the 

composted soil, and it can reflect the gradation of the soil. The well-graded soil has a relatively stable 

structure, so the well-graded sand is not easy to liquefy [35-37]. 

Table 5: Factors affecting liquefaction and their description 

 

 

Serial 

number 
I(𝑿𝟏) 𝒅𝒘(𝑿𝟐) 𝝈𝟎

′ (𝑿𝟑) 𝑵𝟔𝟑.𝟓(𝑿𝟒) 𝒅𝟓𝟎(𝑿𝟓) 𝑪𝒖(𝑿𝟔) 𝝉𝒅/𝝈𝟎
′ (𝑿𝟕) 

Categorization 

vector 

1 7 1.09 50.3 5.0 0.41 2.9 0.1 2 

2 7 1.2 34.6 8.0 0.187 4.0 0.09 2 

3 7 0.8 20.3 6.0 0.111 2.0 0.08 2 

4 7 0.5 21.1 3.0 0.166 1.7 0.1 2 

5 7 1.1 42.1 7.0 0.17 1.7 0.1 2 

6 7 1.1 71.5 9.0 0.14 2.8 1.11 2 

7 7 1.4 55.5 9.0 0.14 1.6 0.1 2 
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⋮ ⋮ ⋮ 

88 8 0.65 57.7 1.1 0.080 1.74 0.234 3 

89 9 1.5 76 16.0 0.160 1.80 0.4150 3 

90 9 1.45 65.8 5.0 0.055 5.60 0.4070 3 

Table 6: Model-training samples 

 

 
The basic design earthquake acceleration (g) 0.1 0.15 0.2 0.3 0.4 

The reference value of the blow counts of SPT 
for evaluating liquefaction 

7 10 12 16 19 

Table 7: Reference value of the blow counts of SPT for evaluating liquefaction 𝑁0 

 

5.2.2 Cyclic Resistance Ratio CRR 

The cyclic resistance ratio CRR can be calculated 

from SPT values obtained from standard penetration 

tests, using the following formula (18): 

 

 

𝐶𝑅𝑅7.5 =
1

34 − (𝑁1)60𝐶𝑆
+

(𝑁1)60𝐶𝑆

135
+

50

[10(𝑁1)60𝐶𝑆 + 45]2 −
1

200
 (18) 

(𝑁1)60𝐶𝑆 = 𝛼 + 𝛽(𝑁1)60 (19) 

 

Among them: 

When 𝐹𝐶 ≤ 5，𝛼 = 0，𝛽 = 1.0; when 5 ≤ 𝐹𝐶 ≤

35，𝛼 = exp [1.76 − (
190

𝐹𝐶2)]，𝛽 = [0.99 − (
𝐹𝐶2

1000
)]; 

and when 𝐹𝐶 ≥ 35，𝛼 = 0.5，𝛽 = 1.2 

𝐶𝑅𝑅7.5 for the cyclic resistance ratio, (𝑁1)60𝐶𝑆 for 

the corrected blow counts of SPT, FC for the fines 

content, (𝑁1)60 for the modified blow counts of SPT 

when the overburden load is 100kpa and the energy 

transfer efficiency is 60%. 

 

(𝑁1)60 = 𝐶𝑁 ∙ 𝑁 (20) 

𝐶𝑁 = √100 𝜎0
′⁄  (21) 

In the formula, N is the actual blow count; 𝐶𝑁is the 

adjusted factor of overburden pressure, when 𝐶𝑁 is less 

than 0,4, it takes 0.4, when it is more than 2, takes 2. 𝜎0
′ 

is the effective overburden pressure. 

5.3 IAEFA-SVM Model 

Support Vector Machine [38-40] is a machine 

learning approach proposed by Vapnik that has been 

widely used to analyze and identify patterns. Optimal 

Separate Hyperplane (Optimum Separate Hyperplane,  

 

OSH) is obtained by using the training set to split the 

data into two categories to obtain the data categories. As 

shown in Figure 11 below. 

 
Figure 11: Support vector machine and Optimal 

Separating Hyperplane 

 

The problem of solving in a linear Support vector 

machine can be translated into the following problem 

solving: 

 

min
𝑤,𝑏,𝜉

1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑁

𝑖=1

 (22) 

𝑠. 𝑡. 𝑦𝑖(𝑤 ∙ 𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖 , 𝑖 = 1,2, ⋯ , 𝑁 (23) 

𝜉𝑖 ≥ 0, 𝑖 = 1,2, ⋯ , 𝑁 (24) 

𝑤 is the normal vector of the hyperplane, 𝑏 is the 

classification threshold, 𝜉𝑖 ≥ 0 is the introduced slack 

variable, and C is the penalty factor. The size of C 

indicates the size of the misclassification penalty. The 

optimal decision function is obtained by the Lagrange 

multiplier: 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛[𝑦𝑖𝑎𝑖(𝑥 ∙ 𝑥𝑖 + 𝑏)] (25) 

The nonlinear problem is transformed into a linear 

problem by being transformed into a high-dimensional 

space to solve the problem of surface classification. 

Finally, the optimal decision function becomes: 
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𝑓(𝑥) = 𝑠𝑖𝑔𝑛[∑ 𝑦𝑖𝑎𝑖𝑘(𝑥 ∙ 𝑥𝑖) + 𝑏

𝑁

𝑖=1

] (26) 

Where k(x ∙ xi) is the kernel function. 

 

𝑘(𝑥 ∙ 𝑥𝑖) = exp (−
‖𝑥 − 𝑥𝑖‖2

2𝜎2
) (27) 

 
Figure 12: The flow chart of seismic sand liquefaction 

evaluation based on IAEFA-SVM 

 

SVM is suitable for solving the problem of small 

sample size, nonlinearity, high latitude, and local 

minimum. In the SVM model using Radial Basis 

Function (RBF) as kernel Function, penalty factor C and 

kernel function g both affect the performance of SVM. 

The parameters C and G are optimized by using the 

algorithm. The flow chart of seismic sand liquefaction 

evaluation based on IAEFA-SVM is shown in Figure 12. 

Step 1: Through the 6:4, 7:3, and 8:2 comparison of 

seismic data, select the 9:1 ratio in the training set and 

test set and improve the performance of the model. The 

input variables are the seven parameters shown above. 

Step 2: Set the range of values for C and g and the 

specific parameters for IAEFA. 

Step 3: Calculate the fitness value of IAEFA-SVM. 

Step 4: According to Formula (8) ~ (13), update the 

position of the particle, calculate the fitness value of the 

current position, and compare it with the previous fitness 

value, choose a better one. 

Step 5: Select the max of iterations as the end 

indicator, the optimal values of the IAEFA output are the 

C and g parameters in the SVM model. 

Step 6: Take the obtained C and g parameters into 

the prediction model for testing, and analyze the results. 

 

Serial 

number 
I 𝒅𝒘 𝒅𝒔 𝝈𝒗

′  𝑵𝟔𝟑.𝟓 𝒅𝟓𝟎 𝑪𝒖 𝝉𝒅/𝝉𝒗
′  

Measured 

value 
Norm Seed’s 

IAEFA-

SVM 

1 7 0.5 1.7 66.0 3 0.16 1.65 0.10 0 0 0 0 

2 7 1.1 6.3 100.0 9 0.14 2.80 0.11 0 0 1 0 

3 7 0.7 2.3 17 1 0.07 4.00 0.10 0 0 0 0 

4 7 1.4 2.3 82.4 2 0.19 1.90 0.80 0 0 0 0 

5 8 3.2 7.2 98.9 8 0.13 2.23 0.172 1 0 0 1 

6 8 3.1 9.3 78.3 51 0.32 2.46 0.184 1 1 1 1 

7 8 2.3 12.3 140.0 13 0.30 2.43 0.203 1 1 1 1 

8 8 1.1 9.22 23.4 12 0.11 2.00 0.225 0 0 0 0 

9 8 3 5.1 84.2 9 0.20 2.38 0.159 0 0 0 0 

10 8 2 3.46 48.6 8 0.31 2.42 0.163 0 1 0 0 

11 9 5 13.52 176.7 64 0.13 2.00 0.34 1 1 1 1 

12 9 3.5 8.35 78.5 31 0.21 3.15 0.347 1 1 1 1 

Table 8: Evaluation results of sand liquefaction by three methods
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5.4 Comparison between Seed’s 

simplification method and IAEFA-

SVM model and norm 

To prove the accuracy of the model, 78 groups of 

sample data were trained and 12 groups of sample data 

were evaluated. And they are also compared with the 

criterion and the results of Seed’s simplification method 

as shown in Table 8. 

 

 
Figure 13: IAEFA-SVM identification diagram 

 

From the comparison results in Table 8, it can be 

seen that two samples were misjudged by the 

normalization method and two samples were misjudged 

by the seed simplification method, the classification 

accuracy of the IAEFA-SVM model is illustrated. The 

reason for the error of the standard method is that the 

method does not take into account some key factors that 

affect the liquefaction of sand. The reason for the error of 

the seed simplification method is that it is the empirical 

discriminant of statistics, and it will have some deviation. 

It is affected seriously by human factors and has certain 

limitations. 

From the identification diagram as depicted in Figure 

13, it can be seen that the accuracy of identifying the 

degree of sand liquefaction by using the IAEFA-SVM 

model is 100%. Although there are some differences in 

the process of (C, g) parameter optimization with 

IAEFA, it is caused by the randomness of IAEFA in the 

process of optimization and it does not affect the 

accuracy of the model. It is proved that the classification 

effect of IAEFA-SVM is good and it can effectively 

solve the problem of earthquake liquefaction prediction 

of sand soil. 

 

6 Conclusion 
 

Based on the analysis of the iterative optimization 

process of the artificial electric field algorithm, the  

chaotic strategy is proposed to improve the initial 

population quality, and the opposite learning strategy and  

 

greedy strategy are used to enhance the ability of the 

algorithm to prevent the local optimal solution. 

In the process of benchmark function quota 

optimization, the results prove the effectiveness of the 

improved strategy. Based on the analysis of standard 

deviation results, the IAEFA algorithm can find the 

theoretical optimal value in 7 out of 9 test functions, the 

standard deviation of 7 out of 9 test functions is zero, 

which shows that IAEFA keeps good robustness and has 

little fluctuation in the iterative process. According to the 

analysis of the average results, all the six test functions of 

IAEFA are zero, which shows that the quality of the 

feasible solution and the search precision of IAEFA can 

be improved obviously by introducing the opposition-

based learning strategy. 

Based on the measured data of the earthquake, the 

seven measured characteristic indexes include intensity, 

effective overlying pressure, groundwater level, blow 

counts of SPT, average grain diameter, asymmetrical 

coefficient, and the shear-to-stress ratio. These 

characteristics are used as the discriminant indexes of the 

IAEFA-SVM model. The standard method, seed 

simplification method, and IAEFA-SVM model were 

used to distinguish sand liquefaction. In 12 groups of 

samples, both the standard method and seed 

simplification method made two misjudges. The 

accuracy of IAEFA-SVM to identify sand liquefaction 

reached 100%, providing a new method for the 

identification of sand liquefaction. 
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This article addresses the problem of the non-circulation of information in each stage of architectural 

design. This paper explores the architectural design process based on the BIM platform and puts 

forward the structural design method based on the BIM platform. It carries out the seismic analysis of a 

high-rise building with a transfer floor structure and compares the analysis results with the structural 

analysis software commonly used by the current design institute. The results obtained for 

experimentation show that the period ratio, displacement ratio, and the first six modes calculated by the 

two methods in the modal analysis are consistent. The error between calculation results and PKPM 

calculation results is within a reasonable range. In the analysis of the mode decomposition response 

spectrum method, the seismic forces in X and Y directions, floor shear, overturning moment, floor 

average displacement, and displacement angle obtained by the two models are compared respectively. 

The analysis results of the two methods accord with the mechanical characteristics of the transfer floor 

structure, and the calculation error is within the allowable range. The structural design based on the 

BIM platform has the advantages of high visualization, parameter-driven component size, and high 

model accuracy, improving design drawing efficiency. 

           Povzetek: S platformo BIM so izboljšali arhitekturo snovanja na praktičnem primeru seizmične analize.

1 Introduction  
 

In recent years, with the rapid growth of the social 

economy and the acceleration of urbanization, more and 

more complex residential buildings and transfinite high 

commercial complex buildings have sprung up [1-2]. The 

intervention of CAD has changed the design method and 

production mode of manual drawing with a drawing 

board. This not only liberates the engineering designers 

from the traditional design calculation and repeated 

manual drawing modification design mode, but also 

promotes the professionals involved in the project to 

focus more on the solution of professional problems and 

the optimization of the design scheme, improves the 

design quality and improves the modification efficiency 

of design drawings. However, with the continuous 

changes of the types of building structures and the 

structural forms of building components, the relatively 

simple two-dimensional expression has more and more 

limitations in the expression of architectural and 

structural design. BIM, as an extension of the production 

and application technology of the mechanical industry in 

the construction industry, provides a new technical idea 

for the information management and exchange of 

construction projects [3]. 

BIM Technology not only provides a solution to 

improve the quality of architectural design drawings, but 

also makes the building model and design information 

better transmitted in the process of building life cycle, 

and fundamentally solves the problem of non-circulation 

of information in each stage of design, construction, 

operation and maintenance [4]. It reproduces the real 

situation of buildings through computer simulation. It is 

the third technological revolution in the construction 

industry. The six characteristics of this technology are 

visualization, synergy, interoperability, simulation, 

relevance, and parameterization. BIM Technology has 

brought unprecedented changes to the traditional 

working mode and provided a better solution for the 

needs of fine design. The involvement of computer 

software has rapidly improved the work efficiency and 

design quality of the majority of design institutes. 

However, Auto CAD software presents its design 

information in the form of point, line, and surface based 

on the plane, which is basically consistent with the 

information carried by traditional manually drawn 

drawings, and does not have much impact on the design 

method. With more and more special-shaped buildings 

and more complex building functions, the architectural 

design method based on CAD software has increasingly 

exposed many deficiencies [5-6]. Figure 1 shows a 
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design diagram of a computer-aided architecture based 

on BIM technology. 

 
Figure 1: Optimization of computer-aided building 

design 

 

The BIM software technology has become a boom 

these days as the design specifications are entered into 

the BIM software the 3D model plan is elevated along 

with the detailed design. The designers utilize the 

drawing for extracting basic design information in order 

to deal with the management limitations of the project.  

This article addresses the collision problem of 

design and construction drawings caused by delayed 

communication among disciplines in the design stage. 

The collision problem in the process of collaborative 

design is solved in this article through practical 

engineering cases and puts forward a solution based on 

the BIM platform. This article basically analyses the 

BIM design software in the design stage. This work 

explores the architectural design process based on the 

BIM platform. A solution based on the BIM tool is 

proposed for structural seismic analysis. Aiming at the 

structural design method based on the BIM platform 

proposed in this paper, the seismic analysis of a high-rise 

building with a transfer floor structure is carried out. The 

analysis results are compared with the analysis results of 

the current structural analysis software used by the 

design institute.  

The rest of this article is systematized as literature is 

presented in section 2 followed by research methods in 

section 3. Section 4 depicts the results and the conclusion 

is presented in section 5. 

 

2 Related work 
In this section various state-of-the-art work in the 

field of optimization design based on Computer-Aided 

architecture is presented.  

With regard to the application of computer-aided 

technology in architectural design, Kamel and Memari 

[7] uses the BIM model established by the calculation 

software to directly convert the two-dimensional 

electronic diagram and generate collision reports 

automatically, in batches, or according to conditions. 

Nan Fangying and others use the ruling principle to 

automatically generate multiple design ranges that 

comply with laws and regulations, and then select the 

most ideal results of energy consumption simulation to 

assist in decision-making building volume design. Sayary 

and Omar [8] and others proposed a method to transform 

DFS rules into a computer language recognized by Revit, 

so as to automatically review the design and effectively 

identify construction safety risks. Du et al. [9] and others 

made a preliminary exploration of the inspection method 

and process of BIM model quality mainly with the help 

of the rule inspection software solibri model checker 

(SMC) v8.0 of solibri company in Finland. Hattab and 

Hamzeh [10] and others analyzed and summarized the 

technical advantages of rule checking, expounded the 

application methods of different types of rules, and 

further explained the application prospect of rule 

checking technology from the perspective of solving 

practical problems and improving work efficiency. 

For the application of BIM Technology, Ning et al. 

[11] and others proposed a BIM 3D solid modeling based 

on a CAD graphics engine based on IFC Standard, which 

can be transformed into the surface model to meet the 

application requirements of BIM geometric data for 

different stages of construction engineering. This method 

improves the reusability and universality of avoiding 

data. Heaton et al. [12] studied how to combine the BIM 

technical concept with the current plane representation 

method of structural construction drawings in China, and 

analyzed the feasibility of the plane representation 

method of structural construction drawings based on the 

BIM platform. A plane representation method of 

structural construction drawing is proposed, which 

realizes the correlation of parameters through sharing 

parameters and label family, realizes the transformation 

from FIC standard to Revit structural software, and is 

verified by an example. Lin et al. [13] and others 

analyzed the value and application process of using BIM 

Technology in prefabricated buildings, studied how to 

apply BIM Technology to prefabricated houses, and 

analyzed their adaptability based on actual project cases, 

providing a reference for the further application of BIM 

Technology in prefabricated buildings. Mattern and 

Konig [14] studied the building information model based 

on Revit software to extract structural information and 

provide reliable information data for structural analysis, 

and gave the model conversion method between Revit 

software and international general structural analysis 

software SAP2000. 

With the growth in the worldwide economy and 

improvement in technology, the design schemes of 

domestic engineered architecture have been improving 

daily, thus, combining the CAD architectural designing 

with BIM technology [15, 16]. Further with the 

development in construction technology, architectural 

designing is also changing from hand-made drawings to 

CAD-based architects [17, 18]. The CAD architects are 

using BIM technology which promotes the architectural 

design to be more scientific and stabilized, thereby 

improving the efficiency of design in architectural 
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construction [19]. The improvement in the construction 

industry is noticed with the involvement of BIM 

technology with the CAD architecture and has created a 

high value to the construction industry [20, 21]. This 

work is also considered for the industrial applications 

and contributing towards social life with the integration 

of the Internet of Things, AI, and robotics [22-25].  

This article basically introduces the principle of 

BIM affecting the architectural design using CAD 

software and thus compared this novel strategy with the 

other CAD optimization approaches which apply BIM 

for their technological applicability. 

 

3 Research methods 
This section includes the project design process, 

structural seismic analysis and detailed modeling steps of 

proposed architecture.  

3.1 BIM based construction project design 

process  

When compared with the traditional architectural 

design method, the architectural design method based on 

BIM is characterized in that the professional engineers 

involved in the project do not need to imagine and build 

a three-dimensional drawing in front of a pile of simple 

and numerous two-dimensional plans [26]. The BIM-

based construction project design process repeatedly 

compares and calculates the architectural design 

information, but arranges components and designs 

architectural information in the virtual three-dimensional 

space through computer software technology. Based on 

the understanding of the current BIM platform software, 

this paper attempts to establish the BIM building 

structure design process in the design stage. In the 

process of structural design, the main components of the 

structure should always be built around the building 

model, which does not affect the artistic effect and use of 

the function of the building. Based on the visualization 

characteristics of BIM core modeling software Revit, the 

CAD files of the building model and scheme design can 

be loaded into the new structure template by importing or 

linking. After completing the structural model in the BIM 

core modeling software, it is necessary to reasonably 

select the structural finite element calculation software 

for trial calculation [27, 28]. Based on the characteristics 

of BIM platform data sharing, the selection of structural 

finite element analysis software in the BIM platform 

shall be based on the following points: 

i. It has a data exchange interface corresponding 

to BIM core modeling software. The geometric 

dimensions, load cases, and boundary constraints in the 

structural model can be directly or indirectly transformed 

into the structural finite element software as analysis 

data, which can avoid repeated modeling in the structural 

analysis software. This data transfer method can improve 

the efficiency of structural analysis in the process of 

structural design. 

ii. The structural finite element analysis software 

can feed back the model after calculation, analysis, 
and adjustment to the corresponding BIM core 

modeling software, so as to update or modify the 

original model. 
The main task in the construction drawing stage is 

to reflect the final model of each discipline in the 

preliminary design of the two-dimensional drawing. 

Before sorting out the construction drawings, we should 

integrate the needs of architecture, structure, plumbing, 

and electricity, and further deepen the model of 

architecture and structure. Rigid structures and 

prefabricated buildings can simulate the construction of 

complex hoisting links. The final outcome document of 

the construction drawing level is to complete the trap 

drawings of various disciplines of architecture, structure, 

and equipment that meet the requirements of equipment 

and material procurement, non-standard equipment 

manufacturing, and construction [29].  

BIM core modeling software Revit architecture 

software and Revit structure software are modeling 

software based on parametric design. When the building 

or structural model is completed, it can be converted into 

a construction drawing through the plan view of each 

level. And when the later design changes, whether the 

construction drawing of the Revit project browser is 

modified directly or in the 3D model, the components at 

the corresponding positions of other views will be 

modified, that is, if one change occurs, the corresponding 

parts of other drawings will also be changed [30, 31]. 

Through the project browser of Revit series software, 

you can efficiently manage design drawings, construction 

drawings, design descriptions, and other drawing files. 

3.2 Structural seismic analysis based on 

BIM 

The structural analysis model based on Revit 

software is formed while creating the structural 

geometric model. While creating the geometric model, 

the analytical model is automatically connected to the 

nodes. The creation process of the geometric model is 

carried out in the order of floor-by-floor construction 

from low to high in the actual construction project. The 

project consists of a podium and main building [32]. 

Therefore, when dividing the project for modeling, it can 

be divided into the main building and podium according 

to the primary and secondary structure of the project, so 

as to improve the modeling efficiency. The creation of 

the BIM structural 3D model is to build an information 

model with structural component properties through 

different component families, classes, and elements. This 

project belongs to frame supported shear wall structure. 

BIM model is created by taking basic structural 

components, beams, structural columns, and structural 

plates as basic elements [33]. The modeling steps of the 

proposed architecture are depicted in Figure 2. 
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Figure 2: Modeling steps of the proposed architecture 

 

The basic modeling steps are as follows: Select the 

structure template file; Link BIM model of architecture 

specialty; Create grids; Create levels; Select the 

appropriate family template file and make relevant 

component families; Layout of concrete columns; Layout 

beam; Create a concrete floor structural slab; Check the 

model. 

After the BIM pattern is adjusted, the BIM pattern 

will be displayed. 

Modal analysis is to analyze the properties of the 

structure itself. It is the most commonly used and 

effective analysis method in the seismic response 

analysis of uncoupled linear structures or decoupled 

linear structures [34, 35]. At the same time, structural 

modal analysis is also the analysis basis of response 

spectrum analysis and time history analysis. 

According to D'Alembert's principle, the dynamic 

balance equation of structural system under earthquake 

action: 

 

𝐹𝐼(𝑡) + 𝐹𝐷(𝑡) + 𝐹𝑆(𝑡) = 𝐹(𝑡) (1) 

 Where: 𝐹𝐼(𝑡) is inertial force vector acting on node 

mass; 𝐹𝐷(𝑡) is viscous damping force vector or energy 

dispersive force vector; 𝐹𝑆(𝑡) is internal force vector 

borne by structure; 𝐹(𝑡) is the load vector imposed on 

the structure by the outside world. 

For seismic action, when the external load F(t) in 

Equation (1) is equal to zero and the structure is 

undamped, it can be expressed as a second-order 

differential equation (2). 

 

MX′′(t) + KX(t) = 0 (2) 

Where M and K are the mass matrix and stiffness 

matrix of the structural system respectively; X"(t) and 

X(t) are structural acceleration and displacement vector. 

Assuming that each particle vibrates with the same 

frequency ω, the same phase angle ωt + φ and different 

amplitude X: 

 

X(t) = {X}sin(ωt + φ) (3) 

 

Substitute (3) into the natural vibration equation (4) 

 

[K]{X}sin(ωt + φ) − ω2[M]{X}sin(ωt + φ) = 0 (4) 

The above formula holds for any time, so there is a 

characteristic equation 

 

([K] − ω2[M]){X} = 0 (5) 

 

It is impossible to obtain {X} by the vibration 

coefficient of each node in the determinant, so Equation 

(5) must be equal to zero 

 

|[𝐾] − ω2[M]| = 0 (6) 

 

Through the finite element software SATWE and 

YJK, the two structural models are calculated 

respectively, and the 18th order vibration mode is 

selected for analysis. Read the first 6 vibration modes 

from the calculation result file, and the structural natural 

vibration period of each vibration mode is shown in 

Table 1. In structural design, in order to make the 

structure have good torsional resistance, the overall 

torsional deformation resistance of the structure is 

usually indirectly reflected by the period ratio, that is, the 

ratio of the first natural vibration period Tt with torsion 

to the first natural vibration period T1 dominated by 

translation. 

 

Vibration 

mode 

SATWE YJK 

Cycle 
Torsion 

coefficient 
Cycle 

Torsion 

coefficient 

1 3.0524 0.00 3.0058 0.00 

2 2.9234 0.09 2.9043 0.07 

3 2.5312 0.91 2.3595 0.93 

4 0.9639 0.02 0.8981 0.03 

5 0.7879 0.00 0.7505 0.00 

6 0.6676 0.98 0.6101 0.96 

Table 1: Natural vibration period and vibration mode 

characteristics of structure 

 

The number of vibration modes calculated by 

yingjianke software is also 18, and the effective mass 

coefficient in X direction is 92.12%, and the effective 

mass coefficient in Y direction is 94.32%, both of which 
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are greater than 90%, which also meet the specification 

requirements. It shows that the calculation results of BIM 

structure model imported into YJK software are basically 

consistent with those of conventional calculation 

methods [36]. 

 

4 Results and Analysis 
This section illustrates the analysis of results 

obtained by comparing the seismic forces calculated by 

two programs and finally presents its discussion and 

summary. 

In Figure 3 (a, b), the horizontal seismic forces of 

each layer under X-direction seismic action and Y-

direction seismic action of the two computer calculation 

methods are compared respectively. The calculation 

results of the two methods show that the overall variation 

trend of the horizontal seismic force along the structural 

height of the two calculation models is basically the 

same, whether in the X direction or in the Y direction. 

The seismic force of the fifth floor (i.e., the fourth floor 

of the building ground) of the two models in the figure is 

significantly greater than its adjacent upper and lower 

floors. This is because there are transfer beams with large 

section and transfer floor slab with thick section in the 

transfer floor, which makes the transfer floor have large 

mass and stiffness and will produce large inertial force 

under the action of earthquake. At the same time, due to 

the existence of transfer floor, the vertical stiffness of the 

structure changes suddenly at this floor, resulting in the 

rapid increase of horizontal seismic force at this floor. In 

addition, the podium floor at the lower part of the 

transfer floor has large structural stiffness, resulting in 

the increase of horizontal seismic forces on it compared 

with the upper layer. The results show that the high-rise 

building structure with transfer floor needs to strengthen 

the seismic design at the transfer floor. The figure shows 

that the seismic force on the structure in the Y direction 

is greater than that in the X direction, which also shows 

that the structural stiffness in the Y direction of the 

calculation model is greater than that in the X direction. 

The horizontal seismic force of several floors on the top 

of the structure has an obvious increasing trend, which 

shows that the top of the structure is vulnerable to the 

influence of high-order vibration modes. 
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Figure 3 (a, b): Comparison of seismic forces calculated 

by two programs 

 

The floor shear force calculated by the two 

programs under the action of x-direction and Y-direction 

earthquake is compared in Figure 3. It can be seen from 

the figure that the floor shear of the two models 

gradually increases from the top of the structure to the 

bottom of the structure. The increasing trend of model 

shear force calculated by YJK (Yingianke software) is 

basically consistent with that calculated by SATWE. The 

base shear in Y direction of the two calculation results is 

larger than that in Y direction. This also validates the 

analysis results of the above Fig. In the transfer floor and 

the lower floors of the transfer floor, the increasing trend 

of floor shear is more obvious than that of the floors 

above the transfer floor. The reason is analyzed: the 

transfer floor and the podium floor below have large 

overall stiffness and bear more seismic shear under 

horizontal earthquake. 
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The overturning bending moments in X direction 

and Y direction of the calculation model are compared 

through Figure 4 (a, b). It can be seen from the figure 

that the values of floor overturning bending moment 

calculated by the two programs are similar and the 

change trend is similar, which gradually decreases from 

the top to the bottom of the structure.  

 

Seismic 

direction 

X-direction seismic action Y-direction earthquake action 

Top floor 

displacement 

Δ/mm 

Total 

displacement 

angle 

Δ/H 

Maximum 

interlayer 

displacemen δ/h 

Top floor 

displacement 

Δ/mm 

Total 

displacement 

angle 

Δ/H 

Maximum 

interlayer 

displacement 

δ/h 

SATWE 57.82 1/1695 1/1036 62.39 1/1571 1/1195 

YJK 55.32 1/1772 1/1173 65.75 1/1190 1/1095 

Table 2: Top floor displacement and inter floor displacement angle of structural model 
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Figure 4 (a, b): Calculation of floor shear force by two programs 
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Figure 5 (a, b): Calculation of overturning moment by 

two programs 

 

The bottom overturning moment calculated by YJK 

program is slightly smaller than that calculated by 

SATWE. The bottom overturning moment in Y direction 

is greater than that in X direction, which is consistent 

with the analysis results in the previous two figures, 

indicating that the structural stiffness in Y direction is 

greater than that in X direction. In the transfer floor and 

its lower floors, the seismic overturning moment of the 

floor increases significantly compared with that above 

the transfer floor, which also verifies the analysis results 

in Figure 5 (a, b). The outcomes indicate that the overall 

stiffness of the transfer floor and its lower floors is larger 

than that of the upper floors of the transfer floor and 

absorbs more energy from seismic action. According to 

the theoretical knowledge of seismic design, the floor 

seismic shear force and floor overturning moment are 

essentially determined by the magnitude of seismic 

action. From the above analysis, it can be seen that the 

transfer floor and its lower floors with large floor 

stiffness are also subject to large horizontal seismic 

action. Through the comparison of the above three 

figures, it can be seen that the calculated values of the 

two methods are basically similar, and the three data in 

each method can also be mutually verified. 

 

 
Figure 6: Structural model displacement length 

 

 
Figure 7: Structural model displacement angle 

Table 2 lists the top floor displacement, maximum 

displacement angle and total displacement angle of 

displacement angle of the two calculation models under 

the earthquake action in X direction and Y direction. The 

graphical representation of structural model displacement 

length, angle and interlayer displacement is depicted in 

Figure 6, Figure 7 and Figure 8. 

 

 
Figure 8: Structural model interlayer displacement 

 

It can be seen from the table that the calculated 

value of top floor displacement of SATWE is slightly 

larger than that of YJK. The top displacement of the 

structure under X-direction seismic action calculated by 

SATWE is 57.82mm; The displacement of the top floor 

under Y-direction earthquake is 62.39mm. It is found 

that the difference range of inter story displacement 

angles corresponding to the corresponding floors of the 

two calculation models is within 5%, which meets the 

allowable error range. 

 

5 Conclusions 
The proposed WADO based retinal image 

transmission technology and structured numerical report 

in DICOM-SR can better solve the invulnerability 

problem of retinal image in different systems. The 

analysis done in this work for the investigation of 

invulnerable retinal imaging information can be used for 

quantitative analysis of morphological change of retinal 

vascular network. This work is mainly focused on the 

medical digital image transmission protocol Digital 

Imaging and Communications in Medicine (DICOM) 

version 3.0 and the retinal image Picture Archiving and 

Communication System (PACS) was constructed in the 

laboratory. The retinal image PACS system constructed 

in B/S mode can effectively store and transmit DICOM 

images when combined with the application program. 

This project will integrate quantitative features of retina 

in future research, providing more meaningful research 

data for data mining based on chronic disease 

management system. In addition, a study will be 

conducted on the conversion of retinal images and 

reports based on DICOM 3.0 standard and HL7 CDA 

documents. Therefore, in order to provide a technical 

basis for the integration of retinal images and existing 
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resident health records with HL7 interfaces. The 

quantitative analysis of retinal morphology data and the 

original database system text information mining 

association rules can find more meaningful clinical 

information. The feasibility of the recognition rate and 

other evaluation parameters is justified by obtaining the 

98.51% accuracy rate with comparatively better values of 

sensitivity, specificity and precision. 
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This article addresses the stabilization of chaotic characteristics in abnormal data by proposing chaotic 

correlation feature extraction of big data clustering based on the Internet of things. The chaotic features 

in big data usually show complex folding and distortion without obvious rules and order and non-

synchronization. In this article, the dimension of extracted correlation is utilized as the chaotic feature 

for the clustering of big data. The one-dimensional time series that can be extended in multi-dimensional 

space is analysed based on phase space reconstruction, to extract the chaotic correlation dimension 

(CCD) features. After the relevant experimental analysis, this paper mainly compares the energy 

consumption and processing time of the two respective algorithms. In the simulation parameter design, 

the time interval of big data packet generation is 0.1s, and the data is generated from the simulation 

time of 300s. The results obtained show that when dealing with the same amount of data, the energy 

consumption of this algorithm is significantly lower than that of the traditional algorithm. When dealing 

with the same amount of data, the time required by this algorithm is significantly lower than that of the 

traditional algorithm. This is because this algorithm is easy to implement and has good clustering 

efficiency for data, so the clustering time is short. With the gradual increase in the amount of data, the 

correlation dimension of this algorithm tends to be stable. While the correlation dimension of the 

traditional algorithm fluctuates greatly, it is revealed that the proposed approach has high data 

clustering efficiency and verifies the effectiveness of this algorithm. 

Povzetek: Za internet stvari je analizirana možnost stabilizacije nenavadnih podatkov znotraj velikih 

podatkov. 

 

 

1 Introduction  
With the rapid expansion of network technology, 

the network crime activities in the big data environment 

are gradually increasing, increasing the amount of 

abnormal data in the environment of huge data [1]. 

Therefore, seeking effective big data mining methods is 

of great consequence to ensure the security of related 

systems in a big data environment [2]. Most of the 

current big data mining methods carry out big data 

mining according to the known abnormal characteristics, 

which reduces the reliability and efficiency of big data 

mining, increases the overhead of processing big data, 

and reduces the overall availability and performance of 

big data. As revealed in Figure 1, the framework of big 

data mining and analysis platform [3]. Therefore, how to 

analyse the failure rate, probability analysis, and 

adjustment scheme of big data in different regions 

without interfering with the performance of huge data 

has an emphasis on the analysis of data mining [4]. In 

large-scale data mining, massive data brings great 

difficulties to the existing abnormal data mining 

efficiency [5]. How to design sub-region mining 

algorithms for massive data has gained attention and 

becomes a research hotspot. Due to the huge amount of 

data, to reduce the pressure of hardware, when the data 

scale exceeds the upper limit, it is necessary to partition 

big data [6]. In the distributed cluster environment 

without fault tolerance, the efficiency of big data 

partitioning is inversely proportional to the hardware 

involved in mining [7]. Therefore, anomaly data mining 

of massive data is a challenging task. The traditional 

partition mining algorithm based on mean clustering is 

affected by data similarity. This kind of partition mining 

algorithm will produce a high communication load in the 

parallel process, which is difficult to achieve a high 

degree of parallelism [8].  

There are certain research gaps in the traditional 

work like the problem of stabilization of chaotic 

characteristics in abnormal data by proposing the chaotic 

correlation feature extraction of huge data clustering 

based on the Internet of things. Also, the chaotic features 

in big data usually show complex folding and distortion 

https://doi.org/10.31449/inf.v46i3.3943
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without obvious rules and order and non-

synchronization. The chaotic features are very complex, 

which are described by the correlation dimension. 

Thus, this article contributes to the extraction of the 

correlation dimension as the chaotic feature of huge data 

clustering. Based on the reconstruction of phase space, 

the 1D (one dimensional) time series can be extended in 

multi-dimensional space, to extract the chaotic 

correlation dimension features. Cluster analysis of big 

data is carried out according to the extracted chaotic 

correlation dimension (CCD). Relevant experimental 

analysis is carried out in this article and the traditional 

neural network algorithm is compared in terms of the 

energy consumption and processing time of the two 

algorithms. In the simulation parameter design, the time 

interval of big data packet generation is and the data is 

generated at varying simulation times. In the experiment, 

the amount of data varied from 100MB to 1GB. The 

correlation dimension of this algorithm is observed to be 

stable, while the correlation dimension of the traditional 

algorithm fluctuates greatly, verifying the effectiveness 

of the proposed algorithm for high data clustering 

efficiency. 

The structure of this paper is arranged as: the 

literature review is provided in section 2 and the huge 

data clustering process based on chaotic correlation 

dimension (CCD) feature extraction is depicted in section 

3. The experimental outcomes are presented in section 4 

while the conclusion is presented in section 5 of this 

article. 

 

 
Figure 1: Big data mining and analysis platform 

 

2 Related work 
In this section, various state-of-the-art works in the 

field of feature extraction of big data clustering based on 

the Internet of Things are discussed.  

For this research problem, there are many research 

methods related to big data clustering of the Internet of 

things. For example, the cluster analysis method of big 

data of the Internet of things proposed by Liu et al. [9]. 

Boushaki et al. proposed a multi-view fuzzy clustering 

algorithm based on the condensed information bottleneck 

audio event clustering method and representing point 

consistency constraints [10]. Single pass Bayesian fuzzy 

clustering algorithm and dynamic optimization cellular 

genetic fuzzy clustering method proposed by Yang et al. 

[11]. RNA SEQ data clustering method proposed by Park 

and Lee [12]. Grid coupled data stream clustering 

method proposed by Cui [13].  

Roy et al. proposed an uncertain data clustering 

algorithm based on Voronoi diagram in obstacle space  

 

[14]. Fast density clustering algorithm for location big 

data proposed by Li et al. [15]. Mdfuzzyk modes 

clustering algorithm based on classification matrix object 

data proposed by Yan et al. [16]. Fast adaptive clustering 

algorithm based on representative comment scoring 

strategy and geographic spatiotemporal big data 

clustering method proposed by Chen et al. [17]. The 

clustering method of Internet of things data in the cloud 

proposed by song, t, and others has the ability to classify 

the event big data with chaotic correlation characteristics 

into their respective clustering centres, and can obtain 
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satisfactory clustering results. However, from the actual 

clustering effect, the above traditional methods have 

some key problems to be solved, such as large time 

consumption, slow speed, low agility, low data access 

load, slow convergence, large error, low efficiency of 

load balanced collaborative filtering. Research on more 

effective Internet of things big data clustering algorithm 

based on cloud mode event chaotic correlation feature 

extraction is rare [18].  

Based on the current research, this paper presents 

the chaotic correlation feature extraction of huge data 

clustering based on the Internet of things. The chaotic 

features in big data usually show complex folding and 

distortion without obvious rules and order and non-

synchronization. The chaotic features are very complex, 

which are described through the correlation dimension. 

In this article, the dimension of extracted correlation is 

used as the chaotic characteristic of huge data clustering. 

Based on the reconstruction of phase space, time series 

of one-dimensional space can be extended in multi-

dimensional space, so as to extract the chaotic features of 

correlation dimension. Cluster analysis of big data is 

presented according to the extracted chaotic correlation 

dimension. The relevant experimental analysis depicts 

some simulation outcomes which show that the proposed 

method can accurately mine abnormal data for different 

large data sets, and has high feasibility and efficiency. 

 

3 Huge data clustering algorithm 

depending on CCD feature 

extraction  
This section includes the description of clustering 

algorithm based on chaotic correlation dimension along 

with the big data clustering implementation.  

3.1 Feature extraction and analysis of 

CCD 

The chaotic characteristics in big data are usually 

complex folding and distortion without obvious rules and 

order and non-synchronization. The chaotic 

characteristics are very complex and need to be described 

by correlation dimension [19]. 

 

A. Reconstruction of phase space 

The data sequence belongs to nonlinear time series 

to a great extent, and the key of nonlinear time series is 

phase space reconstruction. Phase space reconstruction 

can keep many geometric features in the original system 

unchanged, establish a bridge between the original time 

series and multi-dimensional space analysis, and 

effectively extract the chaotic correlation dimension 

(CCD) features of data in multi bit phase space. The 

phase space reconstruction method is as follows: 

assuming that the time series is {𝑥1, 𝑥2, … , 𝑥𝑁}, the phase 

space reconstruction result can be described as: 
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Wherein, 𝐾 = 𝑁 − (𝑚 − 1)𝜏, 𝜏  is used to describe 

the time delay; M is used to describe the embedding 

dimension. If 𝑚 ≥ 2𝑑 + 1 the geometric structure of the 

dynamic system will be completely opened, and d is used 

to describe the dimension of the chaotic attractor of the 

system. The selection of embedding dimension m and 

time delay is the key to phase space reconstruction. Only 

by selecting reasonable 𝑚 and 𝜏 can we accurately 

reconstruct the phase space reflecting the characteristics 

of the original system. The detailed selection method is 

given below. For the selection of time delay 𝜏. This study 

considers time delay 𝜏 denoted by the abscissa when the 

mutual data of delay time takes the first minimum value 

as the finest time delay for recreating phase space [20]. 

In the interval of data distribution, the probability 

distribution curve of data is established. 𝑝𝑖  is used to 

describe the probability that 𝑥(𝑡) appears in the interval I 

of the data distribution curve; 𝑝𝑖𝑗(𝜏) is used to describe 

the joint probability that 𝑥(𝑡) appears in 𝑖 and delay 

𝑥(𝑡 + 𝜏) after a certain amount of delay 𝜏 appears in 

region 𝑗. Then the delay time mutual information can be 

described as: 
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p
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If 𝐼(𝜏) = 0, 𝑥(𝑡 + 𝜏) cannot be predicted, that is, 

𝑥(𝑡) and 𝑥(𝑡 + 𝜏) are independent of each other, and the 

smaller 𝐼(𝜏) is more independent 𝑥(𝑡) and 𝑥(𝑡 + 𝜏). 

Therefore, when 𝐼(𝜏) reaches the minimum, the time 

delay 𝜏 corresponding to the abscissa can be utilized as 

the finest time delay for recreating the phase space. For 

the selection of embedding dimension 𝑚, this paper uses 

the virtual nearest neighbor algorithm for the estimation 

[21]. According to Takens theorem, the 𝑚 −
𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 vector formed in the 𝑚 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 
phase space can be described as: 

 

          1,...,,  mnxnxnxnX  (3) 

Obtaining the minimum embedding dimension of 

phase space reconstruction needs to meet the conditions 

described in equation (4). If yes, 𝑋𝜂(𝑛) is called the false 

nearest neighbor of 𝑋𝑛. 
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Where 𝑅𝑡𝑜𝑙 is used to describe the threshold, usually 

𝑅𝑡𝑜𝑙 takes 15. At this time, the proportion curve of false 

nearest neighbour points is required. If the proportion of 

false nearest neighbour points is less than 5%, it is 

considered that the obtained m is the minimum 

embedding dimension of phase space reconstruction [22]. 

 

B. Feature extraction of chaotic correlation 

dimension 

In this paper, the extracted CCD is utilized as the 

chaotic element of huge data clustering. Based on phase 

space rebuilding, 1-D time series can be stretched out in 

multi-layered space to separate chaotic element aspect 

highlights [23]. As per the procedure analyzed in earlier 

section, the recreated time series can be acquired: 

 

  Tmiiii xxxX  1,...,,   (5) 

In the 𝑚 − 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑎𝑙 phase space recreated by 

the above-mentioned procedure, the focuses whose 

separation from phase point 𝑥𝑗 to 𝑥𝑖 additional 𝑥𝑖 itself 

doesn't surpass r can be portrayed as: 
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Where H (*) is utilized to portray the Heaviside 

work. The idea of connection work is given here. All 

focuses that might be more modest than the given 

distance 𝑟 are comparative with one another The extent 

of the complete point logarithm is known as the 

connection work, and the equation is portrayed as 

follows: 
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In the equation, the numerator is 2 to wipe out 

continued counting. The distance between two-stage 

focuses can be acquired by depicting the distance 

between two-stage focuses with standard, or at least, the 

greatest contrast among two vectors: 
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For a vector whose distance doesn't surpass 𝑟, it 

tends to be called a cooperative vector [24]. Expecting 

that there is n 1𝐷 estimated succession information, the 

quantity of vector focuses in stage space remaking is 

𝑁 = 𝑚 − (𝑚 − 1)𝜏. Compute the extent of the stage 

point logarithm with connection in all conceivable 

𝑁(𝑁 − 1)/2 sets, which is known as the relationship 

aspect. The recipe is depicted as follows: 
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Then the relationship aspect got above is the 

tumultuous trademark amount of large information 

grouping, and the bunching of huge information is 

acknowledged by the connection aspect. 

3.2 Big data clustering implementation 

The cluster analysis is to divide different samples 

into several categories, and make the samples of an 

aggregate class more similar than those of different 

aggregate classes [25]. In this paper, huge data is 

clustered and analysed as per the extracted CCD [26-28]. 

The flowchart of big data clustering implementation in 

this article is depicted in Figure 2 and the detailed 

implementation is provided in this section. 

 

A. Input samples and parameters 

Enter n data samples {𝑥1, 𝑥2, … , 𝑥𝑛}, According to 

the characteristics of chaotic correlation dimension, n 

cluster centers are selected from the above samples and 

described by {𝑍1, 𝑍2, … , 𝑍𝑛}. 

 

B. Divide n samples into the nearest cluster 

according to the following principles 𝜔𝑗 

 

 jj zxzx  min  (10) 

Where ‖𝑥 − 𝑍𝑗‖ is used to describe the distance 

between 𝑥 and 𝑍𝑗. At the same time, it is assumed that 

there are 𝑁𝑖 samples in 𝜔𝑗. 

 

 
Figure 2: Flowchart of huge data clustering 

implementation 

 

C. The cluster centre value is obtained by the 

following formula 
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If the number of iterations is odd, proceed directly 

to step (5); Otherwise, follow next step. 

 

D. Split 

Assuming 𝐿 = max(𝑥 − 𝑍𝑖) , 𝑥 ∈ 𝜔𝑗, 𝑑1 is used to 

describe the splitting distance. If 𝐿 > 𝑑1, 𝜔𝑗 is divided 

into two categories. At this time, the cluster center can be 

described as: 









Lzz

Lzz

ii

ii





2

1
 (12) 

Where 𝜆 is used to describe a constant greater than 

0. If 𝐿 < 𝑑1 and the last merge operation was not 

performed, proceed to step (6). 

 

 

E. Merge 

Assuming 𝑙 = ‖𝑍𝐼 − 𝑍𝐽‖ = ‖𝑍𝑖 − 𝑍𝑗‖, use 𝑑2 to 

describe the merge distance. If 𝑙 < 𝑑2, then, 𝜔𝐼 , 𝜔𝐽 are 

merged into one class, and the merging center can be 

described as: 
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If 𝑙 < 𝑑2, and not classified last time, proceed to 

step (6), otherwise proceed to step (3). 

 

F. End iteration 

In this paper, the data with the same chaotic 

correlation characteristics are divided into one class 

through the above clustering analysis process, so as to 

realize the effective clustering of big data [29-31]. This 

work is also considered for the industrial applications 

and contributing towards social life with the integration 

of the Internet of Things, AI, and robotics [32-35]. 

 

4 Results and Analysis 
This section presents the result analysis obtained for 

from the proposed big data clustering algorithm and 

finally presents its discussion and summary in conclusion 

section. 

In order to validate the efficiency of the huge data 

clustering algorithm based on chaotic correlation feature 

extraction proposed in this paper, relevant experimental 

analysis is needed [36-38]. Taking the traditional neural 

network algorithm as a comparison, the energy 

consumption and processing time of the two algorithms 

are mainly compared [39-42]. In this paper, the algorithm 

is verified by simulation data. All the experimental 

programs are written in C++, which is in Ubuntu 12.04 

operating system. The experimental hardware platform is 

LenovoM4390 (i3-2100 CPU, 4UB memory, 2TB disk), 

processor Intel (R) core (TM) 2duocpu2 94GHz, 

memory: 8.00GB. In the simulation parameter design, 

the time interval of big data packet generation is 0.1s, 

and the data is generated from the simulation time of 

300s. In the experiment, the amount of data is from 

100MB to 1GB, with 100MB as the unit, the data 

increases nonlinearly, discrete scheduling and interval 

boundary approximation are carried out for big data, the 

time interval of big data feature acquisition is 0.1s, and 

the parameter configuration is listed in Table 1. 

 

Parameter Value (Mbps） 

Data quantity 1000 

Number of big data distribution 

Characteristics 
5 

Load per data access system 16 

Data complexity size (GB) 2 

Data execution time delay (MS) 2400 

Maximum queue size 2200 

Table 9: Parameter configuration 

 

The algorithm in this paper and the traditional 

algorithm are used to cluster different amounts of data, 

and the clustering efficiency of the two algorithms is 

counted. The outcomes are listed in Table 2 and 

graphical represented is provided in Figure 3. 

 

Data volume 

Time required for 

the proposed 

algorithm (s) 

Time required for 

traditional 

algorithm (s) 

200 1925 5998 

400 4433 12769 

800 8343 29151 

1024 10151 35832 

Table 10: Comparison results of clustering efficiency of 

two algorithms 
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Figure 3: Graphical comparison of clustering efficiency 

of two algorithms 

 

It can be observed from the analysis of Table 1 and 

Figure 3 that with the gradual increase of the amount of 

data, the time for data clustering of this algorithm and the 

traditional algorithm gradually increases. While this 

improvement occurs, the processing time required by this 

algorithm has been potentially lower than that of the 

traditional algorithm, which shows that this algorithm 

has high data clustering efficiency and verifies the 

effectiveness of this algorithm. 

In order to further validate the effectiveness of this 

algorithm, this paper compares the energy consumed by 

the two algorithms to process the same amount of data. 

The results are shown in Figure 4. 

By analysing Figure 4, it can be seen that when 

processing the same amount of data, the energy 

consumption of this algorithm is significantly lower than 

that of the traditional algorithm. This is because this 

algorithm is easy to implement and has high clustering 

efficiency for data, so it consumes less energy, which 

verifies the effectiveness of this algorithm. 
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Figure 4: Comparison results of energy consumption of 

two algorithms 

 

By analysing Figures 5, 6 and 7, it can be seen that 

when processing the same amount of data, the time 

required by the algorithm in this paper is significantly 

lower than that of the traditional algorithm. This is 

because the algorithm in this paper is easy to implement 

and has good clustering efficiency for data, so the 

clustering time is short, which further verifies the 

effectiveness of the algorithm in this paper. 
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Figure 5: Time consuming of traditional algorithm 
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Figure 6: Time consuming of improved algorithm 
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Figure 7: Time consuming comparison results of two 

algorithms 
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Figure 8: Comparison results of correlation dimensions 

of two algorithms 

 

It can be seen from the analysis of Figure 8 that with 

the gradual increase of the amount of data, the 

correlation dimension of the algorithm in this paper tends 

to be stable, while the correlation dimension of the 

traditional algorithm fluctuates greatly. This fluctuation 

shows that the algorithm in this paper has high data 

clustering efficiency and verifies the effectiveness of the 

algorithm in this paper [43-44]. 

 

5 Conclusions 
This article presents the CCD feature extraction of 

huge data clustering based on the Internet of things is 

proposed. By reconstructing the phase space, a multi-

dimensional state space vector and chaotic trajectory are 

established. It was revealed that many geometric features 

in the creative scheme remain unchanged, which 

provides an effective basis for analysing the chaotic 

characteristics of the original system. The false adjacent 

neighbour procedure is used to select the finest 

embedding dimension. The extracted CD is used as the 

chaotic feature of huge data clustering, and the big data is 

clustered according to the extracted chaotic correlation 

dimension. Simulation outcomes show that the proposed 

method can accurately mine abnormal data for different 

large data sets, and has high feasibility and efficiency. At 

present, the composition structure, operation mechanism 

and relevant standards of the Internet of things in cloud 

mode have not been completely unified. This can act as 

the future research scope of this article and therefore, the 

research on big data clustering of the Internet of things 

needs to be further discussed in many aspects in the 

future part of this research work. 
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The rapid development of railway transportation towards high speed, high density and heavy load has 

led to even higher requirements for the safety of railway signal equipment. The safety of railway signal 

equipment is an important part of ensuring railway traffic safety, thus, it is very necessary to study a 

system that can diagnose the fault of railway signal equipment according to the actual situation. This 

article utilizes the deep learning algorithm of artificial intelligence for investigating the interlocking 

faults in the railway transportation. This paper uses ADASYN data synthesis method to synthesize few 

category samples, uses TF-IDF to extract features and transform vectors, and proposes a deep learning 

integration method based on combined weight. The results show that BiGRU has better overall 

classification performance when evaluated on the index of primary and secondary fault classification 

accuracy. The classification accuracy improvement of 5% is achieved for primary fault classification 

and the comprehensive evaluation index of secondary fault classification is improved by about 9%. It 

was revealed that when compared with ADASYN + BiLSTM neural network, the comprehensive 

evaluation index of primary fault classification accuracy is improved by about 6%, and the 

comprehensive evaluation index of secondary fault classification is improved by about 10%. It is 

demonstrated that deep learning integration is an effective method to improve the classification 

performance of turnout fault diagnosis model. 
 

Povzetek: Za železniški sistem je bila uporabljena metodologija globokih nevronskih mrež za iskanje 

napak v signalih.

  

1 Introduction  
With the gradual increase of railway traffic density 

and operation speed in China, it is difficult to avoid 

various faults of railway signal equipment. If the faults 

cannot be handled in a short time, they will have a great 

impact on traffic safety, and even lead to the hidden 

dangers of major accidents, so as to reduce the efficiency 

and safety of railway operation. At the same time, it also 

brings new challenges to railway signal equipment 

maintenance personnel to check and maintain signal 

equipment timely and accurately. 

High speed railway signal equipment is an 

important infrastructure to ensure high-speed train 

operation. The maintenance quality of signal equipment 

directly affects the traffic safety and transportation 

efficiency of high-speed railway. Signal equipment fault 

is diagnosed and handled according to the experience and 

knowledge of on-site maintenance personnel, which is 

easy to cause maintenance judgment error and 

maintenance time delay, and in serious cases, it will lead 

to equipment fault driving accident. The fault data of 

high-speed railway signal equipment records the fault 

phenomenon when the fault occurs in the form of text. 

The fault phenomenon is analyzed based on text data 

mining technology. Combined with the diagnosis results 

of experts on the fault phenomenon, the fault diagnosis 

model of signal equipment is studied to assist 

maintenance personnel to quickly locate the fault 

location and cause according to the fault phenomenon. It 

will be of great significance to further improve the safety 

guarantee level of high-speed railway. The basic activity 

diagram of train fault detection method is shown in 

Figure 1. 

https://doi.org/10.31449/inf.v46i3.3961
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Figure 1: Activity diagram of Railway fault detection 

method 

 

This limitation of imbalanced faults of different 

signal equipment is addressed in this article. In order to 

study the signal equipment fault diagnosis method based 

on unbalanced samples based on text mining technology, 

two problems need to be solved: one is the processing of 

unbalanced samples, and the other is the construction of 

fault diagnosis and classification model.  

This article contributed in mainly using two 

methods to solve the sample imbalance problem: one is 

to synthesize the sample data by using data enhancement, 

under sampling or oversampling, and data generation 

methods such as SMOTE (Synthetic Minority 

Oversampling Technology) and ADASYN (Adaptive 

Synthetic Sampling). The other is to adjust the 

parameters of different categories for the classification 

learning algorithm. The sample synthesis algorithm can 

appropriately synthesize a few categories of samples 

according to the distribution of the overall samples, and 

can ensure that the sample data is not repeated. There are 

several articles which uses SVM-SMOTE method to 

automatically synthesize the few category samples of 

signal equipment fault, so as to solve the problem of 

signal equipment fault sample imbalance. This article 

utilizes the deep learning algorithm of artificial 

intelligence for investigating the interlocking faults in the 

railway transportation. This paper uses ADASYN data 

synthesis method to synthesize few category samples, 

uses TF-IDF to extract features and transform vectors, 

and proposes a deep learning integration method based 

on combined weight. The outcomes obtained for the 

proposed method reveals that BiGRU has better overall 

classification performance when evaluated on the index 

of primary and secondary fault classification accuracy. 

The rest of this article is structured as: review of 

literature is provided in section 2 followed by research 

methodology involved in analysis of fault diagnosis of 

railway unlocking system in section 3. Section 4 provides 

the experimental results and discussion along with 

concluding remarks in section 5.  

 

2 Related work 
In this section various state-of-the-art work in the 

field of railway signal interlocking fault based on 

artificial intelligence and other technologies is presented.  

With the advent of the intelligent era, artificial 

intelligence has become the mainstream technology in 

the world, and artificial intelligence technology has laid a 

solid research foundation [1]. Paek and Kim explores the 

future direction of education by examining the current 

impact of artificial intelligence and predicting the future 

impact [2]. Interlocking is a railway system, which can 

automatically control safety management route change 

and avoid train collision and derailment. Dobias and 

Kubatova analyzes the latest technologies used in several 

commercial interlocking equipment, and proposed the 

design and implementation of an interlocking system 

architecture based on FPGA technology [3]. In order to 

solve the problem of channel estimation based on 

demodulated reference signal (DMRs) in railway tunnel 

scene, Skiribou et al. proposed a deterministic model to 

accurately generate time-varying channel response [4]. 

Kiedrowski and Saganowski introduced a scheme of 

applying PLC technology to railway light signs. This 

paper introduces the structure of the network and a group 

of equipment to realize this specific type of wired sensor 

network, which is used to monitor the railway led sign 

network and maintenance parameters [5]. Yang et al.  

analyzed the requirements of clock synchronization of 

signal ground equipment in combination with the 

application status of clock synchronization of ground 

equipment in high-speed railway signal system. By 

analyzing the advantages and disadvantages of the 

world's mainstream satellite navigation system and the 

requirements of China's railway signal system, Beidou 

time service technology is selected as the clock 

synchronization technology of the ground equipment of 

high-speed railway signal system, and the overall scheme 

based on Beidou time service technology is constructed 

[6]. In order to evaluate the network access performance 

of railway signal equipment machine communication 

(MTC) in the next generation intelligent transportation 

system, Lin et al. divided the railway signal equipment 

machine communication traffic prediction model into 

station indoor model, station outdoor model and station 

outdoor model, and calculated the traffic and signaling 

overhead of the three models respectively. Based on 

Poisson distribution and Markov renewal process, an 

improved Markov modulated poisson process (immpp) 

for source traffic model is designed [7]. Wang et al.  

combined with the new technical characteristics of high-

speed railway, analyzed the current situation of lightning 

protection technology and lightning faults of foreign 

railway signal equipment. At the same time, the 

functions of intelligent technologies such as lightning 

activity location and lightning fault diagnosis are 
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introduced, and the development direction of railway 

lightning protection in the future is prospected according 

to the characteristics of this technology [8]. In order to 

realize the real-time acquisition, monitoring and 

management of the technical status of railway signal 

equipment and meet the multi-dimensional business 

needs of railway signal system information sharing, data 

mining, analysis and display, Sahal et al. put forward the 

national technical big data platform of railway signal 

equipment on the basis of analyzing the current situation 

of railway signal system and the significance of signal 

big data platform construction [9]. Based on the common 

signal system equipment of rail transit stations at home 

and abroad, Cao et al. analyzed the common faults and 

their settings of the system, studied the common faults 

analysis, design and construction of the signal system, 

and developed the railway signal fault setting training 

system based on the core concept of fault safety design 

[10]. In order to solve the problem of railway 

transportation safety, Dong et al. carried out detection 

experiments on simulated images and real videos of 

railway signal lights based on machine vision. The image 

features of railway signal lights in different color spaces 

and their influence on railway signal light recognition are 

discussed [11]. 

Railway signal equipment safety is an important 

part of ensuring railway traffic safety, thus, it is very 

necessary to study a system that can diagnose the fault of 

railway signal equipment according to the actual 

situation. The literature suggests that there are many 

studies on using data synthesis method to solve the 

sample imbalance based on the deep learning of artificial 

intelligence approach [12-15]. This paper diagnoses the 

fault of high-speed railway signal equipment, improves 

the performance of equipment fault diagnosis, so as to 

improve the safety of railway.  

 

3 Research methods 
This section includes the description of small 

category sample generation based on ADASYN. The 

fault text features of high-speed railway signal are also 

represented in this section and fault diagnosis model is 

presented.  

High speed railway signal fault diagnosis forms a 

turnout fault diagnosis model with deliverable evaluation 

indexes through the training and optimization of the fault 

diagnosis model based on deep learning integration [16]. 

The turnout fault phenomenon of high-speed railway is 

input into the fault diagnosis model, and the model 

automatically outputs the type and cause of the fault, so 

as to realize the intelligent diagnosis of turnout 

equipment fault [17-19]. The architecture of this research 

work is depicted in Figure 2.  

 
Figure 2: Architecture of research work 

 

The basic structure of this research work includes 

pre-processing of data acquired from various sources. 

Further, the feature set is extracted followed by the 

classification of primary and secondary faults [20, 21]. 

At the final stage, accuracy values are determined for the 

proposed architecture. The development of artificial 

intelligence and Internet of Things is considered for 

several industrial applications and contributing towards 

social life [22-25]. 

3.1 Small category sample generation 

based on ADASYN 

ADASYN adaptive synthesis oversampling method 

is to adaptively synthesize a small number of samples 

according to the distribution of a small number of 

samples, and synthesize fewer samples where it is easy to 

classify and more samples where it is difficult to classify. 

The key of the synthesis algorithm is to find a probability 

distribution𝑟𝑖. Put 𝑟𝑖 is the criterion for determining how 

many samples should be synthesized for each small 

category sample. 

The proportion of the number of secondary 

categories included in each primary fault category of 

high-speed railway signal turnout fault is 12:17:8: 

11:7:1:7. Therefore, ADASYN is used to synthesize 

fewer secondary fault category samples, and the 

imbalance of primary fault categories can be solved at 

the same time. The process of using ADASYN to 

adaptively generate turnout secondary few category 

samples is as follows: 

Step 1: Calculate the unbalance degree of few 

categories, 𝑑 = 𝑚𝑠/𝑚𝑙，𝑚𝑠 and 𝑚𝑙 represent the 

number of samples with few categories and multiple 

categories respectively, 𝑑 ∈ (0, 1]. 
Step 2: Calculate the total number of small category 

samples to be synthesized, 𝐺 = (𝑚𝑙 − 𝑚𝑠) × β，β ∈
(0, 1], indicating the expected imbalance degree of the 

whole sample after adding the synthetic sample, β= 1 

means that the sample category is completely balanced 

after adding the synthetic sample. 

Step 3: For each sample of a few categories𝑥𝑖. Find 

their K-nearest neighbors in n-dimensional space and 
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calculate the ratio𝑟𝑖 = ∆𝑖/𝐾(𝑖 = 1,2, … , 𝑚), 𝑚 is the 

total number of samples, ∆𝑖  is the number of multiclass 

samples in the k-nearest neighbor of𝑥𝑖, so 𝑟𝑖 ∈ (0, 1]。 

Step 4: According to 𝑟�̂� = 𝑟𝑖/ ∑ 𝑟𝑖
𝑚𝑠
𝑖=1 , regularize 𝑟𝑖 . 

So 𝑟𝑖  is the probability distribution, and ∑ 𝑟�̂� = 1. 

Step 5: Calculate the number of samples 𝑔𝑖 = 𝑟�̂� ×
𝐺 to be synthesized for each small category sample 𝑥𝑖, 𝐺 

is the total number of synthetic samples. 

Step 6: According to the above steps, calculate the 

number of samples 𝑔𝑖synthesized by each small category 

sample𝑥𝑖. 

3.2 Fault text feature representation of 

high-speed railway signal equipment 

TF-IDF is a text feature representation method 

based on weighting idea. Its core idea is that if a word 

appears frequently in one document and low in other 

documents, it indicates that the word has high 

recognition in the document and assigns its high weight. 

The feature extraction of signal equipment fault text first 

needs to realize Chinese word segmentation [26-29]. 

Because the high-speed railway signal equipment fault 

text data contains professional words such as switch 

machine, red light band and sealer, this paper constructs 

railway signal professional thesaurus and loads the 

thesaurus into Jieba word segmentation tool to realize the 

accurate word segmentation of fault text. 

Text frequency (TF) in TF-IDF refers to the 

frequency of a given word in the document. For a given 

word 𝑡𝑖. In a document 𝑑𝑗 , the degree of importance can 

be expressed as: 

 

𝑇𝐹𝑖,𝑗 =
𝑛𝑖,𝑗

∑ 𝑛𝑘,𝑗𝑘

 
(1) 

Where: 𝑛𝑖,𝑗 is the number of occurrences of the i-th 

word in document 𝑑𝑗 . ∑ 𝑛𝑘,𝑗𝑘  is the total number of 

occurrences of each word in document 𝑑𝑗. 

The inverse file frequency IDF is a measure of the 

general importance of a word. Its calculation formula is 

as follows. The larger the IDF, the better the ability to 

distinguish categories. 

 

𝐼𝐷𝐹𝑖 = log2

|𝐷|

1 + |𝑗: 𝑡𝑖 ∈ 𝑑𝑗|
 

(2) 

 

Where: D is the total number of sample files, 

|𝑗: 𝑡𝑖 ∈ 𝑑𝑗| contains the number of documents in the 

word. If the word is not in the sample, it will cause the 

denominator to be zero. Therefore, adding 1 to the 

denominator is to avoid the situation that the 

denominator is 0. 

𝑊𝑖,𝑗 = 𝑇𝐹𝑖,𝑗 × 𝐼𝐷𝐹𝑖 . Weight 𝜔𝑖,𝑗of words is 

obtained by multiplying the word frequency in the 

document by the low file frequency of the word in the 

whole document set. 

According to the TF-IDF feature weight calculation 

method, the characteristics of turnout fault samples based 

on text are calculated. The characteristics of a turnout 

fault sample are expressed as 𝑑𝑖 = [𝜔𝑖
1 𝜔𝑖

2 … 𝜔𝑖
𝑚], m is 

the length of the sample, and the primary fault category 

and secondary fault category are expressed as matrix 𝒚1 

and 𝑦2 by one hot coding vectorization, 𝑦𝑖 =
[0 1 0 … 𝑐 − 1], 𝑐 is the total number of categories, and 

the fault level I category feature is expressed as 𝐷𝐿1 =
[𝑑𝑖   𝑦1], (i=1,2,…, n), n represents the total number of 

samples. The label of fault level I is also input into the 

feature vector by Fault secondary feature as a feature, 

𝐷𝐿2 = [[𝑑𝑖   𝑦1] 𝑦2]. 

3.3 Deep learning integrated fault 

diagnosis model 

Integrated learning is to combine multiple weak 

supervised learning models to get a better and more 

comprehensive supervised learning model. The high-

speed railway turnout fault diagnosis model adopts 

BiGRU and BiLSTM neural networks as the weak 

supervised learning model, inputs the feature vectors 

extracted from the features into the embedded layer of 

BiGRU and BiLSTM neural networks respectively, and 

the two neural networks output the classification and 

prediction probability of the feature vectors in the 

Softmax layer through learning. The prediction results of 

the two neural networks are integrated and calculated by 

the combined weighted integration method, and finally 

the classification results of the input data by the deep 

learning integration model are output [30]. 

GRU and LSTM are variants of RNN neural 

network. Gating units are designed in neurons to 

effectively calculate and control the input and output of 

information, as shown in Figure 3. The design of this 

gating unit solves the problem of text sequence length 

dependence. Since the output of sigmoid function is 0 ~ 

1, 1 can mean that the information is retained, and 0 

means that the information is discarded, GRU and LSTM 

process the input information through sigmoid function, 

and tanh function processes the output information. 
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Figure 3: Structural units of RNN and its variant neurons 

 

 

LSTM neural unit is composed of three gates, 

namely forgetting gate, input gate and output gate, as 

shown in Figure 3. LSTM first determines which 

information needs to be discarded through the forgetting 

gate, and calculates ℎ𝑡−1 𝑥𝑖and output a vector between 0 

and 1, the vector represents what information neuron 

𝐶𝑡−1 retains or discards. Then, the input gate is used to 

determine which information needs to be added in the 

neuron, and the candidate neuron 𝐶�̃� is obtained by tanh's 

calculation using ℎ𝑡−1 and 𝑥𝑖, which can be updated into 

the neuron. Finally, the output information is controlled 

by the output gate, and the LSTM neuron output is 

finally obtained by multiplying the 0 ~ 1 vector obtained 

by the output layer 𝑜𝑡 and the neuron through the tanh 

layer. 

 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1  𝑥𝑖] + 𝑏𝑓) (3) 

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1  𝑥𝑖] + 𝑏𝑖) (4) 

𝐶�̃� = 𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1  𝑥𝑖] + 𝑏𝑐) (5) 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶�̃� (6) 

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1  𝑥𝑖] + 𝑏𝑜) (7) 

ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡) (8) 

 

 

where: * is Hadamard product operator, which means 

multiplication of elements at the same position of the 

matrix. 

GRU is a variant of LSTM, as shown in Figure 3. It 

combines the forgetting gate and input gate into an 

update gate 𝑧𝑡. 𝑧𝑡 controls how much information needs 

to be forgotten from the previous hidden layer ℎ𝑡−1, how 

much information needs to be added to the current 

hidden layer ℎ�̃�, and then obtains ℎ𝑡 . Reset gate 𝑟𝑡 

controls how much previous information needs to be 

retained. When 𝑟𝑡 is 0, ℎ�̃� only contains the information 

of the current word. 

 

𝑧𝑡 = 𝜎(𝑊𝑧 ∙ [ℎ𝑡−1  𝑥𝑡]) (9) 

𝑟𝑡 = 𝜎(𝑊𝑟 ∙ [ℎ𝑡−1  𝑥𝑡]) (10) 

𝑟𝑡 = tanh (𝑊 ∙ [𝑟𝑡 ∗ ℎ𝑡−1   𝑥𝑡]) (11) 

ℎ𝑡 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ℎ�̃� (12) 

 

The combination weighted integration method of 

LSTM and GRU combines the overall classification 

performance of a single neural network with the 

classification performance of each category by assigning 

weights. The combination weighted integration method 

includes overall weight and category weight. The higher 
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the overall classification performance of a single neural 

network, the higher the overall weight will be allocated. 

According to formula (13) and formula (14), the lower 

the error proportion of neural network in category 

classification, the better classification performance it has 

in this category, the higher the category weight will be 

allocated. Then add the overall weight of the neural 

network and the category weight according to equation 

(15) to recalculate the predicted value of the neural 

network in each category. This combined weighted 

integration method can avoid the influence of few values 

and extreme values in the integration method. 

 

𝜖𝑖𝑗 =
𝑒𝑟𝑟𝑜𝑟 𝑁𝑢𝑚𝑖𝑗

 𝑡𝑒𝑥𝑡 𝑁𝑢𝑚𝑖𝑗

 
(13) 

𝛼𝑖𝑗 = {
0             𝜖𝑖𝑗≥0.5

ln(
1−𝜖𝑖𝑗

𝜖𝑖𝑗
)     𝜖𝑖𝑗<0.5

 

(14) 

𝑃𝑖 = ∑ (𝜔𝑗 + 𝛼𝑖𝑗)
𝑛

𝑗=1
∙ 𝑃𝑖𝑗  

(15) 

Where: 𝜖𝑖𝑗 is the classification error ratio of neural 

network ｊ in category i. 𝑡𝑒𝑥𝑡 𝑁𝑢𝑚𝑖𝑗 is the total number 

of samples of category i; e𝑟𝑟𝑜𝑟 𝑁𝑢𝑚𝑖𝑗 is the number of 

classification error samples of neural network ｊ in 

category i. 𝛼𝑖𝑗 is the category weight of neural network 

ｊ in category i., 𝜔𝑗 is the overall weight of neural 

network j, and ∑ 𝜔𝑗
𝑛
𝑗=1 . 

In order to improve the generalization ability of 

deep learning integration model, K-fold cross validation 

training model is adopted. K-fold cross validation is to 

randomly divide the whole training sample into K parts, 

one of which is used as the validation set and the other 

K-1 is used as the training set, and cycle K times until all 

data are selected once. 

 

4 Results and Analysis 
This section illustrates the result and analysis of 

overall weight distribution, weight calculation and the 

classification of deep learning integration model. 

4.1 Overall weight distribution of BiGRU 

and BiLSTM 

BiGRU and BiLSTM have the same network 

parameters, in which the embedded layer dimension is 

100, the hidden layer dimension is 512, K-fold cross 

validation K = 4, the number of iterations is 50, and the 

batch size is 256. After TF-IDF feature extraction and 

vector representation, the training set and verification set 

synthesized by ADASYN are input into BiGRU and 

BiLSTM networks for training. The change of loss 

function value in the training process of the two neural 

networks is shown in Figure 4. It can be seen from 

Figure 4 that with the increase of iteration times, the loss 

value of BiGRU is lower than that of BiLSTM, 

indicating that its overall classification performance is 

better. In the two neural networks, the loss function value 

of the primary classification is lower than that of the 

secondary classification, indicating that the evaluation 

index of the primary classification of the neural network 

is higher than that of the secondary classification. Both 

neural networks are between 40 ~ 50 iteration rounds, 

and the loss function value tends to be stable, indicating 

that the number of iteration rounds of 50 can make the 

neural network training reach the best state. 

 

 

(a): BiGRU primary classification training process 

 

 

(b): BiGRU primary classification training process 
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(c): BiGRU secondary classification training process 

 

 

 

(d): BiGRU primary classification training process 

Figure 4 (a, b, c, d): Variation of loss value in K-cross 

training of BiGRU and BiLSTM neural networks 

 

After K = 4 training, 30% real samples are used to 

evaluate BiGRU and BiLSTM training models. The 

evaluation results are shown in Table 1 and is graphically 

presented in Figure 5.  

 

Method Level 
Accuracy 

rate 

Recall 

rate 
F1 value 

ADASYN

＋BiGRU 

Primary fault 

classification 
0.8742 0.8814 0.8779 

Secondary 

fault 

classification 

0.7828 0.7421 0.7619 

ADASYN

＋BiLSTM 

Primary fault 

classification 
0.8613 0.8765 0.8688 

Secondary 

fault 

classification 

0.7601 0.7581 0.7591 

BiGRU 

Primary fault 

classification 
0.7317 0.7098 0.7206 

Secondary 

fault 

classification 

0.7081 0.6712 0.6891 

BiLSTM 

Primary fault 

classification 
0.6912 0.7129 0.7019 

Secondary 

fault 

classification 

0.6371 0.6214 0.6292 

Table 1: Test results of K-fold cross validation + BiGRU 

and BiLSTM neural network 

 

  

 



350     Informatica 46 (2022) 343-354                                                                                                                              H. Liang et al. 

 
Figure 5: Graphical results of K-fold cross validation + BiGRU and BiLSTM neural network 

 

It can be seen from Table 1 that after using 

ADASYN less category synthesis method, the evaluation 

indexes of BiGRU network are higher than BiLSTM 

network under the same parameters, so BiGRU network 

should be assigned a higher overall weight. The original 

samples are trained with the same network structure and 

parameters. The test results are shown in Table 1. It can 

be seen that after ADASYN synthesizes a small number 

of samples, the classification indexes of the two neural 

networks are significantly improved, the first-class rating 

indexes of BiGRU network with good performance are 

increased by nearly 15%, and all evaluation indexes of 

BiGRU network are higher than those of BiLSTM 

network. It is further concluded that the performance of 

BiGRU is better than BiLSTM, and a higher overall 

weight can be assigned to BiGRU network. 

4.2 Weight calculation of BiGRU and 

BiLSTM  

In order to more comprehensively obtain the 

performance of neural network in each category 

classification, a few category samples synthesized by 

ADASYN and all real samples are used. A total of 6327 

samples are input into the trained ADASYN + BiGRU 

and ADASYN + BiLSTM neural networks. The category 

weight calculation results of the two neural networks in 

the primary classification are shown in Table 2.  

It can be seen from Table 2 that although BiGRU 

has higher overall evaluation index and higher overall 

weight than BiLSTM, the performance of the two neural  

 

 

networks are different in each category. BiLSTM has a 

larger category weight in the categories of security 

inspector, public works equipment and unknown reason, 

indicating that BiLSTM network has decision-making 

power in these three categories. Due to the large number 

of secondary classification categories of signal turnout 

equipment faults, considering the length, this paper only 

lists the weight calculation results of primary 

classification categories. 

4.3 Deep learning integration model and 

classification  

The various weights of the neural network are 

obtained through the above tests, and BiGRU should 

have higher overall weight than BiLSTM. Different 

overall weights are given to BiGRU and BiLSTM. The 

two deep learning neural networks are integrated through 

combined weighting, and the common classification 

prediction results are obtained through recalculation of 

the outputs of the two networks.  

Under different overall weight distribution, see 

Figure 6 for the evaluation indexes of level 1 fault 

classification and level 2 fault classification of the deep 

learning integration model (where G represents BiGRU 

and L represents BiLSTM). It can be seen from Figure 6 

that when the overall weight of BiGRU is 0.54 and the 

overall weight of BiLSTM is 0.46, the evaluation index 

of the deep learning integration model is the highest. The 
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final classification results of the deep learning integration 

model are shown in Table 3 and Figure 7.  

 

 

 

Classification Classification method 

Number of classification 

errors / total number of 

categories 

Recall rate Category weight 

Switch machine 

ADASYN＋BiGRU 266/2053 0.1295 1.9048 

ADASYN＋BiLSTM 288/2053 0.1403 1.8129 

External locking 

and installation 

device 

ADASYN＋BiGRU 163/1251 0.1303 1.8983 

ADASYN＋BiLSTM 192/1251 0.1534 1.7076 

Paste checker 

ADASYN＋BiGRU 81/567 0.1428 1.7918 

ADASYN＋BiLSTM 70/567 0.1235 1.9601 

Turnout control 

circuit equipment 

ADASYN＋BiGRU 167/1280 0.1305 1.8968 

ADASYN＋BiLSTM 189/1280 0.1477 1.7531 

Permanent way 

equipment 

ADASYN＋BiGRU 62/440 0.1409 1.8077 

ADASYN＋BiLSTM 55/440 0.1250 1.9459 

Supporting 

equipment 

ADASYN＋BiGRU 86/614 0.1401 1.8147 

ADASYN＋BiLSTM 80/614 0.1303 1.8984 

Unknown reason 

ADASYN＋BiGRU 21/124 0.1694 1.5902 

ADASYN＋BiLSTM 14/124 0.1129 2.0614 

Table 2: Calculation results of class I classification weight of signal turnout equipment fault 
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(a): First-level fault classification 

 

(b): BiLSTM secondary classification training process 

Figure 6: Evaluation index values of deep learning integration model under different overall weight distribution  

Method Level 
Accuracy 

rate 

Recall 

rate 
F1 value 

Deep 

learning 

integration 

model 

Primary fault 

classification 
0.9106 0.9389 0.9245 

Secondary 

fault 

classification 

0.8564 0.8612 0.8588 

Table 3: Classification test results of deep learning 

integration model 

 

 
Figure 7: Graphical representation of classification test 

results of deep learning integration model 

 

It can be seen from Table 3 and Figure 7 that 

compared with ADASYN + BiGRU neural network, the 

comprehensive evaluation index of primary fault 

classification is improved by about 5%, and the 

comprehensive evaluation index of secondary fault 

classification is improved by about 9%. Compared with 

ADASYN + BiLSTM neural network, the 

comprehensive evaluation index of primary fault 

classification is improved by about 6%, and the 

comprehensive evaluation index of secondary fault 

classification is improved by about 10%. 

 

5 Conclusions 
This paper studies the fault diagnosis model of 

signal turnout fault text data, uses ADASYN data 

synthesis method to synthesize few category samples. 

This article also uses TF-IDF to extract features and 

transform vectors, and puts forward a deep learning 

integration method based on combination weight. The 

sample synthesis algorithm can appropriately 

synthesize a few categories of samples according to 

the distribution of the overall samples. There are 

several articles which uses SVM-SMOTE method to 

automatically synthesize the few category samples of 

signal equipment fault, and solve the problem of 

signal equipment fault sample imbalance. Through 

experimental analysis, it is proved that deep learning 

integration is a method that can effectively improve 

the classification performance of turnout fault 

diagnosis model. At the same time, this method can 

also provide a new idea for railway text classification 

and fault diagnosis. This article utilizes the deep 

learning algorithm of artificial intelligence for 

investigating the interlocking faults in the railway 

transportation. This paper uses ADASYN data 

synthesis method to synthesize few category samples, 

uses TF-IDF to extract features and transform vectors, 

and proposes a deep learning integration method based 

on combined weight. The outcomes obtained for the 

proposed method reveals that BiGRU has better 

overall classification performance when evaluated on 

the index of primary and secondary fault classification 

accuracy. 
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The handling industry of materials/goods is fundamental for companies for ensuring the warehouses 

smooth running. Efficiency within every aspect of the business is essential to gain a competitive 

advantage. In order to improve the material management level of enterprises based on MySQL database 

technology; this paper makes an overall design of the warehouse management system, builds a MySQL 

database, and realizes the design and application of a new intelligent warehouse management system. 

Through the operation and test of the system, the results show that the system mainly realizes the five 

necessary functional modules of warehouse management: basic information management, system 

management, procurement management, warehousing management and inventory management. In the 

test, the system runs normally, the unit test and integration test can meet the expected requirements, 

realize the functions required by the user, and get the desired results within the user's acceptable 

response time (within 3S). Whether the system is running on the local machine or on the real server in the 

network, it must use the appropriate hardware and software conditions. It can provide automatic and 

comprehensive records for the whole process of material management of the enterprise, and provide real-

time and correct information for all warehouse activities, resources and inventory levels 
 

Povzetek: Za MySQL je bil razvit nov inteligentni upravljalski sistem.

1 Introduction 
“Unnecessary labor costs and the incorrect use of 

storage systems and racking arrangements result are 

caused by the disorganized warehouse spaces in many 

companies and find their warehouse shelves full, with 

no space to receive new inventory. When inventory 

location is not organized and easily available, pickers 

will take longer to find items that need to be shipped. 

With the progress of the times and the continuous 

updating of technology, society has entered the era of 

big data with rapid development and informatization. 

High-end technologies and concepts such as big data, 

Internet of things and cloud storage have been applied to 

real life and work. Warehouse management system 

combines management science, computer science and 

other sciences [1]. With the progress of the times and 

the continuous renewal of technology, warehouse 

management system plays a very important role in the 

development of enterprises. It can help enterprise 

managers make correct decisions and predict the 

development direction of enterprises. The content of 

warehouse management is very rich. For example, it 

includes the layout and design of warehouse system, 

high-quality inventory management and efficient 

warehouse operation. The above-mentioned contents  

 

complement each other. The production capacity and 

level of most Chinese enterprises lag behind the same 

type of foreign enterprises. In addition to the advanced 

technology and excellent talents of foreign enterprises, 

the information integration degree of domestic 

enterprises is not high and the operation efficiency is 

generally low, resulting in low profitability and even 

lower ability to resist market risks than foreign 

enterprises. In particular, China's warehousing 

management level is inefficient, the utilization rate of 

warehousing resources is not high, the operation 

conditions are poor, and it lacks its own development 

ability [2]. Like other management, enterprises need to 

develop towards specialization, specialization, 

functionalization and personalization. Most foreign 

enterprises have a good level of warehouse information 

management, including account processing and 

settlement processing, and providing real-time query; 

Location management, making documents and reports, 

stock control, etc. The efficient warehouse management 

of foreign enterprises is based on the effective control 

and organization of materials. Foreign enterprises have 

focused on the establishment of effective information 

networks for warehouses, manufacturers, material 

managers, material demanders, material descriptions and 

other contents, so as to realize the sharing of warehouse 

mailto:YingZhang78@126.com
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information, and realize the networked and intelligent 

management of warehouse information through 

information network control [3]. 

This paper mainly introduces the technical research 

of warehouse management system. Firstly, the business 

process of warehouse management is studied and 

designed for analysis and refinement, which involves 

administrator login, purchase warehousing, standby 

transfer and scrap warehousing, outbound and inbound 

statistics. The specific implementation process of the 

functional modules such as purchase warehousing, 

material warehousing, material processing and query in 

the system is carried out. Finally, the SQL database 

background and the system use eclipse are realized. The 

test and analysis of the warehouse management system 

is mainly the specific analysis and description of the 

function test of each system module. At the same time, 

according to the test results, this paper deeply analyzes 

and studies the functional performance of the warehouse 

management system, and makes improvement 

suggestions. 

 

(1) Plan the functional modules of the warehouse 

material management system 

First of all, understand the relevant work tasks of 

each department involved in material management in the 

enterprise, and plan several modules required by the 

system, such as purchase warehousing, material 

warehousing, material processing, query statistics, basic 

material information, system management, etc. (as 

shown in Figure 1). 

 
Figure 1: Schematic diagram of each module of 

warehouse management system 

 

(2) Sort out the specific business and overall 

workflow of each module of the warehouse material 

management system 

Based on the warehouse material management 

system, each module of the system has its own different 

business, and the business of each module also has 

contact and certain order. Determine the specific 

business of each module and the relationship between 

each module. Based on B / S architecture, with my SQL 

as the background database platform and my eclipse as 

the development tool, the functional design and 

implementation of warehouse management system are 

completed based on struts 2, hibernate and spring 

framework. At the same time, boost is used to beautify 

the front-end page. 

Contribution: This paper makes an overall 

design of the warehouse management system, 

builds a MySQL database, and realizes the design 

and application of a new intelligent warehouse 

management system in order to improve the material 

management level of enterprises, based on MySQL 

database technology. 

The organization of the paper is as follows. Section 

2 provides an overview of the exhaustive literature 

survey followed by a methodology adopted in section 3. 

A detailed discussion of obtained results is in section 4. 

Finally, Section 5 concludes the paper.   

2 Literature review 
With regard to the development and application of 

the Internet of things, J Liang studied the construction 

and key points of the storage system architecture based 

on the Internet of things environment, and conducted 

simulation research [4]. Zhao, J. studied the 

development and application of intelligent storage 

information system based on Internet of things 

technology, expounded the technical difficulties and 

doubts of system development, Zhong Yuangen studied 

the construction and smart design of mobile electronic 

vending public service platform based on Internet of 

things technology, and simulated the construction of 

simulated public service platform [5]. Zhao, K. studied 

the construction process of digital warehouse software 

architecture based on Internet of things technology, 

highlighting the characteristics of digitization [6]. 

Viloria, A. studied the development process of 

dangerous goods intelligent logistics system based on 

Internet of things, so that the transportation of dangerous 

goods can be monitored and handled in real time [7]. 

Zhang, Y. studied the design process of automatic cold 

storage management system based on Internet of things 

technology [8]. 

With regard to the development and application of 

intelligent warehousing, kermani, M. studied the 

application of intelligent warehousing based on WLAN 

and RFID, and proposed a combined system using 

wireless RF technology and wireless LAN technology 

[9]. Yu, S. studied the design of intelligent storage node 

based on ZigBee wireless sensor network, which solved 

the shortcomings of strong manual dependence and low 

automation level of traditional warehouse management 

[10]. Somasundaram, M. studied RHD middleware for 

the h-party intelligent warehousing, expounded RFID 

middleware and related specifications, described the 

application status and problems of RFID Middleware for 

the h-party warehousing, and explored solutions [11]. 

Nastasi, G. designed the intelligent warehouse 

management system, expounded the key technologies of 

swms system, and formulated the design scheme [12]. 

Kumar, R. S. studied the application of intelligent 

warehousing in modern logistics, expounded the current 
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situation of warehousing management, and put forward 

suggestions and methods for constructing intelligent 

warehousing system [13]. SHARIFI, H. studied the 

debugging problem of intelligent storage system, fully 

expounded the existing reasons and gave the 

corresponding solutions [14]. 

In the development of the Internet of things in 

intelligent storage, Xu, Z. studied the design of RFID 

based storage management information system, 

expounded the relevant theories of storage management 

information system, analyzed the requirements of RFID 

storage management information system, carried out the 

overall design and detailed design of RFID storage 

management information system, and finally carried out 

the simulation implementation [15]. Mo, Z. studied the 

upgrading of RFID Middleware in warehouse 

management Internet of things system, and discussed 

the concept, characteristics, infrastructure and 

application functions of RFID Middleware in Internet of 

things system [16]. Ad, A. studied the warehouse 

management system based on RFID technology, 

explored and improved the RFID anti-collision 

algorithm, and carried out RFID optimized inventory 

management. On this basis, he developed and 

implemented the warehouse management information 

system [17]. Many researchers have worked in this field 

in the previous years, some of the relevant articles are 

tabulated in Table 1.

 

Authors Presented Work Key points Benefits Refere

nces 

Someah 

Alangari et al., 

2021 

“This paper present 

and analyze system that 

will be intelligent enough 

to help the organization 

users to manage their 

inventory that will be 

helpful enough for 

providing information as 

well as providing various 

amazing heuristic 

methods that will be 

helpful enough for the 

system content 

management.” 

“The system 

prediction power is 

useful for many 

inventories and the 

power provides the 

notifications in 

advance to manage 

the system’s 

components.” 

“Users are 

able to access or 

request a 

particular object 

from the 

inventory.”  

 

Manager 

handles all the 

entries inside the 

system. 

[18] 

R A 

Darajatun et 

al., 2017 

“Paper presents the 

design and development 

of Kanban of inventory 

storage and delivery 

system.” 

“The author 

uses Java 

programming 

language for the 

application 

development used 

for building Java 

Web applications, 

while the database 

used is MySQL.”  

“Goods are 

monitored and 

warehouse is 

divided into many 

locations.” 

[19] 

Walaa 

hamdy et al.,  

“This paper proposed a 

framework for 

implementing the 

technology in a 

warehouse.” 

“The presented 

work help in 

achieving more 

monitoring on the 

operations in the 

warehouse in real 

time.” 

“Increased 

speed and 

efficiency.  

It prevents 

counterfeiting 

and inventory 

shortage.” 

[20] 
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Reza 

Pulungan et 

al., 2013 

“The state-of-the-art 

results are integrated in 

the field of intelligent 

systems—neural network, 

bee colony optimization, 

fuzzy control, and 

decision support system—

together with the latest 

echnologies—RFID and 

Android-based handheld 

devices—in every part of 

business processes in 

WMS.” 

 

 

“Discussions on 

the practical 

implementation of 

AI in the main 

WMS processes are 

provided.” 

Highly 

effective. 

[21] 

Jia Mao et 

al., 2018 

“Effective scheduling 

method is presented and 

initially realizes the 

intelligent warehouse 

management system based 

on cloud model.” 

“To integrate 

the resources 

effectively, a 

variety of 

automation, 

intelligence and 

information 

technology are 

utilized and 

discussed” 

“Better 

scheduling 

solution and the 

certain 

robustness.” 

[22] 

Table 1: Some relevant state of the art work in previous years 

3 Research methods 

3.1 Overall design of warehouse 

management system 

The structure of the system adopts B / S 

architecture. All business processing logic is executed 

on the server. The client has only a browser (fire fox / 

Chrome / 360 / Sogou, etc.), and all interface 

presentation / operations send data to the server through 

the browser, which is processed by the corresponding 

module of the server, as shown in Figure 2.

 
Figure 2: System B / S architecture 

 

The system adopts a three-tier model to realize the 

client / server mode. The three-tier structure model of 

the system takes accessing the web database as the 

center, HTTP as the transmission protocol, and the 

client accesses the web server and its connected 

background database through the browser. The 

composition of its three-tier structure is shown in Figure 

3. 

 
Figure 3: Three layers structure model 

 

The first layer is the user interface layer, which is 

mainly responsible for user interaction processing and 

the interaction between the client and the background. 

When the user clicks a button in the page to trigger an 

event, the client sends a request to the background. This 

process may be synchronous or asynchronous through 

Ajax. The second layer is the business logic processing 

layer. When the client sends a request through a pre-

defined interface, it parses the request according to the 

rules of the interface agreement, then processes the 

corresponding request, and finally returns to the client. 

The third layer is the data support layer, where the 

information records sent by the client are saved in the 

database through MySQL database, such as 

warehousing records, outbound records, etc. 

3.2 MySQL database construction 

My SQL is a small relational database management 

system. At present, my SQL is widely used in small and 

medium-sized websites on the Internet. Due to its small 

size, fast speed and low total cost of ownership, 

especially open source, many small and medium-sized 
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websites choose my SQL as the website database in 

order to reduce the total cost of ownership [23]. My 

SQL has the following features: 

1. It is written in C and C + +, and tested with a 

variety of compilers to ensure the portability of the 

source code. 

2. Support AIX, free BSD, HP-UX, Linux, Mac 

OS, Novell Netware, open BSD, OS / 2 wrap, Solaris, 

windows and other operating systems. 

3. Provides API for multiple programming 

languages. These programming languages include C, C 

+ +, python, Java, Perl, PHP, Eiffel, ruby and TCL. 

4. Support multithreading and make full use of 

CPU resources. 

5. The optimized SQL query algorithm can 

effectively improve the query speed. 

6. It provides TCP / IP, ODBC, JDBC and other 

database connection channels. 

7. Provides management tools for managing, 

checking, and optimizing database operations. 

8. It can handle large databases with tens of 

millions of records.  

First, download the appropriate version of the 

installation package on the official website of my SQL 

(we choose mysql-5.6.23-winx64). After installation, in 

order to use it directly under the console, you need to 

add the bin directory to the environment variable path. 

Finally, you need to add the file my.ini under the 

installation path and set the values of basedir and 

dataDir as the values corresponding to your installation 

directory. 

This system belongs to Java website development 

and needs to run on a server that can run Java programs. 

Tomcat server is selected for the operation of this 

system. First, go to the official Tomcat website to 

download the installation package of the corresponding 

version. After downloading, unzip it to a path and then it 

can be used normally. The Tomcat version we selected 

is apache-tomcat-7.0.70. Go to bin / and click Startup 

bat to start the server directly. Click shutdown.bat to 

shut down the running server. The system needs to be 

debugged frequently during eclipse development. In 

order to facilitate future development and debugging, 

you need to configure eclipse to directly start the 

installed Tomcat server. 

In Eclipse, click window - > preference - > server - 

> runtime environment, and then click Add to add. After 

adding, click Edit to modify the Tomcat path and the 

Tomcat server path. 

3.3 Implementation of warehouse 

management system 

The main purpose of the basic information 

management sub module is to realize the relatively static 

basic information management and maintenance of the 

logistics management system. The basic information 

mainly includes the information of logistics company 

staff, cooperative units, commodities and warehouses. 

The mechanism of staff information management is 

shown in Figure 4. 

 

 
Figure 4: Mechanism of staff information management 

 

As a warehouse management system, it is 

necessary to manage the necessary basic information to 

ensure that the subsequent operations can be met. The 

system can add, modify and delete materials, 

departments, construction groups and reservoir areas. 

For materials, you need to automatically generate IDs to 

meet your needs. Purchase order No., receipt Order No. 

and issue order No. in subsequent systems need to be 

generated automatically. The system generates ID 

through the database storage process. Taking the 

material table as an example, the database code of the 

storage process generate_WZID for generating material 

number is as follows: 

BEGIN  

  #Use WZ + year + 4-digit serial number as 

material number  

  DECLARE current Date var CHAR (4); #current 

date    

#The last 5 digits of the serial number of the 

nearest qualified material number  

  DECLARE max No INT DEFAULT 0;   

  DECLARE newid VARCHAR (25);   #New item 

number  

  SELECT DATE_FORMAT(NOW(),'%Y') INTO 

current Date; #4-digit year  

  #Get the maximum ID number from the material 

list  

  SELECT IFNULL(id,'') INTO old Order No 

FROM material  

  WHERE  SUBSTRING(id  ,  3  ,  4)  =  current 

Date  AND  SUBSTRING(id,1,2)  =  

'WZ' AND LENGTH(id) = 10 ORDER BY id 

DESC LIMIT 1;  

  IF old Order No != '' THEN  

   SET max No = CONVERT(SUBSTRING(old 

Order No,-4),DECIMAL);  

  END IF;  

#Splice the new ID number into the newid  

  SELECT CONCAT('WZ',current 

Date,LPAD((max No+1),4,'0')) INTO newid;  

  SELECT newid;  

END  

In Hibernate, the latest ID number can be 

generated by calling the stored procedure with the 

following code:  

SQLQuery query = get Session().create 

SQLQuery("{call generate_WZID()}");  

String id = (String) query.unique Result();  
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4 Results and discussion 

4.1 System operation  

Whether the system is running on the local machine 

or on the real server in the network, it must use the 

appropriate hardware and software conditions. Only the 

appropriate operating environment can ensure the 

normal operation of the system. Otherwise, problems 

such as bugs or poor system operation will occur due to 

configuration problems during testing or actual 

operation [24-26]. Table 2 shows the hardware and 

software configurations currently used by the system.

 

Server side 

Hardware configuration CPU Intel i5 4750 

 Memory 4G 

Hard disk capacity 500G mechanical hard disk 

Network card Gigabit Ethernet 

Software configuration Web server Tomcat v9.0 

Database My SQLv5.6.30 

JDK version Java v8.0.7 

Client 

Hardware configuration Traditional PC, smooth Internet access 

Software configuration Mainstream browsers, such as chrome, Firefox, Sogou browser, 

etc 

Table 2: System operation hardware configuration 

  

After the development of the system, in order to be 

truly put into the production environment for users to 

use, the system must be published to a real server in the 

network. Users can directly enter the address of the 

server in the browser to log in to the system. To deploy 

the project to a real server, you need to package the 

project into a war package and put it into the server. 

Right click the project name, click export - > war file, 

select parameters and click Finish to generate war 

package in corresponding directory. 

The project can be run through the above two 

methods. Enter "http: / / server address / warehouse /" in 

the browser to enter the login interface, as shown in 

Figure 5. 

 

 
Figure 5: System login interface 

4.2 System test 

Unit testing is the smallest test method. This 

method tests a method or code block to find out whether 

the method or code block can complete the correct task 

[27, 28]. Because unit testing must fully understand the 

details of internal code design, it is most common for 

system developers rather than testers to complete this 

test. The system needs to conduct the corresponding unit 

test after the coding of a method or code segment to find 

problems. Due to the single similarity of the method of 

unit test, an example will be given below to introduce 

how the system uses unit test to complete the test work. 

Because the system uses SSH framework and 

spring dependency injection to manage the creation of 

class objects in the system, it is difficult to use ordinary 

unit testing. Unit testing needs to be implemented 

through the unit test package provided by spring, and 

JUnit's jar package needs to be introduced for testing. 

Right click - > run as - > JUnit test to execute the test. 

After verification, the test is successful. 

Through the unit test of this test method, the 

correctness of the results returned by the lower layer 

methods can be guaranteed to the greatest extent 

between the controller layer and the service layer 

methods [29-31]. It ensures the smooth and fast 

development of the system. After the unit test of the 

whole project, each function point has obtained the 

correct results. In this way, we can enter the integration 

test phase of the system. 

Integration testing is based on unit testing to test 

whether each part of the work meets or realizes the 

corresponding technical indicators and requirements in 

the process of assembling all software units into 

modules, subsystems or systems according to the 

requirements of design specifications [32-34]. In other 

words, before integration testing, unit testing should 

have been completed, and the objects used in integration 

testing should be software units that have passed unit 

testing. This is very important because without unit 

testing, the effect of integration testing will be greatly 

affected, and the cost of software unit code error 

correction will be greatly increased. 

After the design of each functional module, the 

system needs to test the correctness and complexity of 

the actual use of the module, the response speed of the 

website, the concurrent use of the system by multiple 

users, and the security of the system in actual use. 

Prevent the system from not working normally and poor 

user experience due to a large number of concurrency. 

Table 2 shows the description of each function point of 

the system and the description of the test cases of the 
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corresponding function points. Finally, the test results of 

the function points are obtained through the integration 

test. Table 3 shows the system function test results. 

 

 

 

 

 

 

Serial 

number 

Function 

description 
Test case description Test result 

1 
System user 

login 

Enter the user name and password 

to log in to the system main interface 
Realize 

2 

Basic 

information 

management 

Add, delete, modify and query 

basic information such as materials and 

departments 

Realize 

3 
Purchase 

materials 

The purchaser adds a purchase 

order 
Realize 

4 Po approval 
The reviewer reviews the purchase 

order 

Can query and 

approve by Doc No 

5 
Purchase 

warehousing 

The warehouse keeper queries the 

purchase order and receives it 

Can query and 

stock in by Doc No 

6 

Reserve 

transfer / scrap 

receipt 

The warehouse keeper adds a 

reserve transfer / scrap doc 
Realize 

7 
Material ex 

warehouse 

The warehouse keeper adds an 

issue document 
Realize 

8 Issue approval 
The approver approves the issue 

doc 

Can query and 

approve by Doc No 

9 
Inventory 

management 

Query and statistics of receipt, 

issue and inventory information 

The results can be 

queried and displayed 

within 3S 

10 
System log 

management 

The system administrator queries 

the user operation log 
Realize 

Table 3: System function test results 

 

In the process of system design, we need to test and 

improve constantly, find out the loopholes in the system 

through testing, and modify and improve them in time. 

Due to the small number of users of the system, the 

performance requirements are not too high, so the 

general requirements of the system are to realize the 

functions required by the user and obtain the desired 

results within the user's acceptable response time (the 

response time specified by the system is within 3S). 

5 Conclusion 
The system designed in this paper mainly realizes 

the five necessary functional modules of warehouse 

management: basic information management, system 

management, procurement management, warehousing 

management and inventory management. Provide 

automatic and comprehensive records for the whole 

process of material management of the enterprise, and 

provide real-time and correct information for all 

warehouse activities, resources and inventory levels. 

After the system running test, the system runs normally, 

the unit test and integration test can meet the expected 

requirements, realize the functions required by the user, 

and obtain the desired results within the user's acceptable 

response time (within 3S). Warehouse management 

system is the core of material management and an 

indispensable part of an enterprise. The information 

content it provides is very important for enterprise 

decision-makers and managers. The development of this 

system not only improves the efficiency of its own 

material management, but also improves the material 

management level of its own enterprise. The 

effectiveness and the efficiency of the design can be 

increase by adopting the approach of artificial 

intelligence and this work can be extended in this 

direction in the future.  
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This article aims at improving the design effect of garden landscape space environment and optimizes 

the structure of garden landscape space environment. An optimization design method of garden 

landscape space environment based on interactive genetic algorithm is proposed in this article by 

designing a landscape space environment design with image visual feature space distributed monitoring 

model and fuzzy pixel area feature fusion reconstruction model. The landscape space environment 

design of the image by multistage decomposition and pixel gray characteristics has been established 

landscape space environment design image visual feature reconstruction model. The method proposed 

in this article combines the block area template matching method with landscape space environment 

design of the image features visual reconstruction. The visual space distributed detection is done with 

information fusion using the similarity model reconstruction for landscape space environment design of 

image visual perception process of information fusion. In order to extract fuzzy characteristic landscape 

space environment design of the image, interactive genetic algorithm is used to realize the quality 

assessment of landscape art information fusion perception and visual reconstruction. The simulation 

results show that compared with the traditional method, the visual reconstruction quality of landscape 

spatial environment design image processed by this method is better along with higher image 

recognition accuracy, and the output signal-to-noise ratio is improved by 14.6%. The experimental 

results prove that the introduction of interactive genetic algorithm in landscape planning and design can 

effectively solve the problems of multi-level feature decomposition and pixel feature separation in the 

process of landscape design. The proposed method achieves better optimization of landscape spatial 

environment structure, and achieves good landscape spatial environment design effect. 
 

Povzetek: Za snovanje prostorskih krajinskih načrtov, npr. vrtov,  je uporabljen interaktivni genetski 

algoritem.

  

1 Introduction  
The development of computer vision information 

processing technology, using visual image processing 

method to analyze and extract the features of garden 

landscape space environment, and establishing the visual 

reconstruction model of garden landscape space 

environment design image can effectively improve the 

artistic feature identification and fusion reconstruction 

ability of garden landscape space environment. In recent 

years, the feature reconstruction technique of landscape 

spatial environment art has attracted extensive attention 

from scholars at home and abroad. Compared to 

traditional landscape design method of space 

environment, the introduction of artificial intelligence 

technology, such as interactive genetic algorithm 

(depicted in Figure 1) can effectively extract the 

geometrical characteristics of the landscape space 

environment design image analysis model.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

By machine vision characteristics such as 3-d 

reconstruction method, realization of the landscape space 

environment design and visual image reconstruction, the 

ability of geometric characteristic of visual recognition 

can be improved, thus, obtaining high-quality structural 

models [1]. 

1 - 2 - 3 - 4 - 5 - 6 - 7 - 8 

1 - 2 - 3 - 4 - 6 - 5 - 7 - 8 

2 - 3 - 6 - 5 - 4 - 7 - 8 - 1 

Figure 1: Interactive genetic algorithm 
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1.1 Literature review  

In view of this research problem, Shen proposed 

that the feature reconstruction of garden landscape spatial 

environment art is based on the visual reconstruction of 

garden landscape spatial environment design image, and 

the distributed fusion of visual image and binary 

recognition method can be used for the visual 

reconstruction processing of garden landscape spatial 

environment design image [2]. Based on the existing 

classification, Tamene et al. introduced the related 

concepts, development and role of ARTIFICIAL 

intelligence in landscape architecture research, and 

pointed out the specific application and existing 

problems of various artificial intelligence methods in 

landscape architecture analysis, design and evaluation 

[3]. Murgante et al. divided the mainstream 

ARTIFICIAL intelligence methods in landscape 

architecture research into artificial life, intelligent 

random optimization and machine learning, discussed the 

principle, development and characteristics of typical 

algorithms in each category, and then discussed the 

necessity of establishing a hybrid intelligence system and 

its future development prospect, as shown in Table 1 [4]. 

According to the attributes and applications of 

ARTIFICIAL intelligence, Ohman analyzed its 

limitations in the research of landscape architecture and 

pointed out the development trend of intelligent design of 

landscape architecture [5]. Smith proposed a CA model 

for landscape design based on inertial weight particle 

swarm optimization, introduced swarm intelligence into 

landscape design modeling, reduced the uncertainty of 

simulation, and established an efficient CA model to 

simulate landscape dynamics [6]. Anagnostopoulos and 

Mamanis used the improved Logics-CA mathematical 

model to simulate and predict the characteristics of 

landscape evolution space process under three conditions 

(historical extrapolation, endogenous development and 

exogenous development) in Tianjin Coastal area from 

2011 to 2020, so as to further obtain the elements 

affecting landscape design and master the development 

process of landscape design [7]. Cho et al. proposed the 

use of interactive genetic algorithm to express the cycle 

iteration relationship of design activities in view of the 

complex iterative cycle in garden engineering design, so 

as to clearly reflect the data mutual extraction between 

design activities [8]. Eikelboom et al. proposed a DSM-

GA algorithm compiled based on the critical path 

Method (CPM), and applied the genetic algorithm to the 

design activity matrix to find a better order arrangement 

of design activities, so as to optimize the design iteration 

and shorten the design period [9]. Venema and Calamai 

extracted the geometric feature analysis model of garden 

landscape spatial environment design image, and realized 

garden landscape spatial environment design and image 

visual reconstruction through the 3d reconstruction 

method of computer vision features [10]. Banyai used 

pixel tracking and fusion technology to construct key 

feature quantity of landscape spatial environment design 

image, and realized landscape spatial environment design 

and optimization recognition [11]. 

1.2 Contribution 

On the basis of the current research, this paper 

proposes an optimization design method of landscape 

space environment based on interactive genetic 

algorithm. A landscape space environment design is built 

in this article for image visual feature space distributed 

detection and fuzzy pixel area feature fusion 

reconstruction. The classification of artificial intelligence 

in landscape architecture research is depicted in Figure 2.  

The proposed model achieves a similarity 

information fusion model is adopted to improve the 

landscape space environment design in the process of 

visual image reconstruction garden art landscape 

perception and block template matching area information 

fusion. This article aims at improving the design effect of 

garden landscape space environment and optimize the 

structure of garden landscape space environment. An 

optimization design method of garden landscape space 

environment based on interactive genetic algorithm is 

proposed in this article by designing a landscape space 

environment design with image visual feature space 

distributed monitoring model and fuzzy pixel area feature 

fusion reconstruction model. The method proposed in 

this article combines the block area template matching 

method with landscape space environment design of the 

image features visual reconstruction. The visual space 

distributed detection is done with information fusion 

using the similarity model reconstruction for landscape 

space environment design of image visual perception 

process of information fusion. The proposed method 

achieves better optimization of landscape spatial 

environment structure, and achieve good landscape 

spatial environment design effect. 

The rest of this article is arranged as: section 2 

presents the research methods depicting the visual 

sampling and fusion of landscape spatial environment 

design. Section 3 presents the research results and 

discussion followed by conclusion in section 4.  
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Figure 2: Classification of artificial intelligence in landscape architecture research 

 

 

2 Research methods 

2.1 Visual sampling and fusion of 

landscape spatial environment design  

The flowchart of visual sampling and fusion of 

landscape spatial environment design is presented in 

Figure 3. 

 

 
Figure 3: Flowchart of landscape spatial environment 

design 

 

The system provides the genetic operation 

applications in urban landscapes for evolving the input 

variabilities in position of walls, their heights and 

building structure. The weighted estimate of feature 

matching is done using spare features for image 

reconstruction which is detailed in further subsection.  

 

A. Landscape space environment design image 

collection 
In order to achieve the landscape space environment 

design based on interactive genetic algorithm (GA) and 

visual image reconstruction, to build landscape space 

environment design of the image pixel space fusion 

model. The feature matching method is adopted to 

improve the landscape space environment design and  

 

image feature detection [12], for the sparse feature of the 

landscape space environment design image 

reconstruction. The Atanassov extension method was 

used to match feature points of landscape spatial 

environment design images, and the template matching 

model for visual reconstruction of landscape spatial 

environment design images was constructed, as shown in 

Figure 4. 

 
Figure 4: Template matching model of landscape space 

environment design 

 

Assume that landscape space environment design of 

the image gray of pixel sets (𝐼, 𝑗), as a pixel center, 

sharpening template block combination method is used to 

construct landscape space environment design of the 

image characteristics of visual reconstruction model. For 

the first 𝑘 is the belt in the acquisition of landscape space 

environment design of the image grey value 𝐼𝑠𝑤𝑘, in gray 

pixel distribution characteristics of space, The gradient 

characteristic components of the corresponding 

landscape spatial environment design image are as 

follows: 
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Where 𝐶 is the column number of LGB vector 

quantization matrix of landscape spatial environment 

design image, and 𝑅 is motion fuzzy feature quantity. 

Based on the fusion reconstruction method of fuzzy pixel 

regional features, the pixel set of artistic feature 

distribution of landscape spatial environment was 

obtained, and the information reconstruction and three-

dimensional perception of landscape spatial environment 

design image were carried out to improve the ability of 

environment design.   

 

B. Image feature fusion and reconstruction 

model 
The spatial distributed detection model of visual 

feature of landscape spatial environment design image 

was constructed. Multi-stage feature decomposition and 

grey pixel feature separation of garden landscape spatial 

environment design image are carried out [13-15], and 

the visual feature reconstruction model of garden 

landscape spatial environment design image is 

established. The visual feature distribution of garden 

landscape spatial environment design image is as 

follows: 
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Adaptive fusion method was used to reconstruct the 

image vision of landscape design, and the edge vision 

reconstruction model of landscape spatial environment 

design was constructed [16, 17]. The fuzzy proximity 

function of landscape spatial environment image was 

obtained as follows: 
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It is assumed that the coordinate of garden 

landscape spatial environment design PN is (XPN, YPN), 

then the coordinate of all garden landscape spatial 

environment design edge points (Xk, yk) on L is 

compared with PN: when XK > XPN, iL = iL + 1; When xK 

< XPN, iL = iL-1; When Xk = XPN, iL = iL + 0. The 

perception fusion model of landscape art information 

fusion is constructed, and the fitness function of 

landscape art information fusion is as follows:In this 

section various state-of-the-art work in the field of 

optimization design based on Computer-Aided 

architecture is presented.  
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Considering the gray level f of the garden landscape 

spatial environment design, the resolution model of the 

garden landscape spatial environment vision is 

constructed by using the gray level invariant moment 

feature decomposition method [18-20], and the visual 

feature reconstruction model of the garden landscape 

spatial environment is as follows: 
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Where 𝑏𝑎 = (1 − 𝑎) (
1

𝑎𝑓𝑚𝑎𝑥
−

𝑇

2
)，𝐸𝑖(. ) represents 

the recombination output of visual information features 

of garden landscape spatial environment. Combined with 

model recognition method, garden landscape design is 

carried out. 

2.2 Optimization of landscape design 

 

A. Landscape space environment vision 
After extracting all edge points on L, 𝛿1

2 is the local 

variance of landscape spatial environment design image, 

𝛿𝑛
2 is the optimization coefficient of landscape spatial 

environment design image. 𝛽 = max [
𝛿1

2−𝛿𝑛
2

𝛿1
2 , 0], using 

gradient descent method for visual landscape space 

environment of the regional block visual refactoring, 

make landscape space environment design of the image 

sparse eigenvalue meet 𝐶 ∈ 𝑆, according to the sparse 

prior as a result, the environmental design of landscape 

space, image Fm the first m frames (𝑥, 𝑦) (𝑥, 𝑦) in the 

optimal visual reconstruction threshold. Based on the 

approximate sparse representation method, template 

matching of landscape spatial environment design image 

was carried out, and the matching coefficient was 

obtained as follows: 
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In the formula, 𝑅 is a standard constant. In 

combination with block area template matching method, 

landscape spatial environment design and distributed 

detection are carried out, and contour point matching 

model is used to extract edge features of landscape 

spatial environment design [21-23]. The maximum gray 

value of image analysis department of landscape spatial 

environment design is: 

 





)( 00

pb

pgn   (8) 

Sparse representation and super-resolution 

reconstruction methods were used for visual 

reorganization of landscape spatial environment design, 
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and interactive genetic algorithm was used to realize 

landscape art information fusion perception. The 

information reconstruction model of landscape spatial 

environment design was expressed as follows: 

),(),(),( yxyxfyxg   (9) 

𝑓(𝑥, 𝑦), 𝑔(𝑥, 𝑦) and 𝜀(𝑥, 𝑦) respectively represent 

the original landscape spatial environment image, 

reconstructed image and gray scale image. In summary, 

interactive genetic optimization design of landscape 

design can be carried out. 

 

B. Interactive genetic optimization 
This paper proposes a visual reconstruction 

algorithm for landscape spatial environment design based 

on interactive genetic algorithm [24,25]. Template 

matching method combining block areas landscape space 

environment design of the image characteristics of visual 

reconstruction, based on local feature adaptive feature 

matching method constructs a model of information 

fusion visual landscape space environment, the 

construction of landscape space environment art 

characteristic expression model, under the genetic 

evolutionary optimization, get the garden art landscape 

information fusion expression is: 

nfkg   (10) 

Where  represents convolution operator, carries 

out vector set fusion processing on the collected design 

images of landscape spatial environment, constructs the 

visual feature decomposition model of landscape spatial 

environment, and obtains the best discerning feature 

value of landscape spatial environment vision: 
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Where 𝑇𝑠 is the optimization iteration width of 

genetic evolution. Under interactive inheritance, the 

block model of garden landscape spatial environment 

design is obtained, as shown in Figure 5. 

 

 

(a): Block matching of left seed points 

 

 

(b): Block matching of right seed points 

Figure 5(a, b): Landscape space environment design 

 

Gray correlation constraint is added to determine the 

final matching point, and the image pixel decomposition 

model is expressed as: 
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In the formula, 𝜔𝑛𝑘 is the fuzzy feature component 

of landscape spatial environment vision. Under the 

genetic interactive evolution, the output of landscape 

optimization design is: 
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Among them, 𝜂 represents the landscape spatial 

visual reconstruction function, 𝜑 represents the Angle 

function of landscape spatial environment image visual 

reconstruction, and 𝑅 represents the template matching 

coefficient. 
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3 Research results and discussion 
In order to verify the application performance of the 

proposed method in realizing the spatial environment 

design of landscape, simulation experiment analysis was 

conducted. It was assumed that the number of seed points 

in landscape design was 40, the coefficient of feature 

matching was 0.36, and the block size of pixel points was 

200 ×  200. The gray scale of landscape design was 

shown in Figure 6. 

 

 

Design Sample 1 

 

Design Sample 2 

Figure 6: Gray scale of landscape design 

 

Taking the image in Figure 6 as the research object, 

the similarity information fusion model is used to carry 

out the perception of landscape art information fusion 

and block region template matching in the process of 

visual reconstruction of landscape spatial environment 

design image to realize the design optimization, and the 

optimized design results are shown in Figure 7. The 

analysis of Figure 7 shows that the proposed method can 

effectively realize the optimal design of landscape space 

environment, with higher image recognition accuracy 

and improved design effect. The output SNR of the 

proposed method is 14.6% higher than that of the 

traditional method. 

 

 

Design Sample 1 

 

Design Sample 2 

Figure 7: Optimization of landscape design 

 

The proposed genetic algorithm-based approach is 

compared with the tradition method in terms of Signal to 

noise ratio as well as accuracy. The outcomes obtained 

are depicted in Figure 8. 

 

 
Figure 8: Comparative analysis of proposed and 

traditional method 

 

The output signal-to-noise ratio is improved by 

14.6% for the proposed approach as compared to the 

tradition approach. The accuracy value obtained using 
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the proposed method is improved by 7.9% comparative 

to the traditional approach. The outcomes obtained 

depicts the viability of the proposed approach. 

 

4 Conclusion 
This article presents an optimization design method 

of landscape space environment based on interactive 

genetic algorithm. Firstly, the multi-stage feature 

decomposition and grey pixel feature separation of 

landscape spatial environment design image are carried 

out by constructing distributed detection of visual feature 

space and reconstruction model of fuzzy pixel region 

feature fusion. On this basis, the visual feature 

reconstruction model of landscape spatial environment 

design image was established, the fuzzy feature quantity 

of landscape spatial environment design image was 

extracted, and the interactive genetic algorithm method 

was used to realize the landscape information fusion 

perception and visual reconstruction quality evaluation of 

landscape art. The sparse representation and super-

resolution reconstruction methods were used for visual 

reorganization of landscape spatial environment design, 

and interactive genetic algorithm was used to realize 

landscape art information fusion perception and 

landscape design optimization. The simulation results 

show that compared with the traditional method, the 

visual reconstruction quality of landscape spatial 

environment design image processed by this method is 

better along with higher image recognition accuracy of 

96.78%, and the output signal-to-noise ratio is improved 

by 14.6%.  The experimental results prove that the 

introduction of interactive genetic algorithm in landscape 

planning and design can effectively solve the problems 

of multi-level feature decomposition and pixel feature 

separation in the process of landscape design. The 

method proposed achieves better optimization of 

landscape spatial environment structure and has a good 

design effect of landscape spatial environment. 
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World Wide Web has become big as the amount of documents collection is increasing rapidly. The 

automatic classification of document resources based on Naive Bayesian classification algorithm is detailed 

in this paper. Firstly, this paper introduces the relevant theories of naive Bayes classification and the 

automatic document classification system. Then, a massive network academic document automatic 

classification system is designed and implemented. The system uses modular design, including academic 

document automatic capture module, academic document word document matrix processing module, 

ontology integration module and semantic driven classification module. Finally, based on the Naive 

Bayesian classification algorithm, the training set of 12 categories preset is utilized in the professional 

classification directory of the Ministry of education.. Experiments show that the naive Bayesian 

classification algorithm can effectively complete the automatic capture, processing and classification of 

massive academic documents, which can not only improve the classification accuracy, but also reduce the 

running time of automatic classification. It solves the problems of the integration of two heterogeneous 

ontology libraries and also the problem that the traditional word vector space cannot meet people's needs 

for semantic classification. 
 

  Povzetek: Za avtomatsko klasifikacijo dokumentov s spleta je implementiran naivni Bayesov algoritem. 

 

1 Introduction 
The Internet is an information resource of text, 

images, audio and video. There is rapid increase in the 

amount of information available on the World Wide 

Web (WWW) at an exponential rate. This rich textual 

information is contained in the Web documents but the 

growth of the internet has made it difficult for users for 

location of relevant information quickly on the Web. At 

present, network academic resources show an upward 

trend in both breadth and depth, and have attracted more 

and more attention from the academic community. The 

massive network academic literature has a huge scale 

and fast update speed. Fully mining it has important 

academic value. However, these characteristics have 

also become a stumbling block for scientific researchers 

to make use of it. How to acquire and process a large 

amount of academic literature is a severe test for 

computer processing and throughput. Whether in terms 

of processing speed, storage space, fault tolerance or 

access speed, it is difficult for single computer platform 

architecture and processing capacity to successfully 

complete this task. Due to the huge number of network 

academic documents, it is difficult to make effective use 

of them, so it is of practical significance to classify them 

automatically based on disciplines. Automatic document 

classification is widely used in the fields of information 

retrieval, data mining, spam filtering, digital library and 

so on. There are two common classification methods: 

one is rule-based, which usually requires a large number 

of domain experts to extract the rules of the text, which 

is time-consuming and laborious, and the classification 

effect is poor; Another kind of method is machine 

learning method based on statistics, including nearest 

neighbor method, support vector machine, naive Bayes, 

decision tree, neural network, etc. this kind of method 

usually uses feature vector space to train document 

classification model. However, word feature vectors 

ignore the semantic relationship between words and 

cannot reflect synonyms, polysemy and the upper and 

lower relationship between words, resulting in too high 

vector space dimension. When automatically classifying 

massive documents, there will be problems such as 

insufficient memory, slow classification speed and low 

classification performance, Automatic document 

classification technology and method cannot be more 

widely applied to the practice of specific fields [2]. In 

order to solve the problems existing in the traditional 

automatic document classification based on word vector 

space, a series of semantic driven automatic document 

classification methods are proposed, such as latent 

semantic analysis method, ontology semantic mapping 

method, concept lattice construction method, 

standardized concept analysis method and so on. 

Although the semantic driven automatic text 

classification method can greatly reduce the dimension 

of document vector space, it also has many defects, such 

as high requirements for semantic reasoning ability, 

high computational complexity, and unable to classify 

web documents quickly and effectively.” 

https://doi.org/10.31449/inf.v46i3.3970
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Bayesian classification (Figure 1) is proposed on 

the solid theoretical basis of Bayesian theorem. For a 

given sample, the posterior probability of belonging to 

each category is calculated according to the distribution 

of each category sample in the training set, and then the 

category of the sample is judged as the category 

corresponding to the maximum posterior probability. 

The principle of this method is simple, but when the 

number of attributes is large, training and learning a 

classification model completely according to Bayesian 

theorem will have a huge computational overhead and 

will be greatly limited in practical application [3]. 

Therefore, scholars simplified a hypothesis of attribute 

conditional independence, and proposed a practical 

naive Bayesian classification algorithm, which greatly 

reduced the computational overhead in the process of 

model training. At the same time, the research also 

shows that naive Bayesian classification method still has 

good performance in many practical applications. 

 

 
Figure 1: Bayesian classification 

 

Contribution: This paper introduces the relevant 

theories of naive Bayes classification and the automatic 

document classification system. Then, a massive 

network academic document automatic classification 

system is designed and implemented. 

The organization of the paper is as follows. Section 

2 provides an overview of the exhaustive literature 

survey followed by the Automatic classification of 

massive network academic documents adopted in 

section 3. The experimental analysis is in section 4. 

Finally, Section 5 concludes the paper.   

2 Literature review 
Du, J. h. and others also proposed a network 

extended naive Bayesian classification model (BAN). 

This method extends the structure of naive Bayesian 

classifier to a greater extent. It is the same as the 

improved model of TAN. Its fundamental starting point 

is to weaken the assumption that attributes are 

independent to a greater extent. The ban model is the 

same as the TAN model in many aspects. The BAN 

model also stipulates that the class node is the root. At 

the same time, all other attribute nodes take its parent 

node and the BAN classifier uses Bayesian network as 

the expression structure, which is the only difference 

[4]. Y Kumar's Bayesian augmented naive Bayesian 

classifier GBAN is based on genetic algorithm. GBAN 

model can meet the limitations of the network extended 

naive Bayesian classification model on the network 

structure, that is, any attribute node has at most M 

parent nodes (generally m < 4), but the category 

variables are not included [5]. The hybrid tree 

augmented naive Bayesian classification model 

proposed by DIAS, K. L. is based on rough set theory. 

The composition process of augmented naive 

Bayesian classification model is as follows: Based on 

the attribute reduction theory of rough set, under the 

condition of keeping the classification ability 

unchanged, it is divided into two categories according to 

the impact of attribute variables on the classification 

results. It is assumed that the attribute variables that 

have no or little impact on the classification results are 

independent of each other, and these nodes can only 

have one parent node, The attribute variables that affect 

the classification results are not independent of each 

other, and these nodes can have two parent nodes [6]. 

Tajanpur proposed a hybrid model (nbtree) combining 

decision tree and naive Bayes. The process of learning 

nbtree by the algorithm is similar to that of decision tree 

(C4.5), but it is different in the selection of attribute 

splitting evaluation score function [7]. Gaber, A. and 

others proposed an average naive Bayesian tree model 

[8]. Lopes, F. and others proposed an improved naive 

Bayes model (LBR) combining lazy technology and 

naive Bayes, which can obtain high classification 

accuracy, but the classification efficiency of this method 

is not very high [9]. In terms of automatic document 

classification, the classification method based on 

coverage coefficient by an, Y. and others is a 

classification method based on the inherent attributes of 

document set. This method borrows mathematical tools 

to derive a classification step with rigorous reasoning. 

The premise is that (under certain general 

assumptions) the class and number of classes of each 

document in the document set have been determined by 

the inherent attributes of the document set itself [10]. 

Rueda and others proposed an automatic acquisition and 

parallel processing model of massive network academic 

documents. The rules specified by the heritrix platform 

are used to capture the data of the seed site. For the 

captured file resources, they are judged according to the 

set academic literature feature rules, and then some of 

them are selected to invite domain experts for category 

indexing, train the machine learning classification 

algorithm, and finally realize the classification of all 

documents [11]. In previous years, many researchers 

have worked on this particular field, some of the 

relevant articles are tabulated in Table 1. 
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Authors Presented Work Key points Benefits 
Refere

nces 

Mohamed 

EL KOURDI et 

al., 

“Naive Bayes (NB) 

is a statistical machine 

learning algorithm 

utilized for the 

classification of non-

vocalized Arabic web 

documents which is 

presented in this paper.” 

“The data set 

utilized during the 

experiments 

consists of 300 web 

documents per 

category.” 

High 

classification 

accuracy 

[12] 

Huaixin 

Chen et al., 

2018 

“"Improved Naïve 

Bayes classifiers are 

presented utilizing 

multinomial model.” 

“The proposed 

method is able to 

improve the 

accuracy of Naïve 

Bayes classifiers 

dramatically.” 

Good 

scalability 
[13] 

Yong 

Wang et al., 

2003 

“An automatic 

document classification 

system, WebDoc, which 

classifies Web 

documents according to 

the Library of congress 

is presented.” 

 

“Performance 

of each method in 

terms of recall, 

precision, and F-

measures is 

reported.” 

Highly 

effective and 

efficient. 

[14] 

A. B. 

Adetunji et al., 

2018 

“A University web 

site is used as a case 

study and a machine 

learning workbench 

called WEKA is 

discussed.” 

“General-

purpose 

environment for 

automatic 

classification, 

clustering and 

feature selection are 

provided.” 

Naïve Bayes 

algorithm ability 

is to accurately 

classify the web 

document vast 

amount. 

[15] 

Yugang 

Dai a et al., 

2014 

“Naïve bayesian 

classification algorithm 

is presented by the 

author which is further 

combining with the 

rough set theory.” 

“This algorithm 

is implemented on a 

cloud platform 

utilizing map-

reduce 

programming 

mode.” 

High recall 

rate 
[16] 

Table 1: Some existing and relevant articles in previous years 
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3 Automatic classifications of 

massive network academic 

documents 
With the goal of automatically acquiring massive 

documents and automatically classifying documents, its 

framework is shown in Figure 2: 

 

 
Figure 2: Framework of automatic classification system 

for massive network academic documents 

 

The automatic document acquisition module first 

captures and determines academic documents from the 

Internet according to predetermined rules and 

conditions, so as to filter irrelevant documents; Then, 

through the matrix processing module, the academic 

literature is transformed into a word document matrix 

for subsequent processing; Finally, the word document 

matrix is imported into the automatic classification 

module after training and ontology integration to obtain 

the classification results [17, 18]. 

(1) Automatic acquisition of massive network 

academic documents 

In the automatic classification system of massive 

network academic documents, it is necessary to obtain 

massive academic documents. First, use heritrix to grab 

all PDF files under the domain name from a specific 

website, read all PDF files with checkpdf, and identify 

academic literature through rule-based judgment 

method, as shown in Figure 3: 

 

 
Figure 3: Automatic acquisition of massive network 

academic documents 

 

In the selection of capture tools, the author studies 

and analyzes the network resource capture platforms 

such as nutch, heritrix, jspider and web harvest from the 

aspects of capture efficiency and scalability, and finally 

selects heritrix as the capture platform. Heritrix has high 

scalability [19, 20], can retain the original file structure 

and directory, and has a web user interface. It runs on 

Linux system and can ensure high capture speed. In 

terms of file format, considering the convenience of 

subsequent processing and the proportion of various file 

types, PDF is selected as the main capture file type. 

After the PDF file is captured, it needs to be screened to 

retain the academic literature. The rule-based decision 

method is used, that is, the decision is made through 

keywords. By analyzing a large number of academic 

documents, it is found that its unique characteristic 

words include abstract, keywords, introduction, 

discussion, conclusion and recognition. Different 

documents may contain several words respectively. 

Therefore, a threshold can be set to judge according to 

the number of the above words [21-22]. 

(2) Massive network academic literature words -- 

document matrix processing 

In view of the large number of documents to be 

processed, the word frequency matrix is generated by 

distributed processing. This part is implemented using 

Hadoop, including Hadoop namenode and Hadoop 

datanode. Namenode is responsible for the scheduling of 

parallel processing, and datanode is responsible for the 

actual parallel processing. Academic documents are first 

read into the Hadoop platform, and an index of all 

documents is saved on the namenode. The actual 

documents are saved on at least two datanodes in the 

form of redundancy, and finally passed Namenode calls 

the parallel processing program to generate the word 

document matrix of academic literature [23-25], as 

shown in Figure 4: 

 

 
Figure 4: Massive network academic literature words - 

document matrix processing 

 

In the map phase of Hadoop, stringtokenizer is 

used to extract the words in the literature in turn and 

generate a key \ value pair < word, document ID >. In 

the reduce phase of Hadoop, a reducer is used to process 

the same word, create an array with the length of 

documents, save the word frequency of the current word 

in the corresponding documents, and then accept the key 

\ value pair in turn and update the array. Output the 

matrix after all reducer work is completed. Since this 

matrix is sparse, you can delete 0 bits and output sparse 

matrix to reduce storage space [26, 27]. 

(3) Ontology integration 

In order to understand natural language, the 

common method is to use ontology library to annotate 

and integrate text. This part mainly uses prompt. Prompt 

first reads the ontology, then analyzes the relationship 

between concepts, maps the same concepts, retains the 

special concepts in an ontology library, and finally 

generates an integrated integrated ontology, as shown in 

Figure 5. 
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Figure 5: Ontology integration 

 

3.1 Naive Bayesian algorithm 

Before describing the naive Bayesian classification 

algorithm, the classification problem is formalized from 

the perspective of statistics. Let X  represent the 

attribute set of the system data set, 

 mAAAX ,, 21 , Y  represent the class label set 

of the system data set, and  tCCCY ,, 21 . 

Because the relationship between class variables and 

attributes is uncertain, X  and Y  can be regarded as 

random variables, and  XYP   can be used to capture 

the relationship between them in a probabilistic manner. 

 XYP   is also called a posteriori probability of class 

Y . Correspondingly,  YP  is called a priori 

probability of Class Y  [28, 29]. 

In the training stage of naive Bayesian 

classification algorithm, firstly, the information statistics 

of the training data set is carried out, and the a posteriori 

probability  XYP  of each combination of attribute 

sets X  and Y  is calculated. After calculating these 

probabilities, the test sample X ‘can be classified by 

finding the class Y ‘ that maximizes the delay 

probability  XYP  . However, it is very difficult to 

accurately estimate the a posteriori probability of each 

possible combination of Class Y  and attribute values, 

because even if the number of attributes is not many, a 

large training set is still required. At this time, the 

Bayesian theorem plays an important role, because the 

posterior probability can be expressed by the prior 

probability  YP , the class conditional probability 

 YXP  and the evidence  XP  through the Bayesian 

theorem. The formula for calculating the posterior 

probability  XYP  by the Bayesian theorem is formula 

(1). 

 
   

 XP

YPYXP
XYP  （1） 

When comparing the posterior probabilities of 

different Y  values, the denominator  XP  is always 

constant and can be ignored. The prior probability 

 YP  can be easily estimated by calculating the 

proportion of training samples belonging to each class in 

the total training samples in the training data set. 

However, for the training data with m  attributes [30, 

31], the calculation of class conditional probability 

 YXP  is time-consuming. In order to improve the 

efficiency of calculating  YXP , naive Bayesian 

classification algorithm assumes that the attributes are 

conditionally independent when estimating the 

conditional probability of classes. The assumption of 

attribute conditional independence can be expressed by 

formula (2): 

    


m

i i yYXPyYXP
1

（2） 

Through the conditional independence assumption, 

it is not necessary to calculate the class conditional 

probability of each value group sum of X , but to mark 

Y  for a given class and calculate the conditional 

probability of each iX . In contrast, the latter method is 

more practical. Because through the assumption of 

conditional independence, better probability statistics 

can be obtained without a large training data set [32-34]. 

In the classification test stage, naive Bayesian 

classification algorithm calculates a posteriori 

probability for each X , as shown in formula (3): 

 
   

 XP

XPYP
XYP

m

i i  1 （3） 



378     Informatica 46 (2022) 373-382                                                                                                                                        R. Wang 

Because  YP  and  XP  are fixed for fixed 

training data sets and determined test data. Therefore, it 

is sufficient to find the class that maximizes the 

molecular     

m

i iXPYP
1

. For naive Bayesian 

classification algorithm, the biggest disadvantage is that 

naive Bayesian classification algorithm can only deal 

with discrete attributes [35, 36]. 

4 Experimental Analysis 

The experimental classification standard selects 12 

categories preset in the professional classification 

catalogue of the Ministry of education of the people's 

Republic of China, namely philosophy, economics, law, 

pedagogy, literature, history, science, engineering, 

agronomy, medicine, management and military science. 

The literature data sets used in the experiment include 

isolet, covtype and census_. The specific description of 

the data set is shown in Table 2.

 

Experi

ment No  

 Number 

of 

documents  

 Number 

of matrix 

rows  

 

Number of 

matrix 

columns  

 Matrix 

size  

 Computing 

time 

1 72 72 29876 5.7 3 

2 728 728 175897 332.6 14 

3 7159 7159 746239 17.8 27 minutes and 

100 seconds 

4 108026 108026 903452 198.6 7 hours 34 

minutes 20 seconds 

Table 2: Description of algorithm experimental data 

 

In terms of data sources, after analyzing different 

target sources, it is found that famous university 

websites, some discipline portals and OA warehouses 

contain a large number of publicly published academic 

documents, which can be captured without restrictions. 

Therefore, it is determined to take university websites, 

OA warehouses and discipline portals as target sources. 

In order to make the results more representatives, the 

conference website and the researcher's home page were 

also added. The target sites selected in this experiment 

are shown in Table 3. 

 

No. Site Brief Introduction Type 

1 https: //www. stanford.edu 
Stanford University 

website 

Univers

ity website 

2 https://www.omicsonline.org 
Omnics group 

website 

OA 

warehousing 

3 https://www.acm.org 

American 

Computer Society 

website 

Subject 

Portal 

4 https://webis.de 
International 

Conference pan website 

Confere

nce website 

Table 3: Document capture target sites 

 

It can be seen from the experimental results that the 

classification accuracy of naive Bayes has been slightly 

improved after discretization. The reason is that after 

discretization, the continuous attributes are mapped into 

discrete classification attributes, which makes the system 

more complete, and avoids a potential problem in 

estimating a posteriori probability from training data to a 

certain extent: the class conditional probability of 

attributes is equal to zero, The extreme case that the 

posterior probability of the whole class is equal to zero, 

resulting in classification error or inability to classify. 

The experimental results show that the classification 

accuracy of the algorithm can be greatly improved by 

discretizing the continuous data through the parallel 

attribute discretization algorithm based on direct.   

In the aspect of algorithm execution efficiency, the 

running time of the two algorithms to deal with data 

classification tasks of different scales under the 
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environment of different number of nodes is recorded 

respectively. The specific running time is shown in 

Figure 6. 
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Figure 6: Comparison of algorithm running time 

 

As can be seen from Figure 6, the classification 

results of all academic documents can be viewed through 

this system. The year data is not mined at the text level, 

but directly uses the PDF file metadata (creation date). 

On the document display page, you can view the title, 

category, original URL and excerpt of the text of the 

document. Each interface is equipped with faceted search 

function to facilitate users' secondary retrieval. The 

efficiency of these algorithms in terms if run time is 

calculated and shown in Figure 7.  

 

 
Figure 7: Comparative analysis of the algorithms in 

terms of efficiency 

 

The Naïve algorithm is much more effective and 

efficient in terms of complexity. The Naïve Bayes 

algorithm is 82% efficient and the ordinary algorithm 

efficiency is 70%.  

4 Conclusion 
The successful design and implementation of naive 

Bayesian classification algorithm can not only solve the 

problems of large memory consumption, slow processing 

speed and high feature vector dimension in the process of 

massive document processing, but also enable scientific 

researchers to effectively obtain and use the documents. 

At the same time, it also solves the problems of the 

integration of two heterogeneous ontology libraries and 

how to apply them in specific fields. The problem is that 

the traditional word vector space cannot meet people's 

needs for semantic classification, semantic navigation 

and semantic retrieval of massive network information 

resources due to high dimension and lack of semantics. 

Therefore, it has academic value and practical 

significance. The design idea and framework of the 

system can be directly applied to e-government system, 

portal website, vertical search engine, digital library 

website and so on. The main strength of the approach lies 

in its ability to classify the web documents into the right 

categories correctly and in zero seconds. The future work 

of this work can be on combining two classification 

techniques to increase the accuracy of a web page 

classification. 
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To study smart data collection and network error analysis, this paper proposes intelligent data 

collection and network error analysis based on artificial intelligence. It examines the establishment of 

an enterprise-level information security situation awareness system and proposes specific information 

security models, architectures, and implementation methods. By designing and deploying the system, 

businesses can effectively detect information security threats, receive threats, filter risks, control threats, 

and comprehensively improve businesses' ability to detect security threats and security attacks. Test 

results: Through this platform, it is possible to manually intervene in the unknown threat of large data 

analysis in the system, and professionals can perform a detailed analysis to determine the means, goals 

and objectives of the attack and restore the complete picture. Intruder through artificial intelligence 

combined with big data knowledge and intrusion. Dimensional human characteristics. Including similar 

Trojans and malicious servers with different application forms, encodings, and attack principles, they 

"track" intruders by their general characteristics, constantly detect unknown threats, and ultimately 

ensure the accuracy of unknown threat detection, creating a local threat intelligence analytics platform. 

Practice has shown that the intelligent acquisition of large data by artificial intelligence can effectively 

analyze network failures. 

Povzetek: S pomočjo umetne inteligence je narejena analiza napak v omrežjih in zbiranje podatkov. 

 

1 Introduction 
Artificial intelligence belongs to a key branch of 

computer science. Relying on the essence of intelligence, 

in order to generate intelligent machines similar to 

human intelligence, its key research objects are the 

application systems and technologies that simulate, 

expand and expand human intelligence. Artificial 

intelligence technology highly simulates many thinking 

processes and intelligent behaviors of human beings, 

providing great convenience for people's daily life, so it 

has received high attention from all fields of society [1-

2]. As shown in Figure 1, the system will investigation 

and analysis of the whole security device logs and 

network traffic after discovering offensive behavior, so 

as to determine the specific degree of behavior, and solve 

these problems as far as possible. In the enterprise  

 

 

 

passive cycle of information security defense system, the 

vast majority of enterprises will put more energy on the 

defense process, but ignore the determination and 

analysis of the attack cause. There is relatively little 

investment and research in system repair, which is 

usually passive repair based on patches from the original 

manufacturer's products. At the same time, enterprises 

constantly optimize and improve defense policies to 

improve system defense capabilities and effectively resist 

external attacks. The defense means of information 

security has been effectively optimized. Many enterprises 

have established a network anti-virus, terminal 

management, security audit, access restrictions, and 

integrated security systems, such as the leak was found to 

be able to ensure the safety of the enterprise business 

reliably, reduce the information security risk to the 

enterprise, achieve the unity of the enterprise early 

mailto:dingjun82@163.com
mailto:r.robai@tu.edu.sa
mailto:a.baqasah@tu.edu.sa
mailto:anasuk.tu@gmail.com
mailto:rajan.16957@lpu.co.in


384     Informatica 46 (2022) 383–392                                                                                                                                 J. Ding et al. 

be able to ensure the safety of the enterprise business 

reliably, reduce the information security risk to the 

enterprise, achieve the unity of the enterprise early 

warning, unified management and traceability, reduce 

information risk's influence on the enterprise normal 

business activities [4].  

Intelligent fault diagnosis technology includes fuzzy 

technology, grey theory, pattern recognition, fault tree 

analysis, diagnosis expert system and so on. The first 

four technologies only use logical reasoning knowledge 

to some extent and partly solve the problems such as 

fuzzy information, incomplete information, fault 

classification and location in the diagnosis process, while 

the diagnosis expert system can take itself as a platform 

and integrate other diagnosis technologies to form a 

hybrid intelligent fault diagnosis system. The narrow 

sense of intelligent diagnosis technology generally refers 

to expert system. Due to its inherent super adaptability 

and learning ability, artificial intelligence has been 

widely used in many fields and solved many problems  

that are difficult to be solved by traditional methods. The 

unique nonlinear adaptive information processing ability 

of neural network overcomes the defects of traditional 

artificial intelligence methods in intuition, such as pattern 

recognition, speech recognition and unstructured 

information processing, and makes it successfully 

applied in neural expert system, pattern recognition, 

intelligent control, combinational optimization, 

prediction and other fields. The combination of neural 

network and other traditional methods will promote the 

continuous development of artificial intelligence and 

information processing technology. 

 

 

 

 

 

 

 
Figure 1  Intelligent collection of big data with artificial intelligence 

 

2 Literature review 
Fault diagnosis technology has developed greatly from 

methods to means, and the emergence, development and 

penetration of a large number of relevant scientific and 

technological achievements have also promoted its 

development. At the same time, because of the rapid 

development of computer technology, the fault diagnosis 

technology has unprecedented application value and 

popularization. However, the penetration of various 

disciplines only changes its methods and means, and its 

fundamental purpose is still to obtain and interpret the 

information of equipment operation state, so as to ensure 

the normal operation of equipment and maintenance 

according to the situation, reduce or eliminate accidents. 

In all walks of life, due to the application of fault 

diagnosis technology, not only effectively prevent the 

occurrence of many serious accidents, but also achieve 

great economic and social benefits. Cheng, L. proposed a 

cloud computing based on big data, information 

preprocessing optimized clustering algorithm and 

Chinese NLP (natural language processing) sentiment 

tendency analysis algorithm artificial intelligence 

network public opinion analysis platform. Speed up the 
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screening speed of effective information and the speed of 

public sentiment-oriented analysis; ensure that under the 

environment of massive network data, timeliness and 

effectiveness of public opinion monitoring. Finally 

through the experiment, compared with the traditional 

statistical big data information analysis system, this 

method has fast information convergence speed, 

information analysis is efficient and reliable, especially 

after doing a good job of classification training in key 

areas of focus, as the amount of collected data grows, the 

results of public opinion-oriented analysis are also more 

accurate [5]. Wang, J. restored the data in combination 

with the technology of the system, made precise analysis 

of the data, and then published the specific data so that 

other enterprises could store and use the data through the 

enterprise platform [6]. Zhan, J. believes that with the 

continuous application of new technologies, the means 

and methods of attack are increasingly hidden and 

difficult to detect. Covert attack means that can bypass 

various traditional security detection and defense 

measures and achieve targeted attacks through careful 

camouflage, long-term latency and continuous 

penetration [7]. Mengyuan, H. Constructed artificial 

intelligence detection technology of malicious code 

through artificial search engine, based on a large number 

of samples of malicious software and normal software, 

searched for information data features existing in 

different samples, and constructed an effective machine 

learning model for security scanning of unknown 

programs [8]. Zhang, Z. Intelligent operation and 

maintenance mode of transmission network based on 

artificial intelligence and big data analysis，can save 

labor costs, save equipment investment and improve 

network performance, effectively support the company's 

Internet-based operation transformation, effectively 

support the market, improve customer perception, it has 

good application promotion value. With the emergence 

and development of new technologies such as artificial 

intelligence, big data, cloud computing and SDN/NFV, 

traditional operation and maintenance technology of 

communication operators based on manual methods, it 

has been unable to meet the needs of cost and efficiency, 

automation and intelligent operation and maintenance 

technology has become an inevitable choice [9]. Karim, 

A. H. Research results in data analysis and visualization 

technology, it is possible to build an epidemic prevention 

and control platform based on big data and artificial 

intelligence technology, the platform can provide timely 

and accurate epidemic information for government 

agencies at all levels, and decision-making support for 

epidemic prevention and control, provide technical 

support for the implementation of the major policy of 

"highlighting key points, overall planning, classification 

guidance, and district implementation of policies" [10]. 

Hussein, H. A. T. outlines the basic meaning of network 

information retrieval, from FTP (File Transfer Protocol) 

search tools, menu-based search tools, three aspects of 

keyword-based search tools, analyze the classification of 

network information retrieval tools, and use this as a 

basis, put forward the application countermeasures of 

artificial intelligence in network information retrieval in 

the era of big data [11]. Raisan, A. Through barcode 

technology, radio frequency technology, internet of 

things, global positioning system technology, geographic 

information system technology, ERP, CRM, wide 

application of technology such as industrial control 

system, can quickly collect, process, and analyze data, 

promote industrial enterprises to realize the 

interconnection of all links in the production process. 

Regarding the current status of big data acquisition 

methods, the main problems in data acquisition methods, 

analyze the changes and strategies of future acquisition 

methods, and expounds the trend of change in the way of 

big data acquisition [12]. Lei, Y. will first introduce big 

data and artificial intelligence, after analyzing the 

application of artificial intelligence in computer networks 

in the current era of big data, in this way, it can be used 

as a reference for relevant people to communicate [13]. 

Xia, M. Can use the effective application of artificial 

intelligence virus detection and killing technology in 

enterprise information security situation awareness 

system can realize the effective identification and timely 

detection and killing of virus, and reduce the damage 

caused by virus to computer system [14-18].Because 

these studies have large loopholes, or the detection is not 

comprehensive enough, this paper proposes a method 

based on artificial intelligence on the basis of existing 

studies [19-27]. The design and deployment of the 

system, effective detection, threat perception, 

determination and threat risk tracking of information 

security threats can realize the comprehensive 

improvement of enterprises and their ability to detect 

security threats and security attacks [28-35]. 

3 Introduction to theory and 

computer network failures 
 

The fault diagnosis of computer network is studied. 

Trained neural networks can store knowledge about 

processes and learn directly from historical fault 

information. 

The main work is as follows: 
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①In the computer network management for computer 

network failure to select the appropriate data. 

②Self-organizing feature mapping (SOM) neural 

network is used to cluster computer network faults. 

③Set appropriate weights for the clustering results and 

add the sample data to establish the BP neural network 

model. 

④ Computer numerical simulation, and the simulation 

results are compared. 

3.1 Learning algorithm of BP neural 

network 

The jth neuron in the k layer of the BP neural network 

has the following input and output relationship:  
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Among them,  the connection weight of the ith node the 

1k -th layer to this node is 
 1k

ijW ; 
 k

j  is the 

function of the node; kN  is the number of nodes in layer 

k ; M  is the total number of layers. 
 k

jf  is taken as the 

Sigmoid function  
 xe

xf



1

1
.  

BP neural network uses error back propagation algorithm 

for learning, and the adjustment of weights is as follows:  
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 Among them, I  is the total number of samples, 

10   is the learning step size, and 
 k

hj  is the error 

transmission term.  

 For the output layer:   
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 For other layers:  
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The output error 1  of the network is calculated as 

follows:  
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If  1  ( is the error of the preselection setting), 

then continue to the next round of learning to adjust the 

weights, otherwise, the network stops learning. The 

network formed by the weight of ijW  after learning can 

achieve the desired output within the error range set by 

  [36-38].  

3.2 SOM network implementation process 

 

The algorithm process of SOM network learning is 

① Initialization. For N input neuron bands, the 

connection weights are small. Select the set jS  of 

output neurons j "adjacent neurons". Among them, 

 0jS  represents the "adjacent neuron" set of neuron j 

at time t=0,  tS j  represents the set of "adjacent 

neurons" at time t. Area  tS j  keeps shrinking with 

time [16].  

② Provide a new input mode X.  

③ j is distance from the input and the output: 

    

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N

i

ijijj twtxWXd
1

2
（6） 

 And find a neuron 
*j  with the smallest distance, that 

is, a certain unit k is determined, so that for any j, there 

is  
jk dd min .  

④ Give a surrounding neighborhood  tSk . 

⑤ Correct the weight of output neuron 
*j  "adjacent 

neuron":  
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   Gain item, gradually reduced to 0  
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 ⑥Calculation output ko :  






  j

j
k WXfo min （9） 

 Among them,  .f  is generally a 0-1 function or other 

non-linear function.  

3.3 LM and fuzzy theory 

 

There are also some different strategies, such as BP 

algorithm combined with other techniques such as fuzzy 

theory or genetic algorithm [39-43]. 
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 Let kx  be the approximate value of the k-th 

iteration, and F  be the objective function  
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         TN xvxvxvxv ,...,, 21  in the above 

formula. Then the LM algorithm is:  
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 J is the Jacobi matrix of F:  
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H is the approximate matrix of the Hesse matrix of F, 

which is taken as:  

     kk

T

k xJxJxH  （13） 

k  is greater than 0, it will be gradually used in LM 

algorithm. When equal to 0, it approaches Gaussian 

Newton algorithm. At maximum, LM drops linearly[44-51].  

4 Results and Discussion 
Figure 2 shows the BP neural network training process 

without any improvement. After adjusting the sample 

weight, the sampling training process using the improved 

LM algorithm is shown in Figure 3. From Figure 4, when 

the unimproved neural network is trained 100 times, 

there is still a big gap from the error of 10-2, and the 

neural network combined by the SOM method and the 

LM method, convergence is reached after 20 trainings [52-

58].  Using the above combination of SOM method and 

LM method, the training process is shown in Figures 4, 5 

and Figures 6, 7. It can be seen from Figures 4, 5 and 

Figures 6, 7 and the continuous era development and the 

rapid progress of computer technology, in recent years, 

the infection types of computer virus emerge in  

 

endlessly, which seriously threatens the normal work of 

computer system. Through the application of artificial 

intelligence virus detection technology in the big data 

technology can improve the perception ability of 

enterprises to the virus, using a variety of virus location 

methods can improve the efficiency of the existing virus 

search, improve the accuracy and scientific nature of 

virus detection.  
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Figure 2 Training process of the combined algorithm 
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Figure 3 Training of the original algorithm 
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Figure 4 Combined algorithm training process 
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Figure 5 Training process of the original algorithm 

0 20 40 60 80 100
10

20

30

40

50

60

70

80

100 Epochs

T
ra

in
in

g
-B

lu
e 

G
o

al
-B

la
ck

Figure 6  Combine the training process of the algorithm 
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Figure 7  Training process of the original algorithm 

 

5 Conclusions 
Although neural network has achieved good results in the 

field of fault diagnosis, the structure and training times of 

neural network have great influence on the fault 

diagnosis ability of neural network. An insufficiently 

designed neural network may have poor performance in 

fault diagnosis. Based on large data and information 

security situational awareness of artificial intelligent 

technology for enterprise digital information security and 

the normal operation of the enterprise has the vital role, 

because the quantity of a security threat facing the 

enterprises growth trends, so enterprises must adopt more 

effective measures and means to show complete these 

threats, and take corresponding measures to solve it. The 

effective application of big data and artificial intelligence 

technology can improve the accuracy and accuracy of 

information processing, comprehensively assess the 

security risk status of information system, and realize the 

safe and orderly operation of enterprises. The main 

research direction in the future probably has two aspects: 

(1) better, fast design of the optimal neural network 

structure, in the fault diagnosis to achieve the best effect. 

If the neural network can be designed more scientifically 

and objectively, and can be carved scientifically with 

mathematical language, the neural network model can be 

established better and faster, laying a foundation for 

further research. (2) Further application of artificial 

intelligence. With the further development of computer 

science, it is believed that there will be more and better 

artificial intelligence models. If these intelligent 

algorithms are applied to the field, it is believed that in 

the near future there will be better results applied in the 

field of fault diagnosis, and further improve the scientific 

and intelligent fault diagnosis. 
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An attribute category clustering method based on hierarchical clustering is proposed in order to study 

the big data intelligent analysis and processing technology. The proposed model combines the attribute 

categories with similar fault type distribution, reduces the data dimension, and binarizes it. To address 

the problem of more missing values of continuous data, a data completion method based on attribute 

distribution function is adopted. Through the perspective of selection and estimation of project unit 

price in construction enterprises, this paper summarizes the data mining process facing the 

characteristics of project cost data, and puts forward the method of analyzing and processing project 

cost data based on clustering algorithm. Finally, the processed data sets are subjected to bottom-up 

hierarchical clustering analysis, and finally the ideal analysis results can be obtained. The experimental 

results show that the preprocessing method based on attribute clustering proposed in this paper can 

effectively merge attributes, reduce the dimension after binary transformation and effectively reduce the 

amount of data under the condition of ensuring data information. 
 

Povzetek: S hierarhičnim gručenjem je narejena inteligentna analiza velikih podatkov. 

 

 

1 Introduction  
The hidden value of big data promotes the 

derivation of big data mining technology and methods. 

Big data mining is to mine valuable knowledge for data 

processing through massive multiple data sources. 

Therefore, how to quickly and accurately mine valuable 

knowledge through big data has attracted much attention. 

In fact, data mining is also a decision support process. Its 

common methods mainly include classification, 

clustering, prediction, regression analysis, association 

rules and so on. Clustering is the most key technology. 

Big data is unstructured data, which is difficult and large 

in processing and analysis, making the structural analysis 

mode too complicated, and the traditional data analysis 

cannot effectively process, mine and analyze as shown in 

Figure 1 [1]. The classical methods of cluster analysis 

can be summarized as: partition method, hierarchical 

method, density-based method, grid-based method, 

model-based method, neural network method based on 

computational intelligence, evolutionary computing 

method, fuzzy method and so on, as well as the semi 

supervised clustering method which has attracted much 

attention at present. Recently, the new cluster integration 

method has rapidly become a new research hotspot of 

cluster analysis. The purpose of clustering integration is 

to fuse the results from multiple clustering algorithms to 

obtain higher quality and robust clustering results. The 

method based on graph theory is one of the fast-

developing methods recently. It is a method to realize 

clustering by using the principles of graph theory and 

graphics. Compared with traditional algorithms, this 

algorithm can deal with more complex cluster structures, 

such as nonconvex structures, and can converge to the 

global optimal solution [2]. 

In recent years, with the rapid development of 

network information technology, the era of big data has 

come and penetrated into many fields. There are more 

and more big data application research for specific 

professional fields. However, for the field of project cost, 

this aspect has always been a blank. Every day, with the 

help of the Internet and various project cost systems, a 

large number of project cost data are generated, but there 

is no scientific and accurate processing method to 

process it, so that it is lost in vain. The acquisition and 

transmission of project cost information still rely on the 

traditional way, and the timeliness and accuracy cannot 

meet the needs of today's project management field [3]. 

To process and mine these huge project cost information 

data and provide basis and reference for the decision-

making of project management process, it is not enough 

to rely on manual processing technology. We should 

innovate and apply data mining technology to make full 

use of the value of massive project cost data, so as to 

promote the rapid and healthy development of the 

industry. 
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Figure 1: Big data intelligent analysis and processing technology 

  

The rest of manuscript is organized as the most 

recent work done is discussed in Section 2. The research 

methodology, optimization of clustering algorithm, 

complexity and project acquisition is presented in 

Section 3. Results and analysis of the proposed model is 

discussed in Section 4 which is followed by the 

conclusion in Section 5.  

 

2 Related work 
In this section various state-of-the-art work in the 

field of big data processing based on clustering algorithm 

is presented.  

  Zhu et al. proposed an initial clustering center 

selection method based on point density, and processed 

outliers specially [4]. Ser et al. proposed an improved 

algorithm to determine the optimal cluster number k by 

calculating the contour coefficient of each object in the 

cluster under different K values, and determine the initial 

cluster center by hierarchical aggregation method [5]. 

Wu proposed a clustering method based on patent 

technology efficacy matrix. This method uses K-means 

to cluster by calculating the similarity of technology, and 

achieves good results. K-medoids and PAM algorithms 

are very effective for small data sets, but they do not 

have good scalability for large data sets [6]. Duan and  

 

 

Wang proposed a new heuristic search algorithm clarans 

algorithm based on PAM [7]. The algorithm finds the  

center point of the representative cluster by random 

search of the graph. Clarans algorithm is the first 

clustering algorithm successfully applied in the field of 

spatial data mining. It overcomes the shortcomings that 

other classical clustering algorithms cannot deal with 

large-scale data sets, but it still fails to solve the problem 

of low execution efficiency. Its time complexity is 2O 

(KN). In order to speed up the execution speed of the 

algorithm, the parallel clarans algorithm based on PVM 

mechanism proposed by Xing and Li effectively 

improves the speed of the algorithm [8]. In the artificial 

neural network, Cai applied the classical hierarchical 

clustering algorithm and partition algorithm to cluster 

SOM, which aims to reduce the computational 

complexity of the classical clustering method [9]. In 

addition, in terms of network application: Xu et al. 

proposed a three-dimensional facial expression clustering 

method based on network, which overcomes the 

shortcomings of limited information contained in data 

and sharp decline in recognition performance in the case 

of two-dimensional facial expression recognition [10]. In 

terms of project cost, Li et al. others established the 

power grid cost management method system and the 

construction framework of cost analysis information 

platform under the big data environment [11]. Shi and 



Intelligent Analysis and Processing Technology of Big…                                                          Informatica 46 (2022) 393-402     395 

Zhu designed the cost management system of mine 

engineering construction project based on cost data [12]. 

Wendong et al. put forward the statistics and analysis 

method of project cost information data under the 

background of big data, and constructed the statistical 

calculation model of project cost information data [13]. 

The evolution of artificial intelligence and Internet of 

Things is considered for several industrial applications 

and contributing towards social life [14-17]. 

 

3 Research methods 
This section includes the project design process, 

structural seismic analysis and detailed modeling steps of 

proposed design.  

As unstructured data, big data is difficult to be 

characterized by two-dimensional logic table of database. 

The multi-dimensional de clustering analysis algorithm 

shows the hidden structure of observation variables 

through the Bayesian network model structure, and 

constructs the logical correlation between leaf nodes and 

other nodes. In this model, multiple hidden variables are 

allowed to exist, corresponding to the corresponding data 

clustering methods. Based on the probability dependence 

between random variables, the multi-dimensional de 

reunion class analysis algorithm analyzes unstructured 

data, and quantitatively describes the reasonable 

distribution with the conditional concept as the carrier. 

The specific flow of data processing is as follows: 

Data preprocessing, that is, data cleaning, avoiding 

noise and solving the problem of data loss. During data 

processing, discrete the continuous values in the attribute 

and convert the data. The data result set and test training 

set are studied, and the data set is divided into two parts: 

data result set and test training set. The classifier is 

constructed by classification algorithm. Through the test 

set, the accuracy evaluation mode is selected to evaluate 

the classifier. The classifier that meets the accuracy 

standard is applied in practice, otherwise it will be 

modified.  

 

 
Figure 2: Data processing flow of cluster analysis model 

 

Word segmentation and document vectorization 

processing, reorganize the continuous word sequence 

according to the established norms to form the word 

sequence. In order to transform the document after word 

segmentation into a pattern that can be recognized and 

processed by computer, it is necessary to quantify the 

word features as the feature vector, which is currently 

processed by vector space model. Feature selection and 

multi-dimensional cluster analysis, word features will 

lead to a certain sparsity and high dimensionality in the 

document vector feature space, so an effective feature 

selection method is selected to reduce the dimension of 

the feature space and further improve the classification 

efficiency and accuracy [18]. The detailed data 

processing steps of the analysis model are shown in 

Figure 2. 

Clearly build a functional model for the 

classification process of big data and unstructured data. 

The problem can be described as a given data set and 

category set which is evaluated using Equation 1 and 2. 
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The classification problem is to clarify the function 

mapping to make the data items of the data set map to the 

corresponding categories. Given the big data variable set, 

the variable takes the parent node set as the carrier, the 

carrier correlation between nodes can be characterized by 

a directed graph, that is, for each variable, it can be 

characterized as a node, and each node guides a directed 

edge from each directed node of the parent node set to 

enter the variable. Suppose that the variables of Bayesian 

network are a and b respectively, and X is the node set 

without a and b. once z separates a and b, the conditions 

remain independent based on a given z. The so-called 

isolation and conditional independence show the close 

relationship between the graph theory side and 

probability theory side of Bayesian network. Set to 

classify objects based on the evidence provided by the 

feature vector, then: 
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Decision rules are likelihood test rules which are 

evaluated using Equation 3 and 4. Bayesian network 

reasoning, through probability decomposition, reduces 

the reasoning complexity to localize the operation. 

Through the edge processing and analysis of the 

elimination process, the decision rules can be tested by 

likelihood rate for all given large data sets to obtain the 

minimum error probability calculation samples [19]. 
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3.1 Optimization of clustering algorithm  

Based on the function model, an optimized 

clustering algorithm is constructed to divide the overall 

big data into multiple data intervals, which are stored 

through multiple files, and each file represents the 

corresponding interval. After scanning and comparing all 

the data, divide them into multiple sections, and sort and 

remove multiple files. The data quantity of each file is 

1𝑀 and 2𝑀 respectively. After the data is de duplicated, 

cluster analysis is carried out and Bayesian formula is 

used to calculate, that is calculated in Equation 5. 

 

 
2

log,log
M

nf
F

N
eMax

F

N
BIC 

















  (5) 

𝑀𝑎𝑥 𝛼 log 𝑒 (
𝑁

𝐹
, 𝛼)represents the effect of data and 

model integration; 𝑓(𝑛)𝑙𝑜𝑔 represents that when the data 

is closely integrated with the model, it should be taken as 

the negative amount of difference, while when combined 

with sparse, it should be taken as the compensation 

amount. Based on the specific specification of Bayesian 

formula and the organic combination of model and data, 

on the basis of meeting the clustering characteristics, it is 

necessary to calculate and analyze the model through 

multi-dimensional clustering algorithm. The input of this 

algorithm contains m objects. The objects in the same 

cluster have high similarity, on the contrary, the 

similarity is small. The algorithm description process is 

shown in Figure 3. 

 

 
Figure 3: Algorithm description process 

3.2 Complexity 

The space cost generated by the new algorithm 

needs to fully consider the characteristic samples of big 

data. If hierarchical clustering is used to optimize the 

clustering algorithm, all clusters to be clustered need to 

be reasonably set according to the serial mode, the total 

clustering time (𝑅) and the cost (𝑛). Then the space 

complexity (W) is expressed in Equation 6. 

 

 mmRnW log2  (6) 

In terms of optimization rules, when the model and 

data fusion are sparse, set x and y as the dimension of the 

data set. When dividing attributes, only scan the data set 

at one time, in which 𝑧 identifies clustering data, and the 

results will not be affected by factors such as 

multidimensional space and input order [20, 21]. Then 

the multi-dimensional spatial clustering can be found in 

time through the evaluation of weight and threshold, and 

the amount of calculation can be simplified. The total 

clustering time 𝑢 × 𝑛 is divided by the linear 

arrangement of the consumption time (𝑛) and the de 

duplication time (𝑚); Total weight removal time 𝑢 × 𝑛; 

Time complexity 𝑢 × 𝑚 2 log m, then the total time 

complexity of the algorithm is calculated by Equation 7. 

 

  mmumumumR log2  (7) 

3.3 Acquisition of project cost data 

There are two ways to obtain project cost data based 

on big data.  

i. There are generally two methods of internal 

collection in the platform. First method is to 

build a unified project cost information data 

collection template, collect and import the 

relevant data in the platform according to the 

user-defined unified specifications, so as to 

directly convert the target cost data information 

and store it in the local database for backup. The 

second method is to set up fields conforming to 

certain specifications on the relevant cost 

information platform, collect the information of 

the same field and store it in the local database 

[22].  

ii. The specific methods and principles are as 

follows: create a unified data exchange format 

through the corresponding platform interface, 

and realize the information exchange of relevant 

businesses inside and outside the platform. 

According to the collection method and the form of 

price change trend, we generally use the box method to 

process the project cost data studied in this paper. Before 

processing, we must first solve the problem of detection. 

For the detection of noise data, the change of cost data is 

mainly based on the overall change of market economy 

[23]. From the perspective of time series, it changes 

continuously, and is largely affected by the overall 

economic development. Generally, there will be no major 
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fluctuations and changes. We set the percentage of the 

annual change threshold range of cost data to 19%. 

Within the sampling range, the data points exceeding 

20% of the average value are regarded as noise, the 

regression curve is calculated, and its value is re solved 

and corrected [24-26]. Handling method of inconsistent 

data format: to deal with the problem of inconsistent data 

format, the common method is to establish a general data 

acquisition template and collect according to the general 

data template to ensure the consistency of data 

acquisition format. According to the requirements and 

characteristics of data analysis in this paper, the data 

acquisition template is established, as shown in Table 1 

and Table 2. 

 

 

 

Listing Type Accuracy Format Explain 

Region text -- -- Area code 

Number double 1 XXX 
Sample 

number 

Company text -- -- 
Collection 

unit 

Unit Price double 0.02 XX.XX Unit Price 

Single time Date s -- 
Acquisition 

time 

Source Date … -- Data sources 

Table 2: Template description - labor unit price expense 

template 

 

As the material cost accounts for a large proportion 

of the project cost, usually about 0% ~ 70%, the material 

price has a great impact on the specific final settlement 

results and decisions [27]. Therefore, this paper selects 

the material price as the research object, and focuses on 

the specific application of material price data in the fields 

of relevant project cost index prediction, project price 

information analysis and investment estimation. Due to 

the dynamic, massive, multi-source and heterogeneous 

characteristics of project cost big data, we choose K-

means clustering algorithm for specific solution [28]. 

 

4 Results and Analysis 
This section illustrates the analysis of results 

obtained by comparing the seismic forces and finally 

presents its discussion and summary. In this proposed 

model, cluster analyze the quotations of 20 local 

suppliers for composite Portland cement. 

 

Number Region Specifications 
Unit 

Price 
Source 

1 SSX PC32.1 452 
Merchant 

A 

2 SSX PC32.1 326 
Merchant 

A 

3 SSX PC32.1 419 
Merchant 

A 

4 SSX PC32.1 385 
Merchant 

A 

5 SSX PC32.1 453 
Merchant 

A 

6 SSX PC32.1 376 
Merchant 

A 

7 SSX PC32.1 413 
Merchant 

A 

8 SSX PC32.1 306 
Merchant 

A 

9 SSX PC32.1 378 
Merchant 

A 

10 SSX PC32.1 403 
Merchant 

A 

11 SSX PC32.1 487 
Merchant 

A 

… SSX PC32.1 … 
Merchant 

A 

20 SSX PC32.1 346 
Merchant 

A 

Table 3: Data acquisition results 

 

The 20 data listed in Table 3 are combined 

according to the price and serial number to obtain the 

initial data set 𝐴, 𝐴 is {𝑥1, 𝑥2, 𝑥3, … , 𝑥20}. Before 

calculation, it should be noted that K-Means algorithm 

must give K value before solution, which directly 

Number Region Unit Time Source 

1 Jiangsu yuan January Data survey 

2 Shanghai yuan February Data survey 

3 Beijing yuan March Data survey 

Table 1: Data collection template - labor unit price 

expense template 
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determines the accuracy and efficiency of the algorithm. 

This paper determines the 𝐾 value according to the 

following methods: firstly, compare the distance between 

each sample in the sample data set, select the point 

furthest from other points as the initial center point of the 

calculation according to the calculation results, and then 

determine the value of K through the newly generated 

classification [29, 30]. 

i. Select the two data with the smallest distance in 

the data sequence. In this example, the distance 

between the two points 𝑥9 and 𝑥12 is the largest. 

Take these two points as the center of the cluster 

for cluster calculation to obtain two cluster sets. 

 

They are: 𝑆21 = {𝑥9, 𝑥2, 𝑥4, 𝑥8, 𝑥10, 𝑥13, 𝑥14, 𝑥18} and    

𝑆22 = {𝑥12, 𝑥3, 𝑥5, 𝑥7, 𝑥11, 𝑥12, 𝑥16, 𝑥17}. 

 

ii. Combined with the above clustering calculation 

results, for the two clustering sets, first solve the 

first type of data and cluster center 𝑥9 

respectively, for example, to obtain the farthest 

distance of 83, the second type of data and 

cluster center 𝑥12 respectively, with the 

maximum distance of 85, and then select the 

point 𝑥11 with the maximum distance as the 

third cluster point. 

iii. Recalculate, select 𝑥9, 𝑥12 and 𝑥11 as three 

cluster centers, and calculate three cluster sets as 

follows: 

 

𝑆31 = {𝑥9, 𝑥2, 𝑥10, 𝑥20}, 𝑆32 = {𝑥12, 𝑥1, 𝑥5} and 

𝑆33 = {𝑥11, 𝑥3, 𝑥4, 𝑥6, 𝑥7, 𝑥8, 𝑥10, 𝑥13, 𝑥14, 𝑥15} 

 

iv. Calculate the distance between the data elements 

in the three set classes and each cluster center, 

continue the cluster analysis, and then obtain 

four cluster sets [31]. 

v. Based on the above calculation results, the 

cluster numbers of different cluster centers are 

listed, as shown in Table 4. 

 

Serial 

number 
Center point 

Numerical 

value 

Number of 

clusters 

1 9x  315 5 

2 11x  406 4 

3 12x  475 4 

4 18x  413 9 

Table 4: Cluster analysis results 

 

According to the analysis of the results of the 

clustering algorithm in Table 4 and Figure 4, point 𝑥18 is 

the center with the largest number of clustering samples 

in all clustering centers, so it can better reflect the real 

price of the market compared with other centers [32]. 

Taking this as an example, in the practical application of 

project cost budget and final accounts, we can analyze 

the market price of materials through the data mining 

algorithm proposed in this paper. By analyzing the 

solution results, we can assist relevant personnel to 

accurately grasp the market price information and help 

auditors judge the authenticity of price information in 

time. 

 

 
Figure 4: Results of clustering algorithm 

 

 
Figure 5(a): Result for different size of datasets for 

information loss 
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Figure 5(b): Result for different size of datasets for 

execute time 

 

Different number of records are separated from the 

grown-up dataset and assess the exhibition of further 

developed anonymity model on various size of datasets, 

as depicted in Figure 5 (a and b). As shown in this figure, 

execute time increment and information loss with the 

increasing size of datasets. Execute time rises quickly, 

yet the incensement of information loss reportedly slows 

progressively. Clearly, the rising size of datasets 

genuinely affects execution time on the grounds that the 

grouping system of finding proportionality classes is 

perplexing and time consuming. 

 

 
Figure 6: Performance comparison of time measured for 

dataset 1 

 

 
Figure 7: Performance comparison of time measured for 

dataset 2 

 

The performance of the proposed clustering scheme 

is measured on two different datasets, dataset 1 i.e., BoW 

(Bag of words) dataset and dataset 2 i.e., HOUSE 

(household electric power consumption) dataset. To 

analyze the performance of clustering cost of proposed 

algorithm we have compared it with existing baseline 

models. The value of 𝑘 is considered as 40 and 80 for 

BoW and HOUSE datasets. Figure 6 and 7 illustrates the 

experimental analysis of HOUSE and Bag of words 

(BoW) datasets and the total running time of proposed 

model is observed. It is observed from the 

experimentation that the proposed model achieves higher 

performance in comparison with K-means ++, K-means 

and K-means || when implanted to execute in parallel.   

 

5 Conclusions 
Different data analysis and mining methods are 

required for different purposes of project cost data 

mining under the background of big data. From the 

perspective of the selection and estimation of engineering 

unit price in construction enterprises, this paper 

summarizes the data mining process facing the 

characteristics of engineering cost data, and puts forward 

the method of analyzing and processing engineering cost 

data based on clustering algorithm. The proposed model 

provides a meaningful exploration for the research of 

massive engineering cost data mining. From the 

experimentation it is analyzed that the proposed 

clustering model achieves better time measurement when 

compared with existing baseline models. The clustering 

models based on computational intelligence are 

proposed. However, these intelligent technologies are not 

organically integrated. Machine learning and data mining 

technology have made great breakthroughs in today's 

academic and industrial circles. Therefore, how to 

integrate various intelligent technologies to give full play 
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to the functional characteristics of this kind of algorithm 

applied to cluster analysis is also one of the future 

research directions. 
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The most critical issue in manufacturing is known as resource allocation. This article demonstrates an 

intelligent data management consisting resource allocation mechanism. The aim of the proposed system 

is to provide timely and effective decision for the resource allocation. Aiming at the needs of general 

large-scale monitoring systems, this paper designs an intelligent data management system that can 

provide fast data query and relieve sudden data congestion through in-depth research on Oracle 

database and data division. To the data access request from the front desk, the system can respond 

quickly through the real-time data monitoring module and the online analysis software OLAP mode 

database, which has far-reaching significance for the development of the Internet of Things and related 

systems. The experimental results show that, compared with the traditional system, the same bitmap 

index only occupies about 1/30 of the original table, and the data size is reduced by more than 10 times. 

The proposed model is compared with other state of art classifiers for evaluating percentage efficiency 

and F score. The experimental data verifies the characteristics of the system in this paper to strengthen 

the background data receiving and processing capabilities, and alleviate the problems such as the 

reduction of the system running rate and even the system paralysis caused by the sudden mass data. 
 

Povzetek: Mehanizem dodeljevanja virov je implementiran s pomočjo inteligentnega sistema in baze 

Oracle. 

 

1 Introduction  
As a new generation of monitoring system 

development, IP-based network digital monitoring 

system has gradually become the main monitoring 

method in the contemporary era. At present, most of the 

monitoring is mainly used for indoor video monitoring 

with a small empty range. However, with the vigorous 

development of the Internet of Things technology, the 

information transmission technology with the object state 

as the basic data has broadened the development of the 

monitoring system [1]. More and more monitoring 

systems are gradually developed to rely on the Internet of 

Things technology to conduct unmanned monitoring in 

large outdoor spaces, such as intelligent bridge health 

detection, intelligent fire protection systems, 

environmental monitoring, etc. These systems play an 

important role in people's lives. A typical database - the 

modular design of Oracle database in intelligent data 

management system is shown in Figure 1 [2].  
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Figure 1: Modular design of Oracle database in intelligent data management system 

 

In order to solve this problem in the monitoring 

system of the Internet of Things, this topic gives the 

detailed optimization design and the specific realization 

of the system from various aspects. The main research 

content of this topic is to develop the data layer of a new 

generation monitoring system based on the Internet of 

Things technology. In view of the impact of the sudden 

massive data generated by high-frequency collection on 

the background server, it can effectively solve the 

problem of excessive data loading and data volume. Too 

large and other problems [3]. Through in-depth research, 

there is still no universally applicable solution in the field 

of Internet of Things monitoring in China. The research 

on the undergraduate topic can effectively fill this gap, 

and the problem of reading and writing sudden massive 

data has been effectively discussed. It provides 

theoretical help and experimental data reference for 

relevant researchers in the future. The final output of this 

project is a data model that can solve the sudden massive 

data loading and reading and writing. This model can 

provide good support for the background data layer of 

the Internet of Things monitoring system and avoid the 

above problems caused by data [4, 5]. 

The rest of this article is organized as: Section 2 

presents the most recent work carried out in the field of 

intelligent data management system. Section 3 consists 

the information about research methodology including 

system overflow and the implementation of business 

logic layer. The results and analysis part of the proposed 

scheme is covered in section 4. Section 5 describes the 

concluding remarks along with the future scope.  

 

2 Related work 
In this section the most recent work in intelligent 

data management system is discussed. One of the biggest 

characteristics of traditional monitoring systems is that 

there is less human-computer interaction, and the 

monitoring content is mostly image information. The 

amount of system data is usually maintained at a scale 

that increases linearly, and there is often a lack of 

analysis of the overall fluctuation trend of data over time 

[6]. The biggest feature of the new monitoring system 

based on the Internet of Things technology is to use the 

network to complete state-based monitoring, and to use 

the change trend of the monitoring object's own state as 

the standard for monitoring and analysis, so as to obtain 

comprehensive state information of the monitoring 

object. This system greatly increases the number of 

people According to the content of computer interaction, 

the monitor can change the monitoring mode according 

to the needs, which makes the originally stable growth of 

data volume more unpredictable [7]. Usually, due to the 

special needs of monitoring, high-density status 

collection of monitoring objects in a specific range will 

be performed, resulting in inevitable information peaks, 

which will bring greater data processing pressure to the 

background server processing. When the amount of data 

is overloaded, it may cause server congestion, slow 

message response, or even server crash. In order to avoid 

the problem of reading and writing caused by sudden 

massive data, it is necessary to provide a data layer 

structure suitable for the monitoring system mode, so as 

to perform data buffering and fast reading and writing of 

these data [8]. 
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At present, there are few researches on the sudden 

mass database in the Internet of Things. Especially for 

massive data processing, basically most of the research 

papers are mainly analyzed in a database environment, 

such as the discussion of database partitioning 

technology, and the domestic research situation such as 

data table index design scheme as follows. Meng 

introduced a study from the National University of 

Defense Technology realized a real-time loading 

technology for TB-level massive data, and proposed a 

real-time loading system based on this technology. It 

mainly uses the SQL*Loader mechanism in the Oracle 

database to quickly process data storage, while using 

Database-specific swap partition method to quickly 

complete data loading [9]. Guo et al. from the School of 

Computer and Electronic Information of Guangxi 

University proposed a method to process massive data on 

a server, which avoids a series of huge initial hardware 

investment caused by the use of minicomputers with 

strong data storage capabilities at the hardware level 

question [10]. Zhen et al. from the Department of 

Ordnance Science and Technology of the Naval Aviation 

Engineering College proposed a realization method of 

multi-threading and double-buffer theory in the field of 

real-time data reception and storage [11]. Chen et al. 

gave a design and implementation of a massive burst 

signal acquisition system, and proposed an effective 

solution to the problems involved in high-speed 

acquisition frequency [12]. 

Foreign countries are much more in-depth than 

domestic research in massive data research. For example, 

the PI real-time database system developed by OSI 

software company in the United States is one of the most 

popular real-time databases today. It uses revolving door 

compression technology and secondary filtering 

technology to compress the massive data loaded into the 

database extremely efficiently, saving a lot of money. 

Hard disk space [13]. Research such as MARS [14] 

developed by Southern Methodist University, and 

System [15] in Princeton University’s “Mass Storage 

Machine” project designed the “master version” of the 

database into the memory environment to make the 

system as a whole Architecture with greatly improved 

performance. Mitzutani et al. [16] presented a parallel 

processing structure using dual CPUs on the recovery 

architecture. Sidlauskiene [17] proposed a method based 

on the combination of log and shadow to solve the 

problem of occupying more memory space and needing 

to maintain a large number of page pointers. 

Research on loading massive amounts of data in 

database clusters is still in its infancy. The American 

Supercomputer Application Center and the Department 

of Astronomy of Illinois State University jointly 

conducted research on the storage and query system for 

massive astronomical data [18]. The SDSS project in the 

United States has studied how to use SQL server clusters 

to quickly store data [19]. The evolution of artificial 

intelligence and Internet of Things is considered for 

several industrial applications and contributing towards 

social life [20-23]. 

In general, the current massive data processing 

technology is still a hot research topic, especially in 

today's booming Internet of Things, the stored data not 

only far exceeds the data generated by previous 

applications, but also has higher storage requirements. 

more stringent requirements. As a problem often faced in 

the development and application of current and future 

actual systems, the sudden mass data processing 

technology is the focus of research and solution. 

 

3 Research methodology 
This section includes the research design and methods 

about the system overflow. The implementation of 

business logic layer is also presented in this section.  

3.1 System workflow 

In order to meet the cross-platform characteristics 

and facilitate the general application in the Internet of 

Things, the background communication method adopts 

Web Service connection port, which enables unimpeded 

communication between Java EE architecture and .Net 

architecture [24]. In business, data is buffered by means 

of double buffering technology and file writing, and 

Memcached technology is also used to process, buffer 

and store data in memory, and then use multi-threading 

and batch processing to load data in the background [25]. 

Secondly, in terms of database, Oracle database is used 

to save data, which is mainly divided into two parts: real-

time database and historical database. The sudden 

massive data is mainly stored in the real-time database, 

so this paper will elaborate on the design and 

implementation of the real-time database [26]. The 

background part mainly solves the problem of 

suddenness, mainly using buffering technology and 

caching technology to solve the problem of reading and 

writing, so the database is implemented by a single 

database. The main monitoring function process of the 

system is shown in Figure 2. 

 

 
Figure 2: Flow chart of burst massive data collection 

function 
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The above process is the main execution steps when 

data is collected at high frequency. When the data is 

collected by other methods such as low frequency, the 

basic steps are the same as above. When performing data 

query, it mainly performs database access operations. 

3.2 Implementation of business logic layer 

The business logic layer mainly processes and 

responds to various requests of users on the server side, 

maintains the timed task queue, and continuously 

schedules the acquisition card for data collection 

according to the acquisition task. Using in-memory 

databases and caches to improve data processing 

efficiency [27]. 

Basic operations mainly include basic transaction 

operations such as adding, deleting, updating, and 

querying [28] performed by the user in the foreground. 

This module is responsible for receiving and parsing user 

requests from the foreground, and calling the 

corresponding module to access the database to obtain 

information, or modify the database content. After that, 

the obtained data is packaged according to the rules and 

returned to the front-end user for display. 

The operation of the server on data interacts with 

the database through the ORM framework. The main 

monitoring objects are encapsulated by the decorator 

pattern in the design pattern idea. Taking the bridge 

object in bridge monitoring as an example, the class 

diagram is depicted in Figure 3. 

 
Figure 3: Basic module class diagram 

 

IBridge completes the basic function definition of 

bridges, such as bridge number query, bridge parameter 

setting, bridge health status, etc. The Bridge class 

implements the IBridge interface, and rewrites each 

method as a concrete implementation. The 

BridgeDecorator class is used as the decoration class of 

the Bridge, and the Bridge object is called as a basic 

property. At the same time, the BridgeOperator inherits 

from BridgeDAO, which will extend the function of the 

database access class, and also exists as a base property 

for BridgeDecorator. In this way, new methods about 

bridges can be dynamically added to the 

BridgeDecorator. This interface-oriented design method 

meets the characteristics of JavaEE programming and is 

easy to maintain and upgrade. 

The construction of other basic modules is similar to 

the above-mentioned modules. For example, the modules 

such as Line, Section and other modules complete the 

operation of business logic and database access by 

constructing their respective Decorator and Operator 

modules.  

 

4 Results and Analysis 
This section presents the description of result analysis 

of proposed scheme and the performance comparison of 

various indexes is also discussed in this section. 

4.1 Data calculation transfer and batch 

loading method 

The test data is mainly divided into 100,000 data 

loading and 1 million data loading. The data loading 

request is sent to the server through the simulation 

acquisition module to observe the processing efficiency 

of the system. 

When performing a single insert operation of 

100,000 pieces of data on the voltage acquisition table 

with calculation operation in the Oracle database, the 

average time for multiple sets of data is 2 minutes and 27 

seconds; it is modified to a single insert operation of 1 

million pieces of data. The data shows an average time of 

23 minutes and 31 seconds. Instead, use 10 data as a 

group for batch data loading, and perform the insertion 

operation of 100,000 data in the voltage acquisition table 

with calculation operation. Multiple sets of data show 

that the average time is 2 minutes and 17 seconds; 

modified to 1 million data. For the insertion operation, 

multiple sets of data show that the average time is 23 

minutes and 5 seconds. Using this batch method for 

insertion operations, the performance improvement is not 

obvious. The data is inserted directly into the database 

without calculation. In a single insert operation of 

100,000 pieces of data, the average time of multiple sets 

of data is 19 seconds; if it is modified to a single insert 

operation of 1 million pieces of data, multiple sets of data 

show that the average time was 4 minutes and 44 

seconds. Instead, 10 pieces of data are used as a group 

for batch data loading, and 100,000 pieces of data are 

inserted without calculation operations. Multiple sets of 

data show that the average time is 14 seconds; Multiple 

sets of data show that the average time is 3 minutes and 

20 seconds. 
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Figure 4: 100,000 data insertion tests 

 

To sum up, it can be seen that when the server is 

used for batch data loading, as the amount of inserted 

data increases, the data insertion efficiency also increases 

gradually, but the efficiency does not increase linearly, 

and the efficiency increase is limited. If the calculation 

processing of the data is performed on the database, the 

consumption time is about 6 to 8 times compared with 

the simple insertion operation. 100,000 pieces of data are 

shown in Figure 4, and 1 million pieces of data are 

shown in Figure 5. 

 

 
Figure 5: 1 million data insertion tests 

 

When the amount of data is large, it is not advisable 

to temporarily buffer the data with memory, so the data 

needs to be cached in another way. Considering that 

Oracle database has a file bulk loading mechanism, a 

large amount of data can be buffered into files [29]. 

When the burst data is all stored in the form of files, 

the database tool SQL Loader is used to import the 

massive data into the database in parallel in the form of 

files. Taking 100,000 pieces of data as the test unit, it 

takes 0.23 seconds for the data to be buffered to the file, 

2 seconds for batch importing into the database, and the 

comprehensive time is less than 2.2 seconds; with 1 

million pieces of data as the test unit, the time for data 

buffering to the file is 6.8 seconds Second, the batch 

import database takes 110 seconds, and the 

comprehensive time is less than 117 seconds. 

Although using SQL Loader to load data is not as 

efficient as direct bulk loading, this method does not 

have the risk of memory overflow and is more reliable. 

Through the analysis of the experimental data, it is 

known that when the data loading rate is higher than 

100MB/S~150MB/S, the system is very likely to have 

the risk of memory overflow, so the method of loading 

the data into a file should be used for processing [30]. 

4.2 Data query 

First, the B-tree query efficiency is compared. Data 

query experiments are carried out in four data tables. The 

data volumes in the data tables are 10,000, 100,000, 1 

million, and 10 million, respectively. By building a B-

tree index on it and querying it, the number of consistent 

reads per table is 3 data blocks, 3 data blocks, 4 data 

blocks, and 4 data blocks, respectively. It can be seen 

that even when the amount of data is very different, when 

conditional queries are performed on fields with unique 

constraints, the resources they consume, that is, the SQL 

execution efficiency, are almost indistinguishable. 

However, if the index is not built, the data consistency 

read will be greatly increased. Through experiments, it is 

found that there are 750, 8823, 102391, and 894721 data 

reads and writes respectively. This is extremely 

inefficient for massive data query. The index 

performance comparison chart is depicted in Figure 6. 

 

 
Figure 6: Performance comparison between B-tree index 

and full table scan 
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Figure 7: Performance comparison of various indexes 

 

Secondly, for the parameter table, in some cases, the 

use of bitmap index can have a better improvement. 

When the data dispersion is very low, the use of B-tree 

index is often not a good choice [31]. As shown in Figure 

8 below, for a parameter table with a data volume of 

10,000, by constructing bitmap index and B-tree index to 

count and query parameters, the query efficiency under 

the bitmap index is significantly higher than the other 

two. 

In addition to greatly improving the execution 

efficiency of specific queries, bitmap indexes can also 

greatly reduce the disk space occupied by the index. For 

a table with a data volume of 100,000, the space 

occupied by the B-tree index is basically more than half 

of the original table, while the same bitmap index only 

occupies about 1/30 of the original table, and the data 

size is larger than that of the B-tree index. More than 10 

times smaller. 

Finally, by adopting the partition strategy, the 

acceleration effect can also be mentioned for the query. 

For data tables, large-scale query operations are not 

suitable for indexes, and the database optimizer often 

uses partitions to query data directly. For example, in a 

large-scale data query in a data table with a data size of 

50,000, due to the use of partition pruning, the efficiency 

of range partitioning will be higher than that of hash 

partitioning and other partitioning strategies. When 

performing a specific data query, that is, using "=" to 

determine, the data query efficiency of hash partitioning 

will be higher than that of range partitioning and other 

partitioning strategies. From a purely performance point 

of view, hash partitioning has high performance when the 

field repetition rate is low and the operation result set is 

small. For range partitioning and list partitioning, if the 

data is the same, the execution plan of the two is roughly 

the same, that is, there is no big difference in 

performance, but list partitioning can solve some specific 

data distribution problems, which is beneficial to the data 

according to certain way to manage [32]. 

 
Figure 8: Efficiency and F score analysis of proposed 

scheme 

 

The performance analysis of proposed scheme in terms 

of efficiency and F score is compared with existing state 

of art classifiers. This performance comparison is 

presented in Figure 8. The simulation results in terms of 

efficiency and F score of the proposed system and 

existing state of art systems are analyzed and the result is 

depicted in the above figure. The proposed scheme has 

the highest efficiency (95%) and F score (90%). The 

simulation analysis is done in less than 10 minutes and 

the overall performance is analyzed. It is observed from 

the analysis that the proposed scheme has superior 

performance in comparison with existing systems such as 

support vector machine (SVM), particle swarm 

optimization (PSO), fuzzy logic (FL), and decision tree 

(DT).  

 

5 Conclusion 
Through the research of the subject, the design and 

implementation of the monitoring system to deal with the 

sudden mass data have been basically completed, and the 

data test has been carried out for the part that has been 

realized, and good results have been obtained. The 

experiments have proved that by using double-buffering 

multi-threading and loading data, good processing 

efficiency can be obtained in a single-database 

environment. Although there are many problems in the 

design and implementation of sudden massive data, such 

as memory cache and multi-threaded data processing, 

etc., but in the end, they have been well solved by 

consulting the data, not only making them aware of the 

sudden massive data. With a deeper understanding of 

handling, the abilities are also exercised to solve 

scientific research problems. At present, there are still 

many aspects of the data layer that need to be studied in 

depth, such as distributed databases and other issues. 

From the experimentation, it is analyzed that the 

proposed model achieves better efficiency and F score 

when compared with existing state of art classifier such 

as SVM, PSO, FL and DT.  
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However, it is believed that with the continuous 

development of monitoring system technology and wider 

research on IoT-related applications on the basis of 

current popular cloud computing and cloud storage 

technology, there will be a lot of application space. The 

Internet of Things monitoring system with the help of 

new technology will have a better solution for the 

processing of sudden massive data. At that time, data will 

no longer be the bottleneck of system operation, and the 

Internet of Things will be widely used in society, 

bringing greater benefits to the society. 
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This article solves the problem of China's construction industry adopted by the traditional extensive 

construction mode for a long time. The traditional methods was falling behind as they have the largest 

number of accidents among various types of safety accidents in the construction industry. This paper 

puts forward a new mode of fine construction management based on BIM. This article depicts the 

experimental analysis considering 277 accidents of falling from height, accounting for 54% of the total. 

There were 72 collapse accidents, ranking second among all types of safety accidents in the construction 

industry. It further discusses the application measures and benefits of BIM Technology in fine 

management from four aspects of quality management, schedule control, cost management and safety 

management. It is demonstrated from experimentation that BIM Technology has brought good economic 

and social effects to aid fine management. 
 

Povzetek: S strojnim učenjem in pomočjo BIM tehnologije so bile analizirane nesreče v kitajskem 

gradbeništvu. 

 

 

1 Introduction  
China's construction industry has adopted the more 

traditional extensive construction mode from a very long 

time. With the improvement of the construction market, 

prefabricated buildings have gradually attracted 

extensive attention [1]. As the main difference between 

prefabricated buildings and traditional buildings, the 

construction site of prefabricated buildings is not only in 

the assembly site, but also in the manufacturing plant. It 

is precisely because of the extension of the construction 

site that the construction management becomes more and 

more complex, from the traditional single management 

of the construction site to the current project 

management of both manufacturing plant and 

construction site. In addition, the construction mode is 

changed from wet operation to dry operation, and from 

cast-in-situ to assembly, which also changes the whole 

construction management system [2].  

At the same time, due to the development of the 

construction technology of prefabricated buildings, the 

traditional problems existing in prefabricated buildings, 

such as the connection quality of components and fittings 

and the production and manufacturing of large 

components and fittings, have been solved, thus 

promoting the rapid popularization of prefabricated 

buildings to a certain extent. However, in the process of 

popularization, with the extension of the management 

chain and the increase of the management process, new 

problems continue to emerge. In order to coordinate the 

construction process of prefabricated buildings at the 

management level, improve the construction 

management efficiency of prefabricated buildings. It 

further promotes the development of prefabricated 

buildings from the management level has become a 

major problem to be solved [3]. The major applications 

of BIM technology in building designing are depicted in 

Figure 1. 
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Figure 1: The major applications of BIM technology in building designing 

 

The research gap lies in the view of the complex 

management problems of prefabricated buildings. This 

paper contributes in introducing BIM Technology into 

the construction process of prefabricated buildings, in 

order to find an appropriate construction application 

management mode of prefabricated buildings based on 

BM technology. With the help of the built BM model 

platform, it can effectively coordinate the management of 

manufacturing plant and assembly site. The proposed 

methodology can eliminate the information island effect 

in the management process, and integrate a series of 

management processes such as production and 

manufacturing, logistics and transportation. It further 

addresses the temporary storage and on-site assembly of 

components and parts, so as to provide some reference 

for the application of BIM Technology in the 

management of assembly building construction. 

Further, this article is organized as: section 2 

presents the literature review followed by discussion of 

methods in section 3. Research results of 

experimentation are depicted in section 4 followed by 

conclusion in section 5.  

 

2 Related work 
With the rapid development of society and the 

advancement of urbanization, the requirements for the 

construction industry are higher and higher. Fabricated 

building components are made in factories, with fast 

construction speed, good precision and quality. They can 

meet the green building design and construction 

requirements of "four sections and one environmental 

protection" to the greatest extent. They are in line with 

the development of modern construction industry and 

have received strong support from China [4]. The 

development of BIM Technology in China is relatively 

late. At present, it is mainly concentrated in the design 

stage, and its application in prefabricated building 

construction project management is relatively small. Guo 

and Wei combined with the characteristics of 

prefabricated buildings and BIM Technology, analyzed 

the application value of BIM Technology in the whole 

life cycle of prefabricated buildings, and established a 

collaborative platform of prefabricated buildings based 

on BIM Technology [5]. Li et al. used Revit API and c# 

high-level programming language technology to establish 

the data statistical analysis process of light assembly 

construction process [6]. Szelag discussed the application 

of BIM Technology in the design and construction of 

prefabricated buildings from four aspects: model 

creation, collision detection, progress simulation and 

real-time roaming [7]. Zhang constructed the ISM model 

of restrictive factors and believed that the fundamental 

reason restricting the development of prefabricated 

buildings in China is the lack of professionals [8]. Wesz 

et al. constructed the assembly building integration 

system based on BIM platform, which promoted the 

application of BIM Technology in assembly building [9]. 

Qianqian put forward the assembled building 

management mode with BIM Technology as the 

information means and lean construction as the guiding 

ideology [10].  

Abey and Anand established the maturity evaluation 

model of BIM Technology in the construction stage of 

prefabricated buildings [11]. Ngo et al. constructed a 

BIM application capability evaluation model of 

prefabricated buildings based on grey clustering, and 

proposed a new construction management and quality 

control method of prefabricated system based on BIM 

Technology and laser scanning [12]. Wang and 

Srinivasan established a quality management system for 

assembly component production by combining the core 

values of BIM Technology and RFID technology [13]. 

Serrano analyzed the role of BIM Technology in pre-

construction planning, component management and 

control, construction schedule management, site dynamic 

layout and cost management of prefabricated buildings 

[14]. However, the construction process of prefabricated 

buildings is different from ordinary cast-in-situ buildings. 

Its construction site is not only a construction site, but 

also a factory. 
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Figure 2: Development trend of prefabricated building construction 

 

The cost management, quality management, safety 

management and schedule management in these two 

aspects can be better and faster realized under the 

coordination of BIM Technology, as shown in Figure 2. 

Therefore, it is of great theoretical and practical 

significance to analyze the role of fine management in 

the process of prefabricated building construction from 

BIM Technology. 

 

3 Research method 
Fine construction management is to control the 

details of the construction process accurately and 

standard, so as to save resources and reduce costs to the 

greatest extent [15]. BIM Technology is the integration 

and circulation of various information of buildings, 

which can provide complete and accurate information for 

fine construction and improve the efficiency of fine 

construction management. In previous engineering 

projects, BIM and fine construction management were 

not used at the same time, but from the perspective of 

theoretical research, it is feasible to apply BIM concept 

and fine construction management to engineering 

projects. 

3.1 BIM Technology and fine construction 

management have common goals  

Fine construction management is to formulate a 

specific and clear responsibility system from the 

perspective of management, implement the responsibility 

requirements of each participant, minimize the resources 

consumed in the construction process, achieve accurate 

control of the construction process, reduce material waste 

and reduce construction cost [16]. BIM Technology is to 

accurately divide the tasks by stages through 

information, visualization and other means, simulate the 

construction process, find a weak link in the process, and 

correct the construction scheme in time, so as to reduce  

 

the construction cost and improve the project benefit. It 

can be seen that the objectives of the two are the same, 

and ultimately to reduce the construction cost. 

3.2 Both refined construction management 

and BIM require the participation of all 

units  

BIM is an information sharing technology in the 

whole life cycle of buildings, which involves many 

participants and each stage of construction, and requires 

the cooperation and exchange of each participant such as 

the owner, the design unit and the government [17]. 

Refined construction management is a comprehensive 

management method, which penetrates into every link of 

the work. Each activity participant needs to form refined 

ideas and earnestly implement the refined system. Form a 

corporate culture with the fine concept as the core, which 

is an important guarantee for fine construction 

management. Both have a common mass base and are 

consistent in terms of participants. 

3.3 Fine construction management can 

make up for the deficiency of BIM from 

the management level 

At present, most of the research and application of 

BIM in China are focused on the technical aspects of 

drawing deepening design, site dynamic layout, 

construction progress simulation, construction process 

simulation, BIM calculation, pipeline comprehensive 

optimization and so on, lacking the research on the 

management mode based on BIM Technology. To really 

use BIM well, we not only need advanced software and 

single node technology application, but also need 

advanced management scheme to match it, so as to give 

full play to the role of BIM, grasp the construction 
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objectives as a whole, reduce resource waste and ensure 

the completion of  

construction objectives. Through fine construction 

management, the deficiencies in BIM management are 

made up, and the obstacles to the development of BIM 

Technology are eliminated from the root [18]. 

3.4 BIM Technology in turn promotes the 

development of fine construction 

management 

BIM Technology injects "information" elements 

into fine construction management, which in turn 

promotes the development of fine construction 

management [19]. The core of BIM is to realize the 

transmission and sharing of information. BIM model 

stores all kinds of building information. This building 

information model can be used as the basis of the project, 

provide accurate and real data for the construction of 

various disciplines, optimize the construction scheme, 

and reasonably allocate the use of personnel and 

materials, so as to promote the development of fine 

construction management. 

3.5 The refined construction management 

integrated with BIM Technology is 

more operable 

The application of BIM in fine construction 

management provides accurate and real data support for 

fine management, so that the work is refined and the 

assessment quantification is based on, rather than based 

on experience. So that the fine management is no longer 

an empty rules and regulations, but carried out with good 

reasons, which enhances the operability of the fine 

management. 

The construction fine management mode based on 

BIM includes fine management objectives, management 

contents, management elements and management system. 

BIM based construction fine management mode is based 

on fine management and BIM Technology as the core. It 

decomposes and refines the construction process 

accurately and in detail, implements the responsibilities 

of each step, and clarifies, concretizes and quantifies the 

responsibilities, with the main goal of minimizing the 

resources occupied by management and reducing 

management costs. Figure 3 depicts the construction fine 

management mode based on BIM [20]. 

Under the traditional mode, the quality control of 

engineering projects is mainly in the design and 

construction stages, and mainly carried out by the 

construction unit, the construction unit and the 

supervision unit. Generally, the quality of the project is 

inspected and accepted by relevant units or personnel 

organized by the supervising engineer (or the project 

leader of the construction unit) on the basis of the self-

inspection and evaluation of the construction unit 

according to the qualified quality standard [21-23]. The 

whole process of project quality control under the 

traditional mode is shown in Figure 4. 

Under the traditional mode, the construction unit 

generally enters the project from the bidding stage of the 

project, and rarely or basically does not participate in the 

design of the project. Therefore, the quality control in the 

design stage of the project is mainly responsible by the 

design unit and the construction unit. The work content 

of quality control in the design stage mainly includes two 

aspects: the control of quality standards adopted by the 

project and the control of design work quality itself 

[24,25]. 

In recent years, with the maturity of the 

construction market, Chinese construction enterprises 

have gradually established a quality-oriented business 

philosophy, which has steadily improved the quality 

level of construction projects. However, the extensive 

construction management mode cannot be completely 

changed in the short term. The construction quality 

control system under the old mode is still adopted by 

most projects, and there are still many problems in 

construction quality: 

i. In the traditional working mode, there are a 

large number of CAD drawings in the construction stage, 

and the drawings of various disciplines are independent 

of each other, resulting in the disharmony between a 

large number of drawings, which brings hidden dangers 

to the construction. At the same time, for buildings with 

strange shapes and complex structures, two-dimensional 

drawings are difficult to express and workers are difficult 

to understand, making technical disclosure difficult, 

which may cause construction quality problems. 

ii. The project lacks construction quality control 

scheme. At this stage, the project quality control mainly 

depends on supervision, self inspection and spot check. It 

is too late to check the construction problems, and the 

hidden dangers cannot be eliminated before they occur. 

iii. The key parts of quality control are not included 

in the construction scheme. The quality inspectors are not 

clear about the location, testing time and requirements of 

quality inspection objects, resulting in non-standard 

inspection in the construction process, untimely quality 

inspection and evaluation, and the project management 

personnel do not understand the quality of the 

construction process. The construction quality will not be 

evaluated as a whole until the project is completed. 

iv. The construction of engineering project is a 

systematic and complex process, which requires mutual 

coordination and cooperation between different 

disciplines and types of work. However, in engineering 

practice, due to different majors or different affiliated 

units, it is difficult to coordinate and communicate 

among various types of work in advance. This leads to 

the poor coordination of various professional types of 

work in the actual construction, resulting in the 

discontinuous progress of the project, or the need for 

frequent rework, as well as the collision, even mutual 
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destruction and interference between various types of 

work, which seriously affects the quality of the project. 

For example, the work sequence arrangement of other 

professional teams such as water and electricity and the 

main construction team is unreasonable, resulting in the 

arbitrary gouging and opening of bearing walls, plates, 

columns and beams during the construction of 

hydropower, which destroys the main structure and 

affects the quality problem of structural safety. 

v. China has strict regulations and division on the 

quality of building materials, and individual enterprises 

also have their own quality standards for the use of 

materials. However, in the actual construction process, 

the management of building material quality is often not 

paid enough attention. In order to pursue additional 

benefits, individual construction units will intentionally 

or unintentionally use some non-standard engineering 

materials in the construction process of engineering 

projects, resulting in problems in the final quality of 

engineering projects. In the traditional two-dimensional 

design, the disciplines and drawings are independent and 

not related to each other, so it is inevitable that there will 

be some problems of disharmony between the drawings. 

In BIM model, each individual building component is 

represented only once, such as shape, attribute and 

position in the model. All drawings, reports and analysis 

information sets obtained in the same version of BIM 

model are interrelated, and they are changed and updated 

everywhere. This function can solve the problem of 

disharmony among drawings. And in the process of 

establishing the three-dimensional model, we can have 

an intuitive and comprehensive understanding of the 

project, so as to find the errors and defects in the design 

before the project construction, improve the engineering 

design quality and eliminate the engineering quality 

problems from the source. The speed and accuracy of 

establishing BIM model are very key. The speed and 

accuracy of modeling directly affect the effect of later 

engineering application. Autodesk Autodesk Revit 2015 

software is selected for the initial modeling of the 

project. Revit has the powerful functions of architectural 

design, structural design and electromechanical design 

modeling, and can accurately and flexibly represent the 

geometric and physical characteristics of components. In 

the Revit model, all drawings, plan views, 3D views and 

schedules are established in the same database of the 

building information model. There is a close correlation 

between the 3D model and the drawings, so one 

modification will be automatically modified everywhere 

else, saving a lot of manpower and time to adjust the 

drawings and ensure the coordination between the 

drawings. At the same time, you can accumulate and 

create your own parametric family library, and create the 

current model by adjusting the parameters of the original 

component family when creating the model, which can 

greatly improve the modeling speed [26-28]. Complete 

the establishment of BIM model within the specified 

working days, record the errors found in the drawings 

during the creation process, and submit them to the 

designer in writing for modification opinions. See 

drawing joint review record Table 1 for some parts. 

 

 

 
Figure 3: Construction fine management mode based on BIM 
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Figure 4: Quality control process of engineering project under traditional mode 

 

 

  

Project name 
Phase II (C10 plot) project of resettlement 

housing in a large residential community 
Major 

Civil 

engineering 

Joint examination 

place 
Project meeting room Date  

Serial number Drawing No Questions about drawings Reply comments 

1 

Building 

construction-

01 and 

construction-

03 

The distance between axis m 

and axis L between axes 15-

17 is inconsistent with the 

two drawings 

Subject to building construction-01 

2 

Structural 

construction-

04 

On the 11m floor of axis L 

and axis A, the beam 

position is inconsistent with 

the elevation. In the 

architectural drawing, the 

roof beam is aligned with 

the lower part. 

Change the beam position to align 

with the lower part 

3 

Structural 

construction-

01 

In the first point of 3.10, in 

the strength grade of 

concrete components, the 

rest floors of the frame 

beam of the main building 

are (soil above 0.000) C30, 

and the rest floors of the 

main floor slab are (soil 

above 0.000) C25. The 

The strength grade of slab concrete 

shall be changed to that of frame 

beam of the same floor 
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concrete strength of the 

beam slab is different. Can 

the concrete strength grade 

of the beam slab be changed 

to the same strength grade? 

Is it feasible? 

4 

Structural 

construction-

05 

There is no dimension for 

the opening beam at the 

junction of axis D and axis 6 

of the second floor beam 

According to the size of opening 

beam on the first floor 

5 

Structural 

construction-

08 

The beam between axis F 

and axis G on axis 7 is not 

marked 

The beam is kl16 

6 

Structural 

construction-

08 

There is no kz-15 method in 

the column table 

To the top of the third floor, the 

reinforcement shall be kzi5 on the 

first floor 

Table 1: Drawing joint review record 

 

4 Results and Analysis 
Due to the characteristics of the construction 

industry and low safety investment, the labor 

environment and safety situation of construction workers 

are not optimistic. According to the accident statistics of 

the project quality and safety supervision department of 

the Ministry of housing and urban rural development. 

The statistics of safety accidents in China's construction 

industry are shown in Figure 5, and the statistics of 

accident deaths are shown in Figure 5. It can be seen that 

the number of safety accidents and deaths maintain a 

downward trend, and the safety production situation 

tends to be stable on the whole, but it is still at a high 

level, and the decline is not obvious. 

The complete comparison of accident number with 

corresponding accident fatalities is depicted in Figure 7. 

The types of production safety accidents in China's 

construction industry are shown in Figure 8. The types of 

construction safety accidents in China mainly include 

falling accidents, collapse accidents, object strike 

accidents, etc. It can be seen that falling from height has 

the largest number of accidents among various types of 

safety accidents in the construction industry. It is 

revealed that 277 accidents, accounting for 54% of the 

total while collapse accidents ranked second among all 

types of safety accidents in the construction industry, 

with 72, accounting for 15%. The third type of safety 

accidents in the construction industry is object strike 

accidents, 66, accounting for 15%. Lifting injury 

accidents, machine injury accidents and electric shock 

accidents account for 10%, 5% and 2% of the total safety 

accidents respectively, ranking 4th-6th respectively. 

 
Figure 5: Number of accidents 

 

 
Figure 6: Accident fatalities 
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Figure 7: Comparison of accident number with 

corresponding accident fatalities 

 

 
Figure 8: Accident types in the year 2020 

Based on the above safety statistics of China's 

construction industry, it can be seen that the current 

safety production situation of China's construction 

industry is still not optimistic, safety accidents are still 

not effectively controlled, causing huge economic losses, 

casualties and unnecessary losses every year. Falling 

from height, collapse and object strike are the most 

frequent types of accidents. The cumulative number of 

the above three types of safety accidents accounted for 

about 80% of the total number of accidents in 2020, and 

the mortality rate is also the highest among all kinds of 

accidents.  

The main causes of safety accidents include non-

standard construction market behavior, imperfect safety 

management system, ineffective preventive measures, 

incomplete elimination and treatment of hidden dangers 

in safety production, backward safety management level 

and technology, weak safety awareness of construction 

workers, taking chances and not strictly abiding by 

professional norms. The understanding of the 

construction process is not thorough enough, and there 

are potential safety hazards in the construction process or 

site layout. The difficulty of fall prevention management 

of large-scale construction projects is that it is difficult to 

find all edges and openings that need protection [29,30]. 

The traditional management method is mainly based on 

the two-dimensional drawings and the environmental 

inspection and supervision management of the 

construction site to find the four openings that need 

protection: staircase, elevator, entrance and exit and 

reserved opening.  

Five temporary edges: the periphery of balustraded 

balcony, the periphery of roof without external frame 

protection, the periphery of frame engineering floor, both 

sides of stair ramp and the outer side of unloading 

platform. With heavy workload and low efficiency, it is 

difficult to find all potential falling safety hazards of the 

project and formulate corresponding safety protection 

measures in time. For the safety measures of openings, 

the safety protection measures taken for openings of 

different sizes are different, as shown in Table 2. 

 

Opening size Safety measures 

Greater than 150 cm 

Guardrail protection and 

safety flat net protection 

shall be added around the 

opening 

50-150 cm 

A layer of grid grid formed 

by fastening steel pipes 

must be set and covered 

with scaffold board 

25-50 cm 

For openings during the 

installation of prefabricated 

components and openings 

formed temporarily due to 

lack of components, 

bamboo and wood can be 

used as cover plates to cover 

the openings 

2.5-25 cm 

Use solid cover plate to 

cover the opening for 

protection 

Less than 2.5cm 

Considering the size of the 

hole and the reduced 

possibility of falling objects, 

it is ignored 

Table 2: Safety protection measures for portal 

 

Using BIM modeling, 4D virtual construction 

technology and visualization characteristics, we can find 

out the potential falling safety hazards in different 

construction stages and parts in the process of 3D model 

and 4D virtual construction. Then the fall protection 

model is established and imported into the structural 

model for detection to ensure that there are no security 

vulnerabilities in the fall protection system.  

The state-of-the-art comparison of the proposed method 

with the other techniques depicted in the literature is 

presented in Figure 9. This figure reveals the state-of-the-

art comparison of accident prediction accuracy for 

various methods reported in the literature survey. 
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Figure 9: State-of-the-art Comparison Accident 

Prediction Accuracy 

 

The study of this model  reveals that it is easy to 

find out all the edges and openings with potential fall 

safety hazards in the whole project. Then place the built 

edge and opening fall protection model in the structural 

model to form a fall protection system, provide a visual 

management platform for managers, and strengthen the 

communication effect of safety plan. Before the actual 

construction, the simulated construction environment can 

be observed to identify and analyze the hazard sources. 

Optimize the construction scheme and site layout, or 

formulate emergency measures to control safety risks and 

avoid safety accidents. In large and complex projects, 

many workers often carry out construction in different 

parts, but it is difficult for us to grasp the overall 

situation on site. In the virtual construction model, we 

can clearly see the potential risk factors in different parts. 

 

5 Conclusions 
China accounted for 80% of the total number of 

accidents in 2020, and the mortality rate was also the 

highest among all kinds of accidents. The main causes of 

safety accidents include irregular behavior in the 

construction market. In order to solve these problems, 

this paper puts forward the specific application of BIM 

Technology in engineering construction safety 

management, and discusses the advantages and 

application effects of BIM technology in construction 

safety management. BIM based safety management can 

enable project managers to discover in advance, the risks 

that may affect the project construction progress or lead 

to safety accidents during project implementation. This 

article further formulates the corresponding control 

measures, strengthen the communication of safety plan 

and emergency plan between project management 

personnel and construction personnel. It maintains the 

integration and sharing of information and reduces the 

occurrence of accidents. Thus, facilitating the 

implementation of safety plan and the control of safety 

risks, further promoting the refinement and digitization 

of construction safety management. 
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Based on the systematic idea of Hall’s multidimensional structure and the theory and practice of 

prefabricated building cost lean management, the prefabricated mechanical building cost lean control 

system based on Hall’s multidimensional structure model is proposed and constructed. The application 

of the lean management of the hall multidimensional structure model from the perspective of the time 

dimension, logic, and knowledge dimension. The example analysis results show that the original design 

components and the number of open modes is 72, the optimized types of components and the number of 

open modes is 51, reduce 21 mold machining, mold costs were reduced by about 25%. The number of 

original design components and the lifting times of components is 129 kinds, the number of components 

and lifting of components is 103, the number of components per layer was decreased by 26, lifting time 

is shortened by about 20%, the comprehensive construction period is shortened by more than 40 days, 

improve the management efficiency, lean cost control of the project plays a positive role. It provides a 

reference for the lean control system management of the hall multidimensional structural model 
 

Povzetek: Razvit je vitki nadzorni sistem za gradnje na osnovi Hallovega multi-dimenzionalnega 

modela. 

 

1 Introduction  
In recent years, with the orderly progress of the 

transformation and upgrading of the construction 

industry, prefabricated buildings have become the 

direction of sustainable development of the construction 

industry due to the advantages of energy conservation, 

environmental protection, green, and efficiency [1]. 

However, the development of prefabricated buildings has 

also brought a series of quality management problems, 

such as the transformation of the extended construction 

mode of the construction industry chain [2]. BIM 

technology as the information development of 

construction industry technology, applied to the project 

construction design, construction, management, can be 

integrated into the construction process of prefabricated 

building, realize the different links of construction 

industry chain information exchange, coordination, and 

simulated in the virtual environment, control the real 

project construction. With the maturity of the 

development system of prefabricated buildings and the 

improvement of the development scale, the cost is lower 

than that of traditional cast-in-place buildings, among 

which the cost of prefabricated buildings in the United 

States is only half the cost of traditional cast-in-place 

buildings [3]. In economic economics of prefabricated 

buildings Tezel, A. through the mail to 100 construction 

units, design company, prefabricated component 

manufacturers and workers questionnaire, detailed 

analysis of the use of prefabricated building system, most 

of the contractors think in the use of prefabricated 

building system, if the staff has a high degree of 

specialization and information communication between 

the participating units smooth, prefabricated building 

system will reflect more economical [4]. Xing et al. 

outlined the development situation of prefabricated 

housing and prefabricated and traditional cast-in-place 

building in cost and construction process difference, with 

the help of cost software and fixed cost difference of cost 

analysis, and the key factors related to cost sensitivity 

analysis, and then affect the key factors of cost put 

forward suggestions on the control [5]. In the 

prefabricated building design phase. Goger and 

Bisenberger on the basis of fully considering the 

prefabricated building cost control, the design method is 

optimized. In the production stage of prefabricated 

components, the economic advantages of prefabricated 

buildings are analyzed from the production stage of 

prefabricated components, which shows the broad 

development prospects of prefabricated buildings and the 

huge economic benefits brought by [6]. The main reason 

for the high cost of prefabricated buildings than the 

traditional cast-in-place buildings is the high fixed asset 

investment and industrial worker training cost of 

prefabricated component factories. In the logistics stage 

of prefabricated components, for prefabricated building 

prefabricated components in the process of logistics due 

to not smooth information transmission caused by 

distribution delay, repeated detection, stacking error 

phenomenon to increase labor cost and mechanical costs, 

mailto:dannasu9@126.com
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RFID technology combined with GPS technology to the 

logistics transportation of prefabricated components, can 

quickly and simple positioning of prefabricated building 

prefabricated components, the site management of 

prefabricated components. Based on the basis of the 

present research, this paper to construct a lean control 

system based on the Hall multidimensional structure 

model, from the perspective of a time dimension, logic, 

and knowledge dimension application, through example 

analysis results show that combining the participants of 

various stages, recycling seven logical steps, and 

constantly refine cost management objectives and 

operation to achieve the goal of overall cost control.  

The rest of this article is organized as: Section 2 

presents the related works in various domains. Section 3 

consists of methods comprising the concept and 

flowcharts of the proposed 3D structural model. Results 

and analysis are discussed in section 4 followed by 

concluding remarks in section 5. 

 

2 Related work 
The construction manufacturing business is 

considered the major reason for the degradation of the 

environment [7]. The construction businesses consume 

an excessive number of natural resources and are 

responsible for the wastage of C&D (construction and 

demolition) [8]. In the year 2018, approximately 600 

million tons of waste is reported in the United States, 

even though this waste can be recycled and reused. In 

one study it is discussed that approximately 50% of C&D 

waste is recycled and reused and transferred to energy 

facilities [9]. It is estimated that approximately 40% of 

C&D waste after the recycled and reused treatment is 

transferred to the landfills without any further direction 

and use [10]. It is noticed from the observation that the 

adverse environmental impacts of C&D can be reduced 

by maximizing the recycling and reuse process [11]. 

Economic waste management activities can also help in 

reducing C&D waste [12]. Instead of giving attention to 

the issues of C&D waste, the low recycled and reused 

measures of C&D are considered to be major limitations. 

In the United States, the recycling of concrete material is 

estimated at approximately 55% [13]. The design of the 

construction waste management system is very essential 

for the recycling and reusing of industrial waste and to 

divert the industrial waste from landfills to reusability 

[14]. An efficient system for industrial and construction 

waste management systems incorporates the estimation 

of recycling and reusing quantities and the methods for 

storing and reducing construction waste [15]. This 

project is not limited to industrial applications but the 

overall growth of social life with the integration of the 

Internet of Things, AI, and robotics [16-19]. 

Moreover, such a system can also provide 

information about the stakeholders who are responsible 

for waste disposal. The benefits of recognition of such a 

system also present their implementation challenges in 

terms of delay and productivity [20]. In order to meet all 

such requirements, efficient planning is the foremost 

requirement to address issues such as budget, safety, and 

schedule [21]. BIM (building information modeling) is 

recognized as the main expansion for Construction, 

architectural, and engineering industries [22]. Over the 

last 10 years, BIM technology has gained attention and 

the majority of BIM applications are considered for 

construction waste management systems [23]. The 

planning of construction waste management can be 

improved by several capabilities of BIM such as 

simulation, visualization, and parametric modeling. 

However, one study on the requirement of BIM for 

construction waste management presents that the 

advanced computer-aided tools have the capability for 

enhancing the performance of construction waste 

management throughout the several phases of 

development [24]. An exhaustive review presents the 

application of BIM toward construction waste 

management, highlights that there is less evidence of 

such systems that can discretize the generation of 

construction waste for recycling and reusing without 

depending on some external issues, and addressing 

precise actions in the schedule of construction and hence 

admitting reuse of construction waste [25]. The authors 

have presented a four-dimensional BIM model for 

enhancing the recycling and reusing of construction 

waste and addressing the previous limitations. Their 

work considers on-site reusing and off-site recycling of 

construction waste and specific actions are indicated for 

admitting the reuse of construction waste [26]. With the 

integration of the temporal dimension to BIM, the 

generation of construction waste can be imagined as the 

activities of construction, therefore enabling the 

construction waste planning for on-site reusing and off-

site recycling [27].  

The four-dimensional BIM application in the 

planning of recycling and reusing is demonstrated for 

non-residential case studies in the streams of drywall and 

concrete [28]. These waste streams are nominated as they 

are the largest construction waste streams that are 

produced in the US. Concrete possesses a high potential 

for both recycling and reusing, whereas drywall 

possesses a good potential for recycling only. The 

maximum resource recovery can be achieved by the 

efficient planning of the construction waste recycling and 

reusing process, and thereby reduction can be observed 

in landfills of construction waste [29]. The prime 

objective of this study is to highlight the planning of 

construction waste for recycling and reusing for projects 

by designing a model based on a temporal and visual 

approach by using the available data of construction 

projects. The proposed model is also considered to be 

applicable for several projects that are independent of 

their locations. The major contribution of this study is to 

provide an approach for the identification of on-site 

reusing activities of construction waste.                 
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3 Method 
In this section, the concept of the multidimensional 

model and the flowchart of the proposed 3D structural 

model is described. 

3.1 Cost structure of the prefabricated 

building, Hall 3D structure theory, and 

lean cost management thought  

 

C. Cost composition of the prefabricated building 

Prefabricated building cost refers to all the costs 

involved in the life cycle of the prefabricated building 

project. It can be divided into the following four 

categories: planning and design cost, construction and 

production cost, warehousing and logistics cost, and 

construction and installation cost. Therefore, lean 

management of these processes is a key to reducing the 

cost of prefabricated buildings [30]. 

 

 
Figure 1: Concept of a multidimensional model 

 

The concept of the multidimensional model is 

depicted in figure 1. It consists of a cycle of time, effort, 

and performance.  In the proposed model, the time and 

effort cycles combine the process of planning, layout 

design for the estimation of cost parameters, and quality 

analysis considering economics. Effective planning and 

constant efforts lead to quality products and improved 

performance is achieved through dynamics, physics, and 

statics.   

 

D. Hall 3-dimensional structure theory 

The theoretical method of 3-dimensional spatial 

structure solves the management problems of planning, 

organization, and coordination of some large and 

complex projects. Hall’s three-dimensional structure 

theory divides the objects of system engineering research 

into knowledge dimension, time dimension, and logic 

dimension according to different stages, knowledge, and 

logic methods used. Using relevant expertise provides 

effective analysis tools for solving large and complex 

projects.  

 

E. Lean cost management thought 

Compared with the traditional cost management 

method of construction projects, lean management pays 

more attention to the cost management of the whole 

process of the project, so using the idea of lean 

management for cost management is more 

comprehensive. Lean cost management is studied in the 

bidding, design, construction, logistics and other aspects 

of construction projects analyze the factors affecting cost 

at each stage, and then puts forward targeted cost 

management methods, so as to achieve the purpose of 

improving efficiency and reducing cost [31]. 

3.2 Construction and analysis of the Hall 3 

D structural model  

3.2.1 Time dimension 

In this section, the working of the proposed design is 

discussed. The proposed design is divided into four 

categories as depicted in figure 2. 

 
Figure 2: Proposed design of Hall 3D structural model 

 

In the first step, system boundaries are determined 

through the inputs of selection attributes and building 

elements. In the next step, the information from the 

selected attribute or element is represented graphically 

and the same process is repeated for each module. In the 

third step, the graphical information is imported to a 

graph database. In the next step, graph-based operations 

are performed for module retrieval and performing other 

graphical applications. 

 

A. Cost management in the planning and design 

stage 

The beginning stage of the cost composition of 

prefabricated construction projects is the planning and 

design stage. Usually, at this stage, the preliminary work 

should be strengthened, and the planning and design 

should be made according to relevant knowledge and 
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regulations, so as to obtain the minimum investment and 

obtain the maximum income. According to the lean cost 

management idea, the following two methods are put 

forward in deepening the design: method-is to implement 

the parallel design. In the prefabricated building planning 

and design stage, the relevant subjects of each stage can 

send technicians to participate. Methods Second, fine 

management based on BIM, collaborative operation of 

each major; using BIM technology to find omissions and 

collision inspection is conducive to reducing the cost 

generated by design change; the information platform 

built by BIM technology, establish a standard component 

library, realize the standardized design and reduce 

between later design cost [32]. 

 

B. Cost management in the construction and 

production stage  

The cost of the production stage is the largest part of 

the life cycle cost of prefabricated buildings. 

Prefabricated components use the following lean cost 

management methods in the production stage: Method 

first, is to implement standardized production, which 

refers to collecting product information, ensuring the 

supply of raw materials, and conducting standardized 

mass production according to the information in the 

component information database. Methods second, to 

conduct lean supply chain management and establish 

BIM raw material supply information sharing platform. 

 

C. Cost management in the warehousing and 

transportation stage  

The cost management in the warehousing and 

transportation stage is mainly realized through the 

implementation of nine on-time productions and 

strengthening the protection of component transportation. 

The implementation of on-time production mainly refers 

to the reasonable planning of the production and 

completion time of prefabricated components and 

controlling the one-time production, so as to effectively 

use the storage space and reduce the inventory cost. 

Strengthening the transportation protection of 

components refers to the prefabricated components that 

are transported to the construction site after the 

production of the factory, and conduct strict quality 

checks on the loading stage and transportation stage to 

reduce the cost of secondary repair. 

 

D. Cost management in the construction and 

assembly stage 

The prefabricated components should be assembled 

after being transported to the construction site. At this 

stage, the I site should be managed in an orderly manner, 

and various construction information should be 

organized and coordinated to ensure normal operation. 

The following methods are proposed for the cost 

management of the construction and assembly stage 

based on the lean management method: 5s site 

construction management, which is very efficient for the 

site management of prefabricated construction projects 

and is synchronously controlled through the integration 

of various aspects of information. Formulate a reasonable 

prefabricated hoisting plan, and the prefabricated 

components to be transported to the construction site 

shall be assembled in time, otherwise, the site will be 

occupied, and the storage cost on the site will be 

increased. The application of s site management method 

in the construction and assembly stage of prefabricated 

construction projects is shown in Table 1. 

 

Designation Concrete operations 

Arrange 

Organize and distinguish the relevant items 

on the site, and remove the irrelevant items 

on the site 

 Rectify 
Place items in a reasonable location for 

easy search 

Clear 
Clean up the dust and garbage on the site to 

ensure that the site is clean and tidy 

 Cleaning 

Continue to thoroughly implement the 

three links of sorting out, rectification, and 

cleaning 

 

Accomplishment 

Cultivate the comprehensive quality of 

relevant personnel on-site and improve the 

mental outlook of employees 

Table 1: 5S practices for managing prefabricated 

building sites 

3.2.2 Logical dimension 

The logical dimension refers to the thinking 

procedure that the work content should be followed in 

each stage of the time dimension, that is, refers to the 

thinking process of each stage of cost management of 

lean management thought. When using system 

engineering ideas to solve engineering problems, logic 

dimensions can be divided into the following steps, as 

shown in Table 2. 

 

Step Concrete operations 

Make clear the 

problem 

The main purpose is to set the completion 

goals of various stages, schedule, consider 

possible problems, and prepare measures to 

respond 

Set goals 

After determining the overall goal, the 

objectives need to refine the goal and develop 

phased goals at each stage 

Comprehensive 

plan 

According to the characteristics of the target, 

the scientific scheme comparison method is 

used to finally determine the optimal scheme 

Systems analysis 

Considering the advantages and 

disadvantages of different schemes, then 

deeply analyze the unique advantages of each 

scheme, and comprehensively judge the 

efficiency and ease of completion of each 

scheme according to the corresponding 

indicators and rank 
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Scheme comparison 

The optimal scheme is chosen according to 

the different objectives and the constraints 

existing in the actual process 

Make policy 

After systematic analysis and comparison of 

numerous schemes, the optimal 

implementation of the research problem is 

determined 

Put into effect 

Use the final scheme as the implementation 

scheme of the cost management site of the 

prefabricated construction project 

Table 2: Steps for logical dimension 

 

3.2.3 Knowledge dimension 

The knowledge dimension of lean management of 

prefabricated buildings mainly includes project 

knowledge, financial knowledge legal knowledge, and 

management knowledge. Project knowledge refers to the 

process to be familiar with the design, production, 

transportation, and assembly stages of matching 

construction projects. Financial knowledge refers to 

discussing the cost composition of all stages of the 

prefabricated building project, analyzing the main factors 

affecting the cost, analyzing the content of cost 

management from the micro and macro perspective, and 

coordinating the interests of the participating subjects. 

Legal knowledge refers to the life cycle of prefabricated 

construction projects, from the bidding stage to the 

project completion stage, various legal risks should be 

avoided. Management knowledge refers to the flexible 

use of lean management theory, including lean value 

management theory and lean management characteristics 

[33]. 

 

4 Results and analysis 
This section includes the result and analysis of the 

proposed model consisting of example analysis and risk 

assessment. 

4.1 Lean cost management model of the 

prefabricated building based on Hall 

3D structure  

A. Prefabricated construction 

Treated project cost management hall 3D structure 

model activity matrix hall 3D structure model by 

combining time-dimensionality, logical dimensionality, 

the effective combination of intellectual dimension, it 

may clearly understand a certain state in space and have 

targeted research cost management mode and method. 

The three-dimensional structural model can also choose 

two dimensions to simplify the two-dimensional planar 

structure, which can more intuitively understand the 

connection between two dimensions. According to the 

matrix theory, select the two dimensions of time and 

logic dimensions, cross the two dimensions across the 

plane 𝑚 ∗ 𝑛 matrix of each element [34]. 

Using system engineering theory knowledge, the 

four phases of the time-dimensional time dimension in 

assembly buildings and seven steps of logical dimensions 

constitute 28 elements of the two-stage building profit 

cost management activity matrix, such as Table 3 Show, 

𝑎𝑖𝑗  indicates the specific activity of lean cost 

management at all stages. 

Time 

dimension 

Logical dimension 

Make 

clear 
the 

proble

m 

Set 
goal

s 

Comprehens

-ive plan 

System
s 

analysis 

Scheme 
compariso

n 

Make 
polic

y 

Put 

into 

effec
t 

Planning 

programming 
𝑎11 𝑎12 𝑎13 𝑎14 𝑎15 𝑎16 𝑎17 

Construction 

and 
production 

𝑎21 𝑎22 𝑎23 𝑎24 𝑎25 𝑎26 𝑎27 

Storage and 
transportatio

n 
𝑎31 𝑎32 𝑎33 𝑎34 𝑎35 𝑎36 𝑎37 

Construction 

assembly 
𝑎41 𝑎42 𝑎43 𝑎44 𝑎45 𝑎46 𝑎47 

Table 3: Lean cost management activity matrix for 

prefabricated buildings 

 
B. Assembly building cost management model 

based on Hall 3 D structure 

Based on the above cost management ideas of 

prefabricated building projects of Hall’s three-

dimensional structure from three dimensions of the time 

dimension, logic dimension, and knowledge dimension, 

all elements are organically combined to build the lean 

cost management model of corresponding prefabricated 

building projects. Prefabricated building projects involve 

a large number of participants and complex uncertainties. 

With the advancement of all stages in the assembly time 

life cycle, the subject and object of cost management 

work have changed accordingly, so richer and extensive 

knowledge support is needed. Lean cost management 

thought closely connects the scattered stages through the 

knowledge dimension and time dimension. The logical 

dimension runs through all stages of prefabricated 

construction projects. For the cost management objects 

of different time dimensions, combined with the 

participants in each stage, seven logical steps are 

recycled, continuously decompose, and refine the cost 

management objectives and operations, in order to 

achieve the target of the overall cost control [35]. 

 

C. Example analysis 

Take a single building as an example to analyze the 

benefits obtained in cost control. As shown in figure 3, 

the original design components and opening types are 

72,51,51,21 molds, 125%, 129 components, 103 

components, 26 components, lifting time by about 20%, 
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and 40 days, improving management efficiency and 

promoting lean control of the project cost. 

 

 
Figure 3: Comparison between original design and 

optimization 

 

 
Figure 4: Safety risk assessment 

 

In the very first step, the BIM model is handled. This 

study changes over the BIM model into IFC design 

records, then the arrangement documents are parsed and 

handled in JavaScript. The BIM model was carried on 

the website page involving WebGL as depicted in figure 

4 after the lightweight of the BIM model. This structure 

gives an effective information connection strategy to plan 

multidimensional data on location to virtual model in 

time. Moreover, the system can rapidly send feedback 

and estimation results of virtual space to directors and 

administrators, and work fair and square of well-being 

the executives. 

 

5 Conclusions 
This paper is based on systematic ideas of hall 3-

dimensional structure, a Study on the construction of a 

lean control system of prefabricated machinery 

construction cost, through an analysis of the hall 3-D 

structure model, and the construction of a prefabricated 

building cost management model based on the hall 3D 

structure, benefit analysis of one building. The results 

show that the original design components and the 

number of open modes is 72, the optimized types of 

components and the number of open modes is 51, reduce 

21 mold machining, mold costs were reduced by about 

25%. The number of original design components and the 

lifting times of components is 129 kinds, the number of 

components and lifting of components is 103, the number 

of components per layer was decreased by 26, lifting 

time is shortened by about 20%, the comprehensive 

construction period is shortened by more than 40 days, 

improve the management efficiency, lean control of the 

cost of the project plays a positive role. Combined with 

the participants in each stage, seven logical steps are 

recycled to continuously decompose and refine the cost 

management objectives and operations, so as to achieve 

the goal of the overall cost control. Due to the limited 

time and level, the research in this paper still has some 

shortcomings. In the future, BIM technology can be 

combined with wireless RF identification (REID) 

technology, the internet of things, a global positioning 

system (GPS), and other information technologies, to 

form the whole construction process of a prefabricated 

buildings-a system that can identify, locate and monitor 

prefabricated components automatically and in real-time, 

and more effectively control the cost of prefabricated 

buildings.  
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In the modern world, it is difficult to prevent terrorism due to the relatively closed environment, dense 

personnel, large passenger flow, long line and wide coverage of urban rail transit. Identity recognition 

is a core element of security. The design and study of an urban rail transit security system based on face 

recognition technology are proposed in this paper. Through the study on the face recognition algorithm 

of intelligent security systems in urban rail transit, the related introduction of face recognition 

technology is done. The analysis of the main mode of face recognition is carried out utilizing the 

practical application design ideas. The results by experimental analysis show that if FAR is set to a very 

low range (such as 0.1% or even 0.01%) meanwhile FRR can reach a very low level (such as less than 

1%). Such a system has practical value and otherwise, it may face a large number of passenger affairs 

and complaints to be handled. When FAR is set to 0.1% and N is 1.6 million, FRR can reach 2.1%. 

However, according to the test, when the picture quality deteriorates (during image captured by a 

webcam), the FRR will increase by 2 to 3 times. If a Webcam is used for recognition in Mugshot, the 

lowest FRR of the three top algorithms is only 5.21%. 
 

Povzetek: Tehnologija prepoznavanja obrazov je uporabljena za nadzor osumljencev - teroristov na 

vlakih.

  

1 Introduction  
At present, each urban rail transit is equipped with a 

video surveillance system. A large number of 

surveillance cameras are installed within the station area 

for subway operation and public security monitoring. 

Such a video monitoring system has almost become a 

tool to provide post-evidence recording and has lost the 

ability to prevent or stop criminal activities from 

occurring [1]. Urban rail transit has small space and large 

passenger flow, so safe operation is always the most 

concerning thing for government departments, operating 

units, and public security organs. How to identify the 

dangerous elements hidden in the crowd timely and 

accurately when entering the scope of rail transit is an 

urgent problem to be solved by the operation unit and the 

Ministry of public security. With the progress of society, 

some high technologies have been continuously used in 

industrial or civilian production and life. As the most 

advanced biometric technology and image processing 

technology in the world, face recognition technology is 

developing and improving day by day and is constantly 

applied to various fields in society. The technical 

development of the urban rail transit integrated 

monitoring system is shown in Figure 1 [2]. As a highly 

intelligent security monitoring means, face recognition 

technology is gradually applied in various fields of 

society. The introduction of a face recognition system in 

urban rail transit will certainly help to reduce the work 

pressure of public security personnel, provide good 

technical support for the safe operation of urban rail 

transit and criminal investigation and investigation, 

contribute to the personal and property safety of 

passengers, and maintain social stability. But due to the 

particularity of urban rail transit, the application of the 

technology in urban rail transit also needs to constantly 

improved. Many problems hinder face recognition 

technology in the further application of urban rail transit, 

so need continuous research to improve the technology. 

Based on the current research, this paper proposes 

the design and research of an urban rail transit security 

system based on face recognition technology, through the 

study of face recognition algorithm and face recognition 

technology and the analysis of the main mode of face 

recognition. Conduct the practical application of the 

design ideas. The results show that by setting False 

mailto:guozhan91@163.com
mailto:xiaozuming7@126.com
mailto:r.robai@tu.edu.sa
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Acceptance Rate (FAR) to a very low range, such as 

0.1% or even 0.01%, while False Rejection Rate (FRR) 

can reach a very low level, such as below 1%, the system 

has utility, otherwise, the application may face a large 

number of passenger affairs and complaints to be 

handled. When the FAR is set at 0.1%, and N = 1.6 

million, the FRR can reach 2.1%. However, according to 

the test, when the picture quality deteriorates, such as 

Webcam (images collected by web camera), the FRR 

will increase by 2 to 3 times. If Webcam is identified in 

Mugshot, the lowest FRR of the three top algorithms is 

only 5.21%. The application of face recognition in the 

rail transit Automated Fare collection (AFC) system puts 

forward higher requirements for the integration, 

processing, and analysis ability of data.  

 
Figure 1: Technical development process of urban rail transit integrated monitoring system

 
It also provides a good platform for the 

development and application of big data, cloud 

computing, Internet of Things, artificial intelligence and 

other technologies. 

To precisely acquire the concentration level of the 

travelers, it is necessary to precisely get the traveler 

stream of each key area. This paper plans identification 

gear for assessing traveler stream, which has 

incorporated the data acquisition equipment and 

algorithm process. From the assortment of image 

recognition, the most recent examination aftereffects of 

profound learning are utilized to recognize the traveler 

stream, and the blunder of the video traveler stream is 

rectified with the WIFI test hardware. To screen the early 

and late peak time of the megacities and the traveler 

stream in the vital place of the tram station, the abrupt 

occasions in the station and the activity span are 

decreased, while diminishing the unexpected occasions. 

The rest of this article is organized as: Section 2 

presents the related works in various domains. Section 3 

consists of methods comprising the concept. Results and 

analysis are discussed in Section 4 followed by 

concluding remarks in section 5. 

 

2 Literature review 
In the literature, Yanpeng et al. analyzed the main 

technical indicators for the application of face 

recognition in urban rail transit AFC system. They 

investigated the technical level of the current top face 

recognition algorithms in the world, and proposed a 

design idea for the large-scale application of 1: N face 

recognition system in urban rail transit AFC system [3]. 

Feng et al. believe that the recognition server outputs the 

comparison results and alarms to the station’s local 

monitoring terminal and remote monitoring center 

according to the comparison results [4]. Chen et al. for 

rail transit industry in recent years rapid development 

needs of public security and intelligence operations 

proposes a face recognition system based on intelligent 



Design and Study of Urban Rail Transit Security System…                                                      Informatica 46 (2022) 429-438     431 

subway design. The face recognition function design, 

front-end acquisition unit selection and deployment 

location, overall system architecture design is analyzed 

and discussed, and for other domestic embarks on a 

facial recognition system of the construction of the rail 

transit to provide reference [5]. Li et al. believe that the 

extraction of facial features is a key step in face 

recognition, which directly affects the accuracy of 

recognition. It is completed by the video analysis server 

set up in the station. The face recognition process is 

shown in Figure 2 [6]. Gao et al. present an article that 

puts forward the design and implementation method of 

the technology so that the school can complete the 

technical design and management of the student 

attendance system through the application of the 

equipment, and give full play to the supervision effect of 

the equipment [7]. Liu et al. present their view of the 

inability to obtain real-time learning status of learners in 

online learning. Their paper uses face recognition 

technology to monitor and analyze learners' learning 

status in front of the camera.  

 

 

 
Figure 2: Face recognition process 

 

 

The authors have designed and developed an 

intelligent supervising assistant system based on face 

recognition. The system collects students' images in real-

time through the camera, establishes a mathematical 

model according to the main features of the face, extracts 

the relevant characteristic values, obtains the data such as 

face plane, three-dimensional rotation Angle, and eye 

closure state, and judges the learning state of learners. 

The experiment proves that the system can better assist 

managers to monitor the learning state of learners and 

improve learners' concentration during online learning 

[8]. Zhu et al. display information, such as the similarity 

ratio of face recognition, the location of the face, etc., 

through a graphical user interface, and switch the 

relevant video image to the monitoring terminal for easy 

tracking and monitoring [9]. Lu et al. study and analyze 

large-angle deflection face mainly by three-dimensional 

facial feature extraction. Three-dimensional facial feature 

extraction is a method of extracting facial feature points 

and head posture information from a given area [10]. 

Shen et al. believe that the location of facial features 

needs to adapt to the changes in various aspects of the 

face in different positions to the greatest extent, which 

can further improve the accuracy of the algorithm [11]. 

Shi and Lei believe that image preprocessing techniques 

include geometric ruler normalization, glasses extraction, 

and image gray-scale attribute correction. When 

normalizing the geometric size, the eyes and jaw points 

are automatically positioned, the two eyes are aligned by 

scaling and rotation, and the distance between the two 

centers of jaw points is a predefined constant, and then 

the image is cropped to a fixed size [12]. 

Although face recognition technology is in 

continuous development and improvement [13-20], the 

recognition rate, anti-counterfeiting, fingerprint, retina, 

and other has a large gap [21-25]. The large passenger 

flow and complex environmental characteristics of urban  

 

rail transit also affect the application of face recognition 

technology in urban rail transit. In this regard, the 

application of a face recognition system in urban rail 

transit should also pay attention to the following aspects: 

the uncertainty in the process of video image acquisition 

[26-29]. Due to the complex environment of urban rail  

 

transit, such as lighting, installation location, occlusion, 

and human posture, the acquired video and image quality 

are different, and the face acquisition is unclear or 

lacking [30-32], which affects the recognition rate. 

Therefore, in the installation and selection of the camera 

should pay attention to the installation position, light, 

lens exposure angle, and the selection of wide dynamic 

function, to improve the quality of video images [33-37].  

Diversity of face patterns and uncertainty about-face 

plastic deformation. Because the same face has a 

diversity of faces such as beard, glasses, hairstyles, and 

the shape and deformation of different expressions, it 

affects the precise extraction of facial characteristics. The 

use of more advanced image processing technology and 

stable and accurate face expression method is the basis of 

the wide application of face recognition technology in 

urban rail transit. Urban rail transit has the characteristics 

of large passenger flow [38]. There are often many faces 

in a video image, and the task of video analysis and 

comparison is large. To realize real-time investigation, it 

is necessary to configure the number of video analysis 
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servers and comparison servers reasonably [39], and the 

face detection and comparison technology are constantly 

optimized and improved. The face recognition system 

based on the original video monitoring system must 

establish a linkage with the original video monitoring 

system, make full use of the advantages of large-scale 

monitoring coverage, and realize the tracking of 

personnel through linkage control, to improve the case 

handling efficiency of police officers [40]. 

 

3 Research method  

3.1 Study on the Face Recognition 

Algorithm of Intelligent Security 

System in Urban Rail Transit 

The Adaboost face detection algorithm mainly uses 

the gray distribution characteristics of the face area to 

construct the classifier. The first step is to extract the 

Haar feature of the face gray distribution and use the 

integral diagram to quickly calculate the feature value. 

The second step is to use the weighted voting method to 

achieve the construction of the Adaboost strong 

classifier. The third step is to obtain a stronger joint 

classifier. The Haar feature represents a simple 

rectangular feature. Haar features can reflect a variety of 

image features, including horizontal, vertical, edge, 

center, linear and diagonal features [41]. 

Each Haar feature corresponds to a weak classifier, 

and the definition formula is: 

 
 



 


other

PxfPif
xh

iiii

i
,0

,,1 
 (1) 

From equation 1: 𝑓𝑖(𝑥) represents the rectangular 

feature value of the ith rectangle, 𝑖(𝑥) represents the 

classification result of the rectangular feature 𝑖 on 𝑥. 

When the value is 0, it means that it is a non-human 

sample. If its value is 1, it means that it is a human face 

sample. 𝑃𝑖  is used to determine the direction of the 

inequality, and 𝜃𝑖 represents the optimal threshold of the 

rectangular feature 𝑖  [42]. 

3.2 Overview of face recognition 

technology 

Face recognition technology is a technology that 

combines digital image processing, computer graphics, 

pattern recognition, visualization technology, human 

physiology, cognitive science, psychology, and other 

research fields to analyze the collected face graphics, 

determine the position, size, and posture of the face, and 

extract effective recognition information for face feature 

comparison, to realize identity recognition [43]. 

3.3 Advantages of face recognition over 

other biometric technologies 

Biometrics is a technology that uses the inherent 

physiological or behavioral characteristics of the human 

body to perform identification. The physiological or 

behavioral characteristics require universality (covering a 

wide range of people) and differences (there should be 

identifiable differences between different individuals), 

stability (will not change within a certain period), and 

vitality (cannot be simulated by simulation) [44]. The 

comparison of their technical characteristics is shown in 

Tables 1 and 2 below. 

 

Project Face recognition 
Palm vein 

recognition 

Deployment 

cost 
Non-contact type High 

Data 

acquisition 

No feeling, no need 

to cooperate 
Non-contact type 

Accessibility Fast Palm extension fit 

Recognition 

speed 
High Common 

Safety 

Light and dress 

blocking; Age 

change 

Very high 

Possible 

interference 
Face recognition 

Age, 

physiological 

changes 

Table 1: Technical features of face recognition and palm 

vein recognition 

 

 

Project 
Fingerprint 

recognition 

Iris 

recognition 

Deployment cost Contact type medium 

Data acquisition Finger extension fit Non-contact type 

Accessibility Fast High fit required 

Recognition speed Common Slow 

Safety Dirt and skin wear Very high 

Possible 

interference 

Fingerprint 

recognition 
Contact lenses 

Table 2: Technical characteristics of fingerprint 

recognition and iris recognition 

 

It can be seen from Tables 1 and 2 that although 

palm vein recognition has advantages in terms of safety 

and stability, it is not easy to promote due to the cost of 

equipment and recognition speed. Fingerprint recognition 

is a contact check, which has problems of insanity and 

susceptibility to interference. Iris recognition is difficult 

to operate and slow to recognize [45-49].  

3.4 Face recognition training process 

Face tracking function was tested for different face 

conditions, including single face, multiple faces, and face 

in and out or interleaved [50]. The system automatically 

initializes a tracking window before the face tracking 

starts, and assigns a Camshift tracker to each face in the 
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video surveillance to realize multiple face recognition. 

Through many system function tests, it is found that the 

Camshift algorithm can have a good tracking effect and 

robustness in practical application, even for large Angle 

deflection or position change of face [51-54]. Even if 

there is a complex situation of people in and out of the 

area or face interleave, the system can normally start the 

face detection program and constantly correct the face 

tracking window, the system can quickly obtain all the 

face areas in each frame of the image, and is more rapid 

and stable than the face detection frame by frame. 

 

4 Results and Analysis 
The following key indicators are used to replace 

traditional physical tickets with facial features to realize 

face-to-pay rides in urban rail transit. First, the face 

feature database N: the number of registered person 

images in the system's face database [55]. Second, the 

false acceptance rate (FAR): refers to the probability of 

identifying an unregistered user as a registered user. 

Suppose that in a face recognition test, the threshold is 

set to T. If the comparison value of a test object is greater 

than T, it is considered that the object should be 

recognized as true, as presented in Equation 2. 

One 1: N face recognition can be regarded as one 

face recognition performed N times, as presented in 

Equation 3. When FAR(1, T) is very small, FAR(N, 

T)=N(FAR(1, I), it can be seen that FAR will increase 

linearly as N increases [56-60]. Third, the false rejection 

rate (FRR): refers to the probability that registered users 

are rejected and is presented in Equation 4. 
 

 

 
personnel registered-nonby library  in the scomparison ofnumber  Total

T ofnumber  Thepersonnel registered-non of  valueComparison
,


TNFAR

 

(2

) 

    N
tFARTNFAR ,111,   (3) 

 
personnel registered-nonby library  in the scomparison ofnumber  Total

T ofnumber  Thepersonnel registered-non of  valueComparison
,


TNFAR  

(4) 

 

Since a registrant is recognized as truly independent 

of other comparison data, it is generally considered that 

FRR (N, T) = FRR (1, T). But in actual tests, since the 

registration database is not a linear data structure, it may 

be an index or tree structure, causing FRR (N, T) to 

slowly increase as N increases. Fourth, the recognition 

time t: the time from the extraction of features from the 

face image to the completion of the feature comparison. 

In the AFC system, FAR determines the safety of 

the system, FRR determines the accessibility of the 

system, and t determines the passing speed of the gate. 

For most face recognition algorithms, the threshold T 

used by the computer for face recognition is different, 

and FAR and FRR are also different. FAR increases with 

the decrease of T (relaxation conditions), and FRR 

decreases with the decrease of T. Therefore, FAR and 

FRR are almost contradictory indicators. Different 

applications have different requirements for FAR and 

FRR indexes, as shown in Figure 3. High-security 

applications have a low tolerance for FAR. For public 

security agencies to find personnel, it is suitable to use a 

lower FN. 

 
Figure 3: Applications for different indicators 

 

For urban rail transit, due to the huge passenger 

flow and the money transaction involved, it should be 

classified as a high-security application. Therefore, the 

FAR needs to be set to a very low range, such as 0.1% or 

even 0.01%, and the FRR can reach a very low level, 

such as less than 1%. Such a system has practical value. 

Otherwise, once applied, it may face a large number of 

passenger affairs and complaints to be handled. 

Figures 4, 5, and 6 show the performance curves of 

the three top international algorithms in the latest Face 

Recognition Vendor Test (FRVT) evaluation. The 

processed images are all Mugshot (face photos). When 

FAR is set to 0.1% and N is 1.6 million, FRR can reach 

2.1%. However, according to the test, when the picture 
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quality deteriorates, such as when using a Webcam 

(image captured by a web camera), the FRR will increase 

by 2 to 3 times. If a Webcam is used for recognition in 

Mugshot, the lowest FRR of the three top algorithms is 

only 5.21%. 

 

 
Figure 4: Performance curve of microsoft4-2018 top 

algorithms 

 
Figure 5: Performance curve of yitu top algorithm 

 
Figure 6: Performance curve of microsoft1-2018 top 

algorithms 

 

Therefore, the actual application effect of face 

recognition is often different from the evaluation results. 

At present, domestic manufacturers focusing on 

intelligent face recognition, such as Yitu, Me gvii, Sense 

time, and other companies, have launched 1: N face 

recognition products, but at present, they can only meet 

the above requirements of FAR and FRR and achieve the 

face feature library N to the order of tens of thousands of 

yuan, and the recognition time t is controlled within 1s. It 

can be seen that with the current computer processing 

ability and face recognition algorithm performance, it 

cannot be directly applied on a large scale, and only 

small-scale pilot ideas can be carried out using specific 

personnel schemes, single-line commuter passenger 

schemes, and post-payment based on the third-party 

payment platform. 

 

5 Conclusion 
The urban rail transit should be classified as high-

security application due to the huge passenger flow and 

the money transaction involved. This article presents the 

design idea of large application 1: N face recognition 

system in urban rail transit AFC system. The designed 

system can realize various functions, and has higher 

detection efficiency, lower error rate, and better 

application value. Therefore, the FAR needs to be set to a 

very low range, such as 0.1% or even 0.01%, and the 

FRR can reach a very low level, such as less than 1%. 

However, according to the test, when the picture quality 

deterior, such as Webcam (images collected by web 

camera), the FRR will increase by 2 to 3 times. If 

Webcam is identified in Mugshot, the lowest FRR of the 

three top algorithms is only 5.21%. The application of 

face recognition in the rail transit AFC system puts 

forward higher requirements for the integration, 

processing, and analysis ability of data. However, it also 

provides a good platform for the development and 

application of big data, cloud computing, Internet of 

Things, artificial intelligence and other technologies. It is 

believed that the future implications of this research 



Design and Study of Urban Rail Transit Security System…                                                      Informatica 46 (2022) 429-438     435 

work lie in further exploration of face recognition 

technology which will certainly shine in the rail transit 

industry. 
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JOŽEF STEFAN INSTITUTE 

 
Jožef Stefan (1835-1893) was one of the most 

prominent physicists of the 19th century. Born to Slovene  

parents,  he obtained his Ph.D. at Vienna University, 

where he was later Director of the Physics Institute, Vice-

President of the Vienna Academy of Sciences and a 

member of several sci- entific institutions in Europe. 

Stefan explored many areas in hydrodynamics, optics, 

acoustics, electricity, magnetism and the kinetic theory of 

gases. Among other things, he originated the law that the 

total radiation from a black body is proportional to the 

4th power of its absolute tem- perature, known as the 

Stefan–Boltzmann law. 
 

The Jožef Stefan Institute (JSI) is the leading indepen- 

dent scientific research institution in Slovenia, covering 

a broad spectrum of fundamental and applied research in 

the fields of physics, chemistry and biochemistry, 

electronics and information science, nuclear science 

technology, en- ergy research and environmental science. 
 

The Jožef Stefan Institute (JSI) is a research 

organisation for pure and applied research in the natural 

sciences and technology. Both are closely interconnected 

in research de- partments composed of different task 

teams. Emphasis in basic research is given to the 

development and education of young scientists, while 

applied research and development serve for the transfer 

of advanced knowledge, contributing to the development 

of the national economy and society in general. 
 

At present the Institute, with a total of about 900 staff, 

has 700 researchers, about 250 of whom are 

postgraduates, around 500 of whom have doctorates 

(Ph.D.), and around 200 of whom have permanent 

professorships or temporary teaching assignments at the 

Universities. 
 

In view of its activities and status, the JSI plays the 

role of a national institute, complementing the role of the 

uni- versities and bridging the gap between basic science 

and applications. 
 

Research at the JSI includes the following major 

fields: physics; chemistry; electronics, informatics and 

computer sciences; biochemistry; ecology; reactor 

technology; ap- plied mathematics.  Most of the 

activities are more or   less closely connected to 

information sciences, in particu- lar computer sciences, 

artificial intelligence, language and speech technologies, 

computer-aided design, computer architectures, 

biocybernetics and robotics, computer automa- tion and 

control, professional electronics, digital communi- 

cations and networks, and applied mathematics. 
 

The Institute is located in Ljubljana, the capital of the 

in dependent state of Slovenia (or S  nia). The capital 

today isconsidered a crossroad between East, West and 

Mediter-ranean Europe, offering excellent productive 

capabilities and solid business opportunities, with strong 

international connections. Ljubljana is connected to 

important centers such as Prague, Budapest, Vienna, 

Zagreb, Milan, Rome, Monaco, Nice, Bern and Munich, 

all within a radius of 600 km. 
 

From the Jožef Stefan Institute, the Technology park 

“Ljubljana” has been proposed as part of the national 

strat- egy for technological development to foster 

synergies be- tween research and industry, to promote 

joint ventures be- tween university bodies, research 

institutes and innovative industry, to act as an incubator 

for high-tech initiatives and to accelerate the development 

cycle of innovative products. 
 

Part of the Institute was reorganized into several high- 

tech units supported by and connected within the Technol- 

ogy park at the Jožef Stefan Institute, established as the 

beginning of a regional Technology park "Ljubljana". The 

project was developed at a particularly historical moment, 

characterized by the process of state reorganisation, privati- 

sation and private initiative. The national Technology Park 

is a shareholding company hosting an independent venture- 

capital institution. 
 

The promoters and operational entities of the project 

are the Republic of Slovenia, Ministry of Higher 

Education, Science and Technology and the Jožef Stefan 

Institute. The framework of the operation also includes 

the University of Ljubljana, the National Institute of 

Chemistry, the Institute for Electronics and Vacuum 

Technology and the Institute for Materials and 

Construction Research among others. In addition, the 

project is supported by the Ministry of the Economy, the 

National Chamber of Economy and the City of Ljubljana. 
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