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Parallel processing of algorithms is an effective way to achieve higher performance on multiprocessor
systems rather. During parallelization, it is critical to minimize the difference between the processing
time for threads. It is necessary to choose a method that can efficiently distribute the workload evenly
across the threads. This paper deals with a special kind of nested loops where the internal loop iterator
depends on the outer loop iterator. In such cases, the process can be represented as an upper (or lower)
triangular matrix. This paper introduces a method for partitioning the outer loop according to the indices
in an almost optimal manner, so that the partial loops in each thread will take nearly the same number of
steps. In addition, we examine the potential of a perfect partition and try to determine the maximum (but
still meaningful) partition size.

Povzetek: Predstavljena je metoda paralelizma za posebno vrsto vgnezdenih zank.

1 Introduction
There are multiple ways to find duplicated elements of a
dataset, but in the cases where the size of the set drastically
increases, simple sequential solutions have serious runtime
limitations. In such cases, it is advisable to parallelize this
process for faster execution.

The most common way to find duplicates is the brute
force method, which compares each element to every other
element in the dataset. This solution has the time complex-
ity of O(n2) and is rarely used in the real world. [17] An
advanced version of this method considers that an element
will always be self-consistent (reflexivity) and assumes that
if an element is identical to the other, the inverse of the con-
dition is also satisfied (symmetricity), or necessarily (for a
more general solution) transitivity is not allowed. Given
these rules, we got a non empty S 6= ∅ set and a reflexive
symmetric non-transitive R relation:

∀a ∈ S : (aRa)

∀a, b ∈ S : (aRb⇔ bRa)

∃a, b, c ∈ S : (aRb ∧ bRc) ; aRc

Suppose that we want to construct equivalence classes
between the elements of the dataset so that the matching
elements (duplicates) are considered as one class. If the
dataset element pairs are represented as a matrix where the
rows and columns represent the i-th element of the set, and

each cell indicates whether a comparison is needed, then
the matrices are shown in Figure 1. If the R relation is
ignored, that is, the brute force algorithm is used in the
processing, then for a set of 20 elements 400 comparisons
(Figure 1.b.) are needed. If we consider the reflexivity at-
tribute of the relation, we can reduce the number of com-
parisons by 380 (Figure 1.c.), since the elements of the
main diagonal can be omitted. If the symmetric property is
included along with reflexivity, the number of comparisons
will be reduced to 190 (Figure 1.d.), since the property
guarantees that the order of two elements is interchange-
able. Because of non-transitivity, it will be necessary to
traverse this upper triangle to find all duplication for each
element.

In this case at best options (N2−N)
2 comparisons are re-

quired (where N is the number of elements in the dataset),
which cannot be further reduced (or more precisely, cannot
be further reduced without additional information about the
dataset). For example, if the dataset contains 10,000 ele-
ments, then 4,999,500 comparisons are required.

Although transitivity exists as an attribute during the
testing for equality of elements in a dataset, non-transitivity
may be unavoidable for other tasks satisfying the R rela-
tion. Examples of such cases include:

– In the first example, the elements of the dataset rep-
resent the countries, where the R relation represents
the neighborhoods. It is said that country A borders B
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Figure 1: Dataset element pairs as a matrix marked with the different type of comparison requirement.

country, as well as B and C are neighbours, but that
does not mean that countries A and C are also neigh-
bours.

– In the second example, the S dataset contains a set
of one-dimensional points where the relation R de-
scribes the distance between elements. It is also true
that if there is γ distance between the A and the B and
γ distance between B and C, it does not follow that
there is also γ distance between A and C. In this case,
non-transitivity will be met for all elements.

– Our last example concerns the topic of graphs, where
S dataset contains the nodes of the graph and the re-
lation R describes the edges between them. Here, to
give an example, if a vertex C can be reached from
A through B, it does not follow that there is an edge
between A and C: A −→ B −→ C.

The third relation is the non-transitivity which cannot
simplify the algorithm further. This case must check ev-
ery potential pairs in the S set to determine the equivalence
classes.

1.1 Sequential approach
To process the S dataset it is necessary to implement nested
loops where the loops iterate through twice the whole set of
data in case of brute force algorithm. (Algorithm 1) shows
the pseudo code of the algorithm, called Naive Sequential
Approach. In this case the main problem is the number
of steps of the algorithm. For example, if the set size is
N = 20 the number of iterations (incrementation of one of
the loop variables) is FN = N2 = 400 and the number of
comparisons is CN = N2 = 400.

Number of iterations and comparisons can be highly re-
duced if the elements meet the reflexivity and symmetricity
requirements. In this case, it is enough to start the inner
loop from the i + 1-th element due to symmetry. (Algo-
rithm 2) shows the modification, where the main advantage
is to link both objects in the same iteration due to reflexiv-
ity; this algorithm is called Improved Sequential Approach.
Due to the change, the number of iterations is reduced to
FN = N∗(N+1)

2 = 210 and the number of comparisons is

Algorithm 1 Naive Sequential Approach
Require: S: series of data
Require: N : number of elements in the series
Ensure: S: series of processed data

1: function NAIVESEQUENTIALAPPROACH(S, N )
2: for i← 1 to N do
3: for j ← 1 to N do
4: if (S[i].P1 R A[j].P1) then . R is the

relation between elements
5: S[i].P2 = S[i].P2 ∪ {A[j]}
6: end if
7: end for
8: end for
9: return S

10: end function
In the pseudo code the dataset contains objects having P1

and P2 properties. Where the P1 properties match, it links
the target object to the P2 property of the source object.

reduced to CN = N2−N
2 = 190 for the same number of

elements.
The algorithm presented in this article is generic and can

handle all kinds of datasets (including ones without tran-
sitivity), such as string arrays or even object lists (as long
as the R relation can be interpreted). The rest of this pa-
per is organized as follows. In the next Section, an ex-
ample of a triangular loop nest parallelization - which is
distributed efficiently - using our technique is used to show
the motivation of the paper and the already existing related
results. Section 4 explains the mathematical aspects of the
proposed technique and discusses its limitations. Experi-
ments are presented in Section 5, highlighting the signifi-
cant time improvements provided by the index-based dis-
tribution. And finally, we present our conclusion in the last
section.

2 Related work

The parallelization of index dependent nested loops has
been considered and developed by several authors to min-
imize execution time and optimize processor core utiliza-
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Algorithm 2 Improved Sequential Approach
Require: S: series of data
Require: N : number of element in the series
Ensure: S: series of processed data

1: function IMPROVEDSEQUENTIALAPPROACH(S, N )
2: for i = 1 to N do
3: for j = i+ 1 to N do . Due to the reflexivity.
4: if (S[i].P1 R A[j].P1) then . R is the

relation between elements
5: S[i].P2 = S[i].P2 ∪ {A[j]}
6: S[j].P2 = S[j].P2 ∪ {A[i]}
7: end if
8: end for
9: end for

10: return S
11: end function

tion. [11, 3, 15, 10, 6, 4, 9, 1, 12]
The collapsing of perfectly nested loops with constant

loop bounds was originally introduced by Polychronopou-
los [14] as loop coalescing, and Philippe Clauss et. al.
[13] was further developed to work with non-rectangular
loops. The problem of the original implementation - which
only operates with loops that define constant loop bound-
aries - has been solved by defining non-rectangular itera-
tion spaces whose bounds are linear functions of the loop
iterators.

In [8], Nedal Kafri and Jawad Abu Sbeih found a solu-
tion to how to partition the triangular iteration space nearly
optimal. In their case, the iteration space is defined as a
lower triangle matrix and presents a method for calculating
the lower and upper bound index of the outer loop of each
partition. They have been able to achieve near-optimal load
balancing and minimize load imbalance in parallel process-
ing of a perfect triangular loop nest.

In [16], Rizos Sakellariou introduced a compile-time
scheme that can efficiently partition non-rectangular loops
whose indexes of internal loops depend on those of outer-
most loop. The technology presented is based on symbolic
cost estimates, which minimize the imbalance of the load
while avoiding other additional sources.

Adrian Jackson and Orestis Agathokleous [7] presented
a developed system that allows a code to dynamically se-
lect which parallelization method to use at runtime. During
the operation of their system, the programmer only has to
specify the loop to be parallelized, after which the applied
parallel technique will be selected by their dynamic library
during the execution of the code.

3 Naive parallel approach

Considering the nested loops, the iterators i and j doesn’t
carrying any dependency, so they can be parallelized. [18]
However, it is worth noting that the number of j iterations is
not constant, it depends on the current value of i. If paral-

lelization is performed according to the external cycle, the
result is an imbalanced runtime for the threads. Therefore,
it is necessary to choose another parallelization strategy (if
we keep the original approach) to improve the runtime of
the algorithm.

For example, if we keep the outer loop parallelization
and create threads based on the number of outer loop iter-
ations, the problem will be the difference in the runtime of
the threads. The last thread will be completed much sooner
than the first, whose internal loop will iterate through the
entire dataset. In this case, the total runtime of the parallel
algorithm will be determined by thread 1, as illustrated by
Figure 2 and pseudo code called Naive Parallel Algorithm
shown in Algorithm 3.

Therefore, if we simply halve the outer loop executions,
the total iterations of the loops are 155 in the first part and
55 in the second part. So, the second part is only one third
of the first one and finishes much earlier. It would better to
use equal 105-105 iterations in both threads.

In our solution, we present a method that implements
outer loop parallelization for the purpose of obtaining a
nearly equal iteration of each threads, thereby eliminating
differences in thread runtime.

3.1 Nested loop parallelization

Numerous fields (numerical calculations, big data, etc.) use
nested loops to either compute mathematical formulas or
process large amounts of data, which typically stored in
(often multidimensional) arrays. In the case of arrays, data
is accessed through nested loops, their dependency relies
on the data type and the processing method. When par-
allelizing such cases, it is first necessary to determine at
which level of the cycles we want to parallelize, the strate-
gies of which are illustrated in Table 1. [4, 7, 5, 19]

Table 1: Most common nested loops parallelization strate-
gies

Type Description

Outermost Parallelization of the outermost loop.
Inner Parallelization of one of the inner loop.
Nested Parallelize multiple nested loops.
Collapsing Nested loops collapse into a single loop.

3.1.1 Outermost

This is the most common approach for parallelizing nested
loops. In this strategy, the outermost cycle will be par-
allelized, with iterations distributed between the threads,
thereby running the threads in parallel and performing the
tasks assigned to them. In this case, the internal cycles are
executed sequentially.

This strategy is generally a good choice (especially for
high iteration counts) as it minimizes the cost of par-
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Figure 2: Unbalance of the runtime of the threads based on a uniform distribution of iterations.

allelization (for example, initializing threads, scheduling
loop iterations on threads, thread synchronization).

Despite the advantages, the disadvantage is the limit on
the maximum level of parallelization, which must not ex-
ceed the number of iterations of the loop to be parallelized.
For example, a cycle that goes from i : 1 → N can be
divided into a maximum of N parts. This can limit the
number of threads, which may prevent taking advantage of
using all processors and cores of the system.

3.1.2 Inner

A variant of outermost parallelization, with the difference
that one of the internal cycles is parallelized (as opposed to
the external) while the outermost loop is executed sequen-
tially. This strategy is necessary or useful if the external
loop does not have a sufficient number of iterations for ef-
ficient parallelization, but it has the disadvantage that ini-
tializing, managing, and synchronizing threads can lead to
performance problems.

3.1.3 Nested

This strategy takes advantage of the opportunity to execute
multiple loops in parallel. Unlike the previous ones, which
can use up to maximum as many threads as the number of
iteration loops, this strategy also provides additional paral-
lelization, which can give good results on systems with a
large number of processors.

3.1.4 Collapsing

The basis for loop collapsing is that it transforms nested
loops into a single loop, and then the newly created loop
will be parallelized. The advantage of the transformation is
that the ratio of parallelization is increased by the fact that
the newly created loop will have a greater number of itera-
tions. The method produces better runtime results than in-

ner and nested strategies, since reduces the amount of loop
overhead (although this is not always possible as not all
compilers provide this functionality).

4 Methodology

4.1 Index based equal distribution
To balance the number of iterations in every threads, it is
necessary to determine the optimal number (O) of iteration
in one partition based on the size of dataset (N ) and the tar-
get number of partitions (P ) and calculate lower (inclusive)
and upper (exclusive) indices for all partitions. It is impor-
tant to note that partitioning happens according to the outer
loop, so perfect resolution occurs only in exceptional cases.
In all other cases, it is sufficient to achieve approximately
the same number of iterations.

The optimal number of iterations for a partition is ob-
tained by determining the number of all iterations (for a
dataset of N elements): FN = N(N+1)

2 which is divided
by P to get the optimal number of iterations of a partition:

O =
N(N+1)

2

P = N(N+1)
2P .

Using the previous example, the optimal distribution of
iterations can be determined as follows:

– N = 20 −→ FN = N(N+1)
2 = 20∗(20+1)

2 = 210
- total number of iterations,

– P = 2 −→ O = N(N+1)
2P = FN

P = 210
2 = 105

- iteration within 1 partition.

Our goal is to achieve this O iteration count for each
thread. We know that the first thread will start processing
the elements from I0 = 0 (inclusive) index and the last
thread index is I2 = 20 (exclusive). The question is how to
determine internal indices. In the example where we want
to split the set into two threads, we only need to define an
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Algorithm 3 Naive Parallel Approach
Require: S: series of data
Require: N : number of element in the series
Ensure: S: series of processed data

1: function NAIVEPARALLELAPPROACH(S, N )
2: P = NumberOfProcessors() . Determine the optimal level of parallelism.
3: T = CreateThreads(P) . Create P number of working thread.
4: for p = 0 to P − 1 do
5: lower =

⌈
p∗N
P

⌉
. Calculate the lower (inclusive) index in thread.

6: upper =
⌈
(p+1)∗N

P

⌉
. Calculate the upper (exclusive) index in thread.

7: T[p] = ThreadProcess(lower, upper, S)
8: end for
9: WaitAll(T )

10: return S
11: end function

12: function THREADPROCESS(lower, upper, S, N )
13: for i = lower to upper do
14: for j = lower + 1 to N do
15: if (S[i].P1 R A[j].P1) then . R is the relation between elements
16: S[i].P2 = S[i].P2 ∪ {A[j]}
17: S[j].P2 = S[j].P2 ∪ {A[i]}
18: end if
19: end for
20: end for
21: return S
22: end function

internal index (will be: I1 = 6), which will be an exclusive
on the first, and an inclusive one on the second thread.

4.2 Steps of individual indices calculation

1. Determine the total number of iterations (FN ) based
on dataset size (N ): FN = N(N+1)

2

2. Define the target number of partitions (P ), than calcu-
late the optimal number of one partition’s iterations:
O = FN

P

3. Knowing the first index (I0 = K0 = 0), determine the
following index approximation (K1) for the partition
using the following equations:

– Number of steps from K0 to the end of the set
(K0 is known):

(N −K0)(N −K0 + 1)

2
(1)

– Number of steps from K1 to end of the set (K1
is unknown):

(N −K1)(N −K1 + 1)

2
(2)

– Equation (3) is obtained by combining and ex-
plaining (1) and (2).

– Roots of (3) are:
a = −1
b = 2N + 1

c =
P (N −K0)(N −K0 + 1)−N(N + 1)

P
−N2 −N

(4)

– where b2 − 4ac > 0, − b
a , ca > 0 and a < 0 so

X1 ≤ X2 therefore: [2]

X1 =
−b+

√
b2 − 4ac

2a
(5)

– from above we can calculate the (next) approxi-
mation to the index, K1:

K1 = X1 =

−(2N + 1) +
√

(2N + 1)2 − 4
P (N−K0)(N−K0+1)−N(N+1)

P

−2
(6)

– To get the real index (exclusive) need to round
the K1 (but to calculate the next Kx index, we
use the unrounded K value):

I1 = dK1e (7)

4. The index is calculated P times, and then Kp = N is
obtained.

This methods is the Improved Parallel Approach (IPA),
and its algorithm is illustrated by Algorithm 4.
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(N −K0)(N −K0 + 1)

2
−

(N −K1)(N −K1 + 1)

2
=

N(N + 1)

2P

P (N −K0)(N −K0 + 1)− P (N −K1)(N −K1 + 1) = N(N + 1)

P (N −K0)(N −K0 + 1)−N(N + 1) = P (N −K1)(N −K1 + 1)

P (N −K0)(N −K0 + 1)−N(N + 1)

P
= (N −K1)(N −K1 + 1)

P (N −K0)(N −K0 + 1)−N(N + 1)

P
= N2 −NK1 +N −NK1 +K2

1 −K1

P (N −K0)(N −K0 + 1)−N(N + 1)

P
= N2 − 2NK1 +N +K2

1 −K1

P (N −K0)(N −K0 + 1)−N(N + 1)

P
= N2 +N +K2

1 −K1(2N + 1)

P (N −K0)(N −K0 + 1)−N(N + 1)

P
−N2 −N = K2

1 −K1(2N + 1)

−K2
1 +K1(2N + 1) +

P (N −K0)(N −K0 + 1)−N(N + 1)

P
−N2 −N = 0

(3)

4.3 Example of intermediate indices
calculation

In this example the length of the set is N = 8, which we
would like to distribute into P = 4 parts. The total number
of iterations are FN = N∗(N+1)

2 = 8∗(8+1)
2 = 36. One

part optimally iterations are O = FN

P = 36
4 = 9. From

Equation 4 the a = −1 is constant, b = 2 ∗ N + 1 =
2 ∗ 8 + 1 = 17 is depends by the N , and c need to calculate
in every iteration. The outer loop first index is also known:
K0 = 0. The intermediate indices’ calculations are the
following:

– Step 1 - calculate K1 and I1:

c1 =
4 ∗ 8 ∗ 9− 8 ∗ 9

4
− 82 − 8 = −18

K1 =
−17 +

√
172 − 4 ∗ −1 ∗ −18

−2
= 1, 135

I1 = 1

(8)

For the first thread, the outer loop will iterate
from 0 to 1, resulting in a total of 8 iterations.

– Step 2 - calculate K2 and I2:

c2 = −36 K2 = 2, 479 I2 = 2 (9)

For the second thread, the outer loop will iterate
from 1 to 2, resulting in a total of 7 iterations.

– Step 3 - calculate K3 and I3:

c2 = −54 K2 = 4, 227 I2 = 4 (10)

For the third thread, the outer loop will iterate
from 2 to 4, resulting in a total of 11 iterations.

– Step 4 - calculate K4 and I4:

c2 = −72 K2 = 8, 000 I2 = 8 (11)

For the fourth thread, the outer loop will iterate
from 4 to 8, resulting in a total of 10 iterations.

As visible, we cannot reach the equal distribution, but we
get close to it. The optimal iteration count for one thread is
O = 9. The differences to this are as follows: −1 (−11%),
−2 (−22%), +2 (22%), +1 (11%), with a cumulative error
of 0.

To compare these results to the Naive Distribution, it
generates the following indices: 0− 2, 2− 4, 4− 6, 6− 8,
with iteration counts as follows: 15 (44%), 11 (22%), 7
(−22%), 3 (−44%). It is clearly visible that the first thread
will run approximately five times longer than the last one.
In contrast, the threads of the improved version will finish
at about the same time as is visible in Figure 3.

Figure 3: Difference between the two type of outer loop
distribution.

4.4 Error in indices calculation

There are some cases where the last index will never be
reached due to computational inaccuracy. Since rounding
is an important step in defining indices, this problem will
appear when the error "goes beyond" the decimal point, af-
ter that, rounding operation will not be able to correct the
deviation. This error will only occur when calculating the
last index, because in the case of intermediate indices, this
difference is negligible as it causes minimal differences in
iterations.
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Algorithm 4 Improved Parallel Approach
Require: S: series of data
Require: N : number of element in the series
Ensure: S: series of processed data

1: function IMPROVEDPARALLELAPPROACH(S, N )
2: P = NumberOfProcessors() . Determine the optimal level of parallelizm.
3: T = CreateThreads(P) . Create P number of working threads.
4: a = -1
5: b = 2N + 1
6: Klower = 0
7: Ilower = 0
8: for p = 1 to P do
9: c = P (N−Kprevious)(N−Kprevious+1)−N(N+1)

P −N2 −N
10: Kupper = −b+

√
b2−4ac
2a

11: Iupper = dKnexte . The upper (exclusive) index in thread.
12: T[p] = ThreadProcess(Ilower, Iupper, S, N )
13: Klower = Kupper

14: Ilower = Iupper
15: end for
16: WaitAll(T )
17: return S
18: end function

19: function THREADPROCESS(lower, upper, S, N )
20: for i = lower to upper do
21: for j = lower + 1 to N do
22: if (S[i].P1 R A[j].P1) then . R is the relation between elements
23: S[i].P2 = S[i].P2 ∪ {A[j]}
24: S[j].P2 = S[j].P2 ∪ {A[i]}
25: end if
26: end for
27: end for
28: return S
29: end function

As an example, suppose that the size of the set is N =
350, 000, 000 and the partition is P = 8, where the optimal
iteration within a thread is O = 7, 656, 250, 021, 875, 000.
In this case, after the calculation, the indices are shown in
Table 2.

At the last calculation, the index is below the expected
value; therefore, it is necessary to correct it. To overcome
this, it may be a solution to calculate the indices for P − 1
partitions instead, and then take the N as the last index of
an additional partition.

4.5 Perfect partition
A perfect division is when every thread takes the same
number of iterations, which matches the optimal number of
calculated iterations. We have done practical experiences
with all set sizes between 1 and 2147483647. It can be said
that certain sets can be divided into two equal parts by it-
erations (Table 3). It is not possible to do the same with
larger number of partitions (where the number of partitions
is a power of two).

4.6 Maximum meaningful size of the
partition

Maximum meaningful partition stands for the P value,
where at least one iteration of the external loop is executed
for each partition (the Ilower < Iupper condition is met).
This condition prevents us from creating threads that will
not contain iterations. This condition is usually violated
when either the set we want to process is too small, or when
the level of parallelization is too high.

For example, take the previous example where N = 8
and the value of P should be 6. In this case, the computed
indices will be: 0−1, 1−2, 2− 2, 2−4, 4−5, 5−8, where
the third thread indices violate the condition: because it has
a Ilower and Iupper indices value of 2, this thread will do
nothing.

The maximum value of P has not yet been determined
but can be restricted between a lower limit and an upper
limit. The lower limit is obtained by taking N+1

2 , because
we can create partitions at least half of the element number.
This equation can be derived from the following relation-



500 Informatica 45 (2021) 493–506 Á. Pintér et al.

Table 2: Index distribution and deviation when N = 350, 000, 000 and P = 8

Index lower value Index upper value Number of iterations Deviation

0 22 604 979 7 656 250 123 507 270 0,0000013274%
22 604 979 46 891 109 7 656 249 998 313 340 -0,0000003077%
46 891 109 73 300 705 7 656 249 988 081 220 -0,0000004414%
73 300 705 102 512 627 7 656 250 044 133 910 0,0000002907%

102 512 627 135 669 648 7 656 250 019 577 120 -0,0000000300%
135 669 648 175 000 000 7 656 249 913 887 130 -0,0000014105%
175 000 000 226 256 314 7 656 250 113 194 860 0,0000011927%
226 256 314 349 999 995 7 656 249 974 305 130 -0,0000006213%

Table 3: Size of datasets where the perfect partitioning with partition size of N = 2 is possible

3 20 119 696 4 059 23 660
137 903 803 760 4 684 659 27 304 196 159 140 519 213 748 912

236 368 449 290 976 842 345 585 235 477 421 558 532 029 951 554 649 488
609 257 881 663 866 274 741 094 204 863 561 208 882 299 846 904 919 383
927 538 920 950 158 457 959 527 776 982 147 313 1 004 766 850 1 059 375 243

1 081 994 780 1 091 364 099 1 100 733 418 1 127 233 854 1 136 603 173 1 145 972 492
1 155 341 811 1 191 211 566 1 200 580 885 1 245 819 959 1 255 189 278 1 268 439 496
1 300 428 352 1 332 417 208 1 345 667 426 1 400 275 819 1 422 895 356 1 432 264 675
1 454 884 212 1 477 503 749 1 518 861 924 1 522 742 823 1 528 231 243 1 541 481 461
1 564 100 998 1 596 089 854 1 618 709 391 1 631 959 609 1 637 448 029 1 650 698 247
1 673 317 784 1 682 687 103 1 718 556 858 1 741 176 395 1 769 284 352 1 795 784 788
1 818 404 325 1 850 393 181 1 859 762 500 1 869 131 819 1 882 382 037 1 886 262 936
1 891 751 356 1 927 621 111 1 946 359 749 1 959 609 967 1 968 979 286 1 982 229 504
2 000 968 142 2 014 218 360 2 036 837 897 2 059 457 434 2 068 826 753 2 078 196 072
2 091 446 290 2 104 696 508 2 132 804 465 2 146 054 683

ship:

N ≤ N(N + 1)

2P

1 ≤ N + 1

2P

P ≤ N + 1

2

(12)

The upper limit has not been proved yet, but we get the
following therorem about it after expanding the lower limit
as is shown in Equation 13.

P <
N + 1

2− 2√
N

− 1 (13)

Based on the lower and upper limit equations, the first
50 partition values are shown in Table 4 and Figure 4. As
visible, the upper limit follows the real maximum P value
(expect some special cases), until then the lower limit is
slowly getting further away.

In summary, if the P value is chosen less than or equal
to the lower limit, the partitioning will be certainly cor-
rect, and each thread will contain processable iterations. In
the case of higher values, the difference between the lower
limit and the optimal value increasing; therefore, it is ad-
visable to use the upper limit −1 to gain high level of par-
allelism.

5 Evaluation

This section presents the testing methods for the runtime of
the different versions of nested loops algorithms. The in-
puts were generated by the following parameters (resulting
in a total of 96 datasets).

1. Size of the dataset (N ) can be 10, 100, 1 000, 10 000,
20 000, 50 000, 100 000, 200 000.

2. Minimum and maximum size of the elements in the
dataset (El) can be 10-100, 1 000-5 000, 10 000-15
000.

3. Probability of duplicates in the dataset (β) can be 0,
0.33, 0.5, 0.8.

A C# application was developed for testing which runs
each measurement 10 times using each algorithm. During
the measurements, the best and worst results are discarded
and the final result was the average of the remaining values.

The following configuration was used for testing:

– CPU: Intel(R) Core(TM) i5-7300 (2 physical cores, 4
logical cores)

– RAM: 16 GB
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Figure 4: The evolution of limits and their differences, as a function of P

– HDD: Samsung MZVLB512HAJQ-000L7, 475,48
GB

– FileSystem: NTFS v3.1, cluster size: 4096 bytes

– Used level of parallelizm (P): 4

The results of the measurements show that the amount of
duplication of elements within the set (β) and the “length”
of the elements (El) do not effect the runtime significantly.
The runtime difference between the four algorithms pre-
sented is determined by the differences in the dataset sizes.
This observation is illustrated by the results of the measure-
ments in Figure 5.

The diagrams can be seen that the slopes of the func-
tions are nearly the same. For example, comparing the ex-
ecution time of the Naive Serial algorithm in the second
(El : 1000 − 5000) and the third (El : 10000 − 15000)
diagram, can be seen, that even though in the second case
the elements in the set are twice as long, runtime only in-
creased depending on the number of elements. For exam-
ple, for 50 000 elements, when the length of the elements
was increased, the difference was only 100 927 317 ticks
(≈ 0.010092732 seconds), while for doubling the size of
the set, the execution time increased by an average of 3
083 536 094 ticks (≈ 0.308353609 seconds). Of course,
this relationship also applies to other measurements.

It is also determined by the measurements (as visible in
Figure 6) that it is worth using the parallelization in the case
of more than 10,000 elements.

In cases where the size of the dataset does not reach
that number, serial processing will result in faster execu-
tion time, regardless of the length of the elements.

In Figure 7, the two versions of parallel algorithms are
compared and the differences between runtimes are high-
lighted.

As can be seen in cases where the dataset size exceeds
the minimum number of elements required for paralleliza-
tion (N ≥ 10 000), the improved version of the parallel

algorithm always results in faster execution time (between
15− 40 percentage) than the naive version.

6 Conclusion

To objective of this paper was to speed-up the calculation
of a given R operation using all possible pairs of a set as
operands. Several sequential and parallel procedures for
this purpose have been presented and analysed.

The main contribution of this paper is a novel nested loop
parallelization method based on the number of items. This
method is able to give an efficient partitioning of the prob-
lem based on the number of items and the number of avail-
able processors.

Some further analysis was also presented about the nu-
merical error of the method, perfect partitioning and the
maximum meaningful size of the partition.

The evaluation section shows that the presented method
is very effective and is able to give almost optimal results
is all cases.
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Table 4: The evolution of limits and their differences, as a function of P

N P
Lower limit Upper limit

N P
Lower limit Upper limit

V alue Diff. V alue Diff. V alue Diff. V alue Diff.

2 1 2 1 4 3 27 16 14 2 16 0
3 2 2 0 4 2 28 17 15 2 17 0
4 3 3 0 4 1 29 17 15 2 17 0
5 4 3 1 4 0 30 18 16 2 18 0
6 4 4 0 5 1 31 18 16 2 19 1
7 5 4 1 5 0 32 19 17 2 19 0
8 5 5 0 6 1 33 19 17 2 20 1
9 6 5 1 6 0 34 20 18 2 20 0

10 7 6 1 7 0 35 20 18 2 21 1
11 7 6 1 8 1 36 21 19 2 21 0
12 8 7 1 8 0 37 22 19 3 22 0
13 8 7 1 9 1 38 22 20 2 22 0
14 9 8 1 9 0 39 23 20 3 23 0
15 9 8 1 10 1 40 23 21 2 23 0
16 10 9 1 10 0 41 24 21 3 24 0
17 11 9 2 11 0 42 24 22 2 24 0
18 11 10 1 11 0 43 25 22 3 25 0
19 12 10 2 12 0 44 25 23 2 25 0
20 12 11 1 13 1 45 26 23 3 26 0
21 13 11 2 13 0 46 26 24 2 27 1
22 13 12 1 14 1 47 27 24 3 27 0
23 14 12 2 14 0 48 27 25 2 28 1
24 14 13 1 15 1 49 28 25 3 28 0
25 15 13 2 15 0 50 29 26 3 29 0
26 16 14 2 16 0 51 29 26 3 29 0
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Figure 5: Execution time difference
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Figure 6: Serial-Parallel intersection
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Figure 7: Comparison of Naive and Improved parallel algorithm execution runtime
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A new strategy is proposed for building easy to interpret predictive models in the context of a high-
dimensional dataset, with a large number of highly correlated explanatory variables. The strategy is based
on a first step of variables clustering using the CLustering of Variables around Latent Variables (CLV)
method. The exploration of the hierarchical clustering dendrogram is undertaken in order to sequentially
select the explanatory variables in a group-wise fashion. For model fitting implementation, the dendrogram
is used as the base-learner in an L2-boosting procedure. The proposed approach, named lmCLV, is illus-
trated on the basis of a toy-simulated example when the clusters and predictive equation are already known,
and on a real case study dealing with the authentication of orange juices based on 1H-NMR spectroscopic
analysis. In both illustrative examples, this procedure was shown to have similar predictive efficiency to
other methods, with additional interpretability capacity. It is available in the R package ClustVarLV.

Povzetek: Prispevek opisuje nov pristop za izboljšano razlago prediktivnih modelov.

1 Introduction

In the context of high-dimensional data with a large num-
ber of variables, p, and small number of observations, n,
such as microarray data, metabolomic and volatolomic data
(among a large variety of -omic data collected using high-
throughput fingerprinting technologies), most recent sta-
tistical modelling strategies aim to achieve both efficient
prediction and enhanced interpretability outcomes. For 20
years, the question of variable selection has driven a great
deal of work, from discrete processes in which variables
are either retained or removed, to lasso regularization pro-
cesses in which several model coefficients may be shrunken
towards zero [1, 2]. Regularization strategies discussions
are still an active topic due to the high-dimensional of cur-
rent data, either with model-based approach as in [3] or in
combination with filtering step as in [4].

However, as Lasso tends to arbitrarily select one predic-
tive variable among a group of highly correlated relevant
variables, the sparsity principle of Lasso have been embed-
ded into strategies for the selection of grouped predictors.
The Elastic Net penalty [5] has been proven to be an effi-
cient compromise between the Lasso (L1) penalty and the
Ridge (L2) penalty. Fused Lasso [6] and Group Lasso [7]
are designed for explanatory variables naturally ordered (as
in vibrational spectroscopy) or arranged into groups (as for
design factors). Sparse Group Lasso [8, 9] yields sparsity at
both the group and individual feature levels, in order to se-
lect groups and predictors within a group. The Octagonal
Shrinkage and Clustering Algorithm for Regression (OS-
CAR) [10] is another approach which combines an L1-type
penalty and a pairwise L∞-type penalty on the model’s co-

efficients. Thus OSCAR allows to simultaneously select
variables and perform supervised clustering in the context
of linear regression. The CLERE methodology [11] is also
based on the clustering of the regression coefficients using
a Gaussian latent mixture model. Several of the penalized
least squares approaches have Bayesian analogues also de-
veloped for variable selection and grouping [12, 13].

The model we propose here stems from another family
of approaches. Emphasis is put on reducing the dimen-
sionality of the data when a large number of highly corre-
lated explanatory variables (p� n) has been collected. We
consider reduction dimension approaches that define latent
components as being linear combinations of the explana-
tory variables and taking their correlation-structure into ac-
count. It is also desirable that these latent components are
easy to interpret by making several component loadings
to be exactly zeros for instance. This goal has also been
addressed with approaches designed to constrain Principal
Component [14, 15, 16] or PLS regression [17] loadings to
be shrunk to zeros. Another strategy was to first perform a
cluster analysis in order to construct interpretable compo-
nents [18, 19].

Our proposal is also to first perform a clustering of the
explanatory variables and then to fit a linear model be-
tween a response variable Y and p explanatory variables
Xj (j = 1, . . . , p) in a groupwise fashion. The algo-
rithm adopted herein is easy to implement and is oriented
towards the interpretability of the latent component intro-
duced sequentially into the model. In the case study con-
sidered herein, each selected latent component can be as-
sumed to be associated with a compound from its chemical
spectrum in NMR (Nuclear Magnetic Resonance). With
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metabolomic data, it is possible to imagine that the latent
components associated to subsets of metabolites may be
related to specific biological pathways. Within the context
of DNA microarray data, similar studies have been under-
taken [20, 21] in which hierarchical cluster analysis allows
to identify supergenes, obtained by averaging genes within
the clusters. These supergenes are thereafter used to fit re-
gression models, thereby attaining concise interpretation
and accuracy. One of the main differences in this study,
compared with previous research works [20, 21], is that
representatives of the clusters of variables, or latent vari-
ables, are not necessarily an average of the observed vari-
ables, but can be components that best reflect the variability
within each cluster of variables. The second difference is
in the procedure adopted for the progressive construction
of the regression linear model.

The clustering of the explanatory variables is based
herein on the CLV (CLustering of Variables around La-
tent Variables) approach [22, 23], implemented in the
ClustVarLV R package [24]. In summary, the CLV
approach consists of clustering together highly correlated
variables into clusters (or groups of variables), while ex-
hibiting within each cluster a latent variable (or latent com-
ponent) representative to this cluster. It turns out that each
latent component is defined as a linear combination of only
the variables belonging to the corresponding cluster. From
this point of view, CLV components are sparse compo-
nents in the space of observations, and aim to best reflect
the variance-covariance structure between the explanatory
variables. Using the same approach, but defining a slightly
different criterion, [18] also proposed a clustering of vari-
ables method for producing interpretable principal compo-
nents. [25] investigated an approach for clustering of vari-
ables, based on the identification of a mixture with bipolar
Watson components defined on the hypersphere. Herein,
the central feature of the clustering procedure is a bottom-
up aggregation approach of the explanatory variables in-
volving the CLV criterion.

The dendrogram obtained is then explored in order to
identify and select the predictive group’s latent components
regarding the response variable Y . In contrast with a pre-
vious study [26], hierarchical clustering, which is the more
time consuming step, is performed only once and the fit-
ting model stage has been modified accordingly. More pre-
cisely, an L2-boosting procedure for which the base-learner
model is the CLV hierarchical algorithm has been consid-
ered. It consists to, iteratively, select a group of explana-
tory variables. The residuals of the response variable is
then regressed on the latent component associated with the
selected group and the predicted response is updated with
the shrunken version of this local predictor.

The proposed methodology combining variables cluster-
ing and iterative linear model fitting, designated as lmCLV,
is described in Section 2. Section 3 includes a simple sim-
ulated dataset in order to illustrate the behavior of the pro-
cedure in a known context, as well as one real case study
dealing with the authentication of orange juice based on

1H-NMR spectroscopy.

2 Methodology

2.1 Notation
We consider the high-dimensional linear model :

y = Xβ + ε, (1)

where y = [yi] is a n × 1-dimensional random re-
sponse vector; X = [x1| . . . |xp] = [xij ], a n ×
p-dimensional quantitative explanatory variables matrix
(with i = 1, . . . , n and j = 1, . . . , p); β, a p× 1 regression
coefficients vector and ε the n×1-dimensional random vec-
tor of the residuals, with zero mean and constant variance.

We consider contexts where p > n or p � n and where
the explanatory variables may be arranged into groups of
highly correlated variables.

Both the explanatory variables matrix and the response
vector are assumed to be column-centered. In addition, the
user may choose to standardize, or not, the variables to a
unit variance.

2.2 lmCLV’s outlines
lmCLV combines two main methods:

1. The CLV method which is performed first.The simi-
larities between the variables, herein evaluated on the
basis of their covariance or correlation coefficients,
are depicted by a tree diagram which is used as the
learner for the model fitting method. The clustering of
variables, using CLV method, is detailed in Sect.2.3.

2. The L2-boosting procedure which provides an effi-
cient iterative model fitting method. The outline of
the L2-boosting algorithm is depicted in Sect.2.4, and
the way the CLV base-learner is used in the course of
this procedure is explained in Sect.2.5.

2.3 Clustering of the variables
The clustering of the explanatory variables using the CLV
method for directional groups [22, 24] aims to both identify
clusters of variables and define a latent component associ-
ated with each cluster.

For a given number of clusters, K, the aim of the CLV
method is to seek a partition GK = {G1, . . . GK} of the
variables into K disjoint clusters and a matrix CK =
[c1| . . . |cK ] of K latent variables, each being associated
with one cluster, so as to maximize the internal coherence
within the clusters. When the agreement between the vari-
ables is assessed using their covariance or correlation co-
efficients, regardless of the sign of these coefficients, the
clusters we are looking for are named directional groups. In
this case, the aim is to define the partition, GK, and group’s
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latent variables matrix, CK , so that to get the optimal value
T ∗ of the CLV criterion, so that:

T ∗ := max
(GK,CK)

K∑
k=1

p∑
j=1

δkj cov(xj , ck)2, (2)

under the constraints ||ck|| = 1.
In eq.(2), δkj = 1 if the jth variable belongs to the group

Gk, and δkj = 0 otherwise. In other terms, (δkj) is the
generic term of a binary matrix ∆ of the group’s member-
ship of the p variables. ∆ has only one nonzero element
per row.

It is easy to show [22] that when the partition GK is
fixed, the latent variable in a cluster Gk (k = 1, ...,K)
is defined as the first standardized principal component of
a data matrix formed by the variables belonging to this
cluster. The latent variable ck associated with the cluster
Gk (k = 1, ...,K) can therefore be expressed as a linear
combination of the variables of this group:

ck =
∑

j/δkj=1

vjxj . (3)

For various numbers of clusters, from K = p clusters,
in which each variable is considered to form a cluster by
itself, to K = 1, where there is a single cluster containing
all the variables, an ascendant hierarchical clustering algo-
rithm is also proposed with respect to the CLV criterion and
aggregating rules detailed in [22]. The strategy proposed
herein consists of firstly constructing the whole hierarchy
of the p explanatory variables and to explore repeatedly the
dendrogram obtained.

2.4 L2-boosting procedure for model fitting
The second feature of the strategy is a boosting procedure,
which can also be represented as a functional gradient de-
scent (FGD) algorithm [27, 28], performed on the residu-
als of an iteratively updated shrunken linear model for the
prediction of the response variable y. The outline of the
algorithm can be depicted as follows:

1. Set m = 0, and initialize ŷ(0), for instance by choosing
ŷ(0) = 1nȳ, with 1n a vector of ones of length n, and
ȳ = 1/n

∑n
i=1 yi,

2. Increasem by 1, and compute the residuals e(m)
i = yi−

ŷi
(m−1) for i = 1, . . . , n;

3. Apply the base-learner procedure to the actual residuals.
The aim at this step is to identify the "best" CLV la-
tent component denoted c∗(m). This base-learner pro-
cedure will be described in Sect.2.5;

4. Update the predictive function, i.e. ŷ(m) = ŷ(m−1) +
ν α(m) c∗(m) where 0 < ν ≤ 1 is a shrinkage pa-
rameter and α(m) the Ordinary Least Squares (OLS)

coefficient estimate of the linear regression of c∗(m)

on e(m) = [e
(m)
1 , . . . , e

(m)
n ].

5. Return to step 2., until m = M (M being a large prede-
termined integer).

This procedure depends on two parameters: the stop-
ping iteration parameter, M , and the shrinkage parameter,
ν, which can be determined via cross-validation or other
information criterion as previously suggested in [28].

In practice, because our base-learner procedure returns
one-dimensional components associated with sequential
group-wise selections of the explanatory variables, we have
often observed (as it will be shown in Sect.3) that a rela-
tively high value of ν (greater than 0.5) generally performs
better. Moreover, as the predictive ability of the model ap-
peared to be relatively stable, large values of M (say 50 or
more) are not necessarily useful.

2.5 Base-learner procedure
The third step of the algorithm presented in Sect.2.4 is the
core of the proposed strategy. At each iteration, m, of the
algorithm, the aim is to select a cluster of explanatory vari-
ables and their associated representative, i.e. the group’s
latent component c∗(m). This choice is guided by CLV
hierarchical clustering of the p explanatory predictors of
X = [x1| . . . |xp] (Sect.2.3).

• For each size of partition (from p clusters to one clus-
ter), we first aim to identify the CLV latent component
which has the largest correlation (in absolute value)
with the actual residuals e(m). For q = 1, . . . p, that is
for each partition Gp−q+1, we define :

c∗q := max
k∈{1,...,(p−q+1)}

|cor(ck, e(m))|. (4)

• The next step consists of choosing a specific level q be-
tween 1 and p, that is a latent component c∗q and its as-
sociated group of predictorsG∗q , in such a way thatG∗q
is as large as possible while accommodating an undi-
mentionality criterion. The unidimensionality con-
dition is assessed herein using the modified Kaiser-
Guttman (KG) rule [29].

If we denote m this specific level:

m := arg max
q∈{1,...,p}

(|G∗q | / λ1 > L and λ2 ≤ L),

(5)
where |G∗q | denotes the cardinal of G∗q , λ1 and λ2 are
respectively the first and the second largest eigenval-
ues of the correlation matrix of the explanatory vari-
ables belonging to G∗q and the threshold L is defined
according to [29] by:

L = 1 + 2

√
|G∗q | − 1

p− 1
.
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The latent component c∗(m) and the groups of explana-
tory variables in G∗m are returned to the main algorithm
(Sect.2.4) which continues at step 4.

Finally, it can be noticed that at each step the base learner
returns a latent component which is itself a linear combi-
nation of a subset of the explanatory variables (eq.3). It
is therefore easy to reformulate the prediction function in
terms of a linear combinations of the p predictors, and to
obtain an estimate of the coefficients’ vector β (eq.1).

3 Applications

3.1 A toy-simulated example
The lmCLV procedure is illustrated in this section using a
simple example based on a simulated model as in [26]. We
considered herein p = 70 explanatory variables supposed
to be measured on n = 100 observations. Moreover, these
variables were assumed to be structured into five groups
(G1 to G5) of various sizes: G1 was the largest group con-
sisting of 35 variables, G2 was the smallest group with 5
variables, whereas G3,G4 and G5 were 10 variables each.

Each group of variables was generated around a pro-
totypical variable. The five prototypes were centered
and standardized random variables with a known struc-
ture of covariance. In practice, n realizations of a vector
(Z1, . . . ,Z5)t were generated from a centered multivariate
normal distribution with a covariance matrix Σ:

Σ =


1 0.5 0.5 0.5 0.1

0.5 1 0.5 0.1 0.1
0.5 0.5 1 0.1 0.1
0.5 0.1 0.1 1 0.1
0.1 0.1 0.1 0.1 1

 . (6)

Let us denote Z the n x 5 generated prototypical matrix.
Then, the variables of each group were randomly simulated
according to a multivariate normal distribution N (0n, In),
where 0n represents the n-dimensional null vector and In
the n× n identity matrix, as follows:

xj = ωj ZΛt + εj for j ∈ {1, . . . , p}, (7)

where Λ is a p x 5 binary matrix defining the allocation
of explanatory variables into the 5 groups. The column-
wise marginal sum of Λ was [35, 5, 10, 10, 10]. In eq.(7),
ωj ∈ {+1,−1} was used to randomly create positive or
negative correlations between each simulated variable xj
in a group and the associated prototypical variable, in order
to generate directional groups of variables.

Finally the response variable y (∈ Rn) was generated
with the following model:

y = Zb + ε with b = [1, 5, 3, 0, 0]t, (8)

where ε resulting from a multivariate normal distribution
N (0n, In).

The response y was supposed to be mainly related to the
variables of the smallest group, G2, moderately to the vari-
ables in G3 and the smallest for the most numerous vari-
ables in G1. According to the parameters of the simulation,
the expected correlation coefficients between y and five
prototypical variables are 0.69, 0.96, 0.82, 0.18 and 0.12,
respectively. This toy-simulated example was designed to
represent a simplified, but realistic, case study.

The choice of the shrinkage parameter ν is discussed
on the basis of the Root Mean Squared Error criterion
evaluated using a five-fold cross-validation procedure, de-
noted RMSECV . This criterion was assessed at each it-
eration m from 0 (null model) up to M = 20. Figure
1 shows that as the parameter ν becomes smaller, the de-
crease in prediction errors becomes slower. In this exam-
ple, a value of ν = 0.7 or 0.8 led to a low level of errors
(RMSEPCV = 2.29) after only three iterations of the al-
gorithm. In the following, ν was fixed to 0.7.
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Figure 1: Evolution of the Root Mean Squared Error in
Cross-validation with lmCLV, according to the number of
iterations, and for various values of the shrinkage parame-
ter, ν (from 1 to 0.1).

At the first iteration, and for each fold of the cross-
validation procedure, the variable numbers 36 to 40 (G2)
were in the cluster associated with the selected CLV latent
component (for one of the five folds the variable 33 was
also added, and for another fold the variable 46 was added).
At the second iteration, the G3 variables (41 to 50) were al-
ways retained (except for one fold, for which the variable
48 was lacking). Finally, at the third iteration, as expected,
all the variables associated with G1, number 1 to 35, were
in the selected cluster of variables.

For comparison of lmCLV with two usual regression
methods based on latent components, namely Principal
Components Regression (PCR) and Partial Least Squares
Regression (PLSR), the same dataset was considered, using
the same five consecutive segments for Cross-Validation.
The evolution of theRMSECV according to the number of
latent components included are shown in Figure 2(b). The
left hand side panel (Figure 2(a)) shows the evolution of
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the errors in prediction, more precisely the RMSE, evalu-
ated on the calibration set formed by the whole dataset. As
can be observed in Figure 2(a), PLSR and, to a weaker ex-
tend, PCR are prone to over-fitting, with the RMSE value
reaching 0.94 when p = 70 components are included (i.e.
the OLS solution). On the contrary the RMSE with lm-
CLV remained relatively stable with increasing numbers of
iterations. As a matter of fact, the higher the number of it-
erations, the more often the same groups of variables, and
thus the same latent components, are likely to be included
in the model. However, the loadings of these repeated la-
tent components are becoming increasingly smaller, which
has no impact on the overall quality of the model. With
three latent components, extracted during three iterations of
the algorithm, lmCLV made it possible to obtain a value of
RMSE = 2.23 and of RMSECV = 2.29. Regarding the
RMSECV criterion, in this example, lmCLV performed
a little better than PLSR and PCR. As with lmCLV, the
PLSR solution with three components could be retained.
However, except for the first PLS component which was
quite well correlated (r = −0.94) with the third latent com-
ponent retained with lmCLV (also well correlated with the
third prototypical variable), the other components were not
pairwise well correlated. In fact, the PLS components are
two by two uncorrelated, which is not the case for compo-
nents from CLV.

The component-wise gradient boosting, or L2-boosting
approach [28, 30] has also been considered for compari-
son purposes using the glmboost function included in the
R package mboost. We used the same cross-validation
structure as previously and tested step length values ν =
0.01 and 0.1 to 1 by step of 0.1, with a maximal number
of iteration of 1000. The best combination of the shrink-
age parameter ν and the number of iterations, was chosen
according to the RMSECV criterion. For this example,
the best combination was ν = 0.3 and a stopping iteration
numbermstop = 30, leading to aRMSECV value of 2.45,
which is similar to the optimal values observed with previ-
ous methods. With both of these parameters, 23 variables
were selected: seven from G1, the five variables from G2,
six variables from G3, and two variables from each of the
last two group.

3.2 Orange juice authentication case study

In this case study, a 1H NMR spectroscopic profiling ap-
proach was investigated to discriminate between authentic
and adulterated juices [31]. In this study, we considered the
adulteration of orange juice (Citrus sinensis) with clemen-
tine juice (Citrus reticulata). Supplementation of substi-
tution with cheaper or easier to find similar fruit is one of
the type of fraud conducted within the fruit juice industry.
For the experiment, twenty pure orange juices and ten pure
clementine juices were selected from the Eurofins database.
They are deemed to be representative of the variability of
the fruit juices available on the market. From these juices,
120 blends were prepared by mixing one of the twenty or-
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Figure 2: Evolution of the Root Mean Squared Errors.

ange juices and one of the ten clementine juices in known
proportions. The proportion of the clementine juice in a
mix were 10%, 20%, . . ., or 60%. The experimental design
is described in more detail in [31]. The database was com-
pleted with the twenty authentic orange juices, for a total of
140 juice samples, and these were analyzed on an 1H Nu-
clear Magnetic Resonance (NMR) spectroscopy platform.

The NMR variables are associated with chemical shifts,
given in ppm. In the following, two spectral regions were
simultaneously considered: The region from 6 to 9 ppm
and the region from 0.5 to 2.3 ppm. The first spectral region
mostly includes chemical shifts associated with aromatic
components and the second one due to amino-acid-specific
spectral shifts (among others). Between these regions lies
the typical 1H NMR spectra for orange juice sugars [32],
which cannot discriminate between Citrus sinensis and Cit-
rus reticulata juice. After a preprocessing binning step,
300 chemical shift variables were collected between 6 to 9
ppm, and 180 variables between 0.5 to 2.3 ppm.

The data matrix is therefore composed of n=140 obser-
vations and p=480 variables. The log-transformed data
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are available in the R package ClustVarLV (dataset
authen_NMR). The mean of the log-transformed signals
for both spectral regions are shown in Figure 3.
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Figure 3: Mean spectrum of the log-transformed NMR sig-
nals according to the spectral region. Two subplots are
shown due to the differences with order of magnitude in
both regions.

In the following, a pareto-scaling was applied to each
variable. This scaling, which consists of dividing each
variable by the square root of its standard deviation, was
shown in this case study [31] to be preferable to the usual
pre-scaling by the standard deviation. Moreover, the split-
ting of the observations into ten segments was defined for
Cross-Validation purposes. A proportional stratified alloca-
tion rule has been adopted in such a way that each segment
contained two observations of each of the seven experimen-
tal levels, ranging from 0 to 60% of co-fruit added to pure
orange juices.

Figure 4 shows the evolution of the errors in prediction,
evaluated by means of the RMSECV criterion, when the
shrinkage parameter ν was set to 0.2, 0.5 or 0.8. On this
basis, we choose to consider a value of the shrinkage pa-
rameter ν = 0.5 for more detailed analysis of the model.

Besides the predictive purpose, one of the key features
of lmCLV is to identify groups of explanatory variables
and their associated latent variables that are, step by step,
selected and involved in the model. The introduction se-
quence of the CLV latent variables provides an interesting
insight. However, it should be noted that the smaller the
shrinkage parameter, the more often the same group of ex-
planatory variables, by the means of its latent variable, will
appear. Therefore, some of the lmCLV algorithm’s outputs
are provided for each exhibited group, in order of its first
occurrence, rather than by iteration. Thus, the OLS co-
efficients, α(m), associated with a selected latent compo-
nent c∗(m) (see step 4 in Sect.2.4) are aggregated on all
iterations, m, to which this specific latent component is
selected, up to the predefined maximum number of itera-
tions, M . The same applies to the β coefficients of each
of the (pre-processed) explanatory variables belonging to a
selected group. Finally, a group importance criterion has
been introduced. This importance is assessed as the sum,
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Figure 4: Evolution of the Root Mean Squared Error in
Cross-validation with lmCLV, according to the number of
iterations, and the values of the shrinkage parameter, ν, in
the orange juice authentication case study.

over all its occurrences, of the decrease in residual variance
allowed by introducing the shrunken OLS estimate of the
associated latent component.
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Figure 5: Relative Group Importance for the orange juice
authentication case study. The Group Importance values
are expressed relatively to the total variance of the response
variable y.

In our case study, using the whole data set, with lmCLV
parameters ν = 0.5 and M = 25, the group importance es-
timates are depicted in Figure 5. This reveals the presence
of a group of spectral variables (G1) of high importance,
as well as two other important groups (G2 and G3). Each
group is numbered according to its first occurrence, which
corresponds rather well with its importance in the model.

The first group involved nine spectral variables at 7.52,
7.51, 7.50, 6.77, 2.10, 2.08, 2.07, 2.06 and 2.04 ppm.
The spectral range between 7.50 and 7.52 ppm, combined
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with the signal at 6.77 ppm and around 2 ppm, is partic-
ularly interesting and could be associated with 4 amino-3-
methylbenzoic acid (see for instance the Spectral Database
for Organic Compounds [33]. This information is quite sta-
ble: the spectral variables at 7.52, 7.51, 6.77 and 2.08 ppm
had been selected in the first group at each of the 10 itera-
tions of the CV procedure. The same variables have also be
noted in [31], but their presumed association with the same
compound could not be so clearly highlighted. The sec-
ond group of spectral variables consisted of ten variables
(7.15, 7.10-7.09, 1.10-1.05 and 0.96 ppm). The CV proce-
dure showed that the range between 1.09 and 1.05 ppm and
the peak at 7.10-7.09 ppm was simultaneously retrieved 7
times out of 10 as the second or third group. Lastly, the
third group consisted of nine spectral variables, and specif-
ically a range between 1.65 and 1.60 ppm. The relationship
between these first three group components and the propor-
tion of clementine juice in a mix is shown in Figure 6.
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Figure 6: relationship between the first three group com-
ponents and the proportion of clementine juice added to a
mix.

In Table 3.2, the predictive ability of lmCLV with ν =
0.5 is compared with those of various alternatives among
the most popular statistical learning approaches [1, 27]: (i)
Sparse PLS Regression [17] which is very widely used in
chemometrics; (ii) Elastic-Net [5], a penalized regression
method allowing sparsity and grouping effect in variable
selection; (iii) L2-boosting [28, 30], a simple boosting ap-
proach for squared error loss function which is based on a
regression model, unlike the base learner involved in lm-
CLV; and (iv) Random Forest [34], one of the most popu-
lar and intuitive machine learning method for high dimen-
sional predictive problem. The RMSECV were evaluated
using the same 10-fold Cross-Validation division as above.

For Sparse PLS Regression (sPLSR) the R package spls
was used, with parameter η ∈ {0, 0.1, . . . , 0.9} and K,
the number of components, varying from 1 to 20. Elastic-
Net (E-Net) was adjusted using the R package glmnet
and by considering the Gaussian family model with mix-
ing parameter α fixed to 0.5. The parameter λ was cho-
sen as the mean of optimal values determined for each CV
fold. For the L2-boosting approach (L2-boost), in the R
package mboost, values of parameter ν from 0 (0.01 pre-
cisely) to 1, by 0.1, with a maximal number of 1000 iter-
ations, was explored. RandomForest was considered be-
cause this machine learning approach often proves to be
effective in high-dimensional classification or regression
problems and provides an interesting variables importance
ranking. The R package randomForest was used with
parameter ntree = 5000, and default values for the two
other parameters, mtry (i.e. 160) and nodesize (i.e. 5).

methoda parameters setting RMSECV # var.selected
lmCLV ν = 0.5,M = 25 6.366 145
sPLSR η = 0.3,K = 5 6.427 150
E-Net α = 0.5, λ = 0.08 6.335 90
L2-boost ν = 0.2,M = 209 6.742 75
RdF (5000, 160, 5)b 9.992 146c

a All the methods was applied using available R packages. Their paramaters were
determined on the basis of Cross-Validation with the same samples division.
b ntree = 5000,mtry = 160, nodesize = 5.
c Variables with a standardized variable importance value greater than 3 were se-
lected.

Table 1: Root Mean Squared Error in cross-validated pre-
diction of the percentage of clementine juice added to the
orange juices, according to various methods.

As shown in Table 3.2, lmCLV has an expected pre-
diction performance similar to Sparse PLS Regression,
Elastic-Net and the L2-boosting approach. Quite surpris-
ingly, in this case study, Random Forest did not perform
very well. In fact, one can observe that by Random For-
est the prediction of the percentage of co-fruit added was
overestimated or underestimated at the extremes of the ex-
perimental scale, i.e. for 0-10% or 50-60%.
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Figure 7: Location of the spectral variables involved in the
models according to the method considered, in the orange
juice authentication case study.

The number of variables involved in the model fitted on
the whole dataset, using the predetermined model’s param-
eters, is indicated in the last column of Table 3.2. As shown
in Figure 7, while Sparse PLS Regression has the tendency
to identify fewer but larger spectral ranges, the L2-boosting
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approach retained a relatively small number of variables as-
sociated with narrow ranges. For lmCLV, 20 groups and
their latent variable were identified. Since several small
spectral ranges were merged within the same group, the to-
tal number of spectral variables involved was rather high.
However, the order of extraction and the grouping effect,
which are a specificity of lmCLV, cannot be revealed in
Figure 7. Globally, 19 spectral variables were retained
with the five methods considered herein. We systemati-
cally found the variables at 7.51-7.52 ppm, but not the other
variables that belonged to the first group extracted with lm-
CLV. The variables between 7.09 to 7.12 ppm as well as
the variable at 1.07 ppm are also present, as in the second
group extracted with lmCLV. We finally noted that the ar-
eas at 6.96-6.98 ppm, 1.56-1.57 ppm, 0.86-0.88 ppm were
selected with the five methods.

4 Conclusion

In this study, we introduced a strategy for linear model fit-
ting based on the hypothesis that high-dimensional datasets
often include highly correlated variables having similar
effect on the response variable. This is specifically the
case for modern scanning instruments such as those used
in spectroscopy (infrared, near-infrared, Raman, NMR,...)
which are able to collect a large number of sequential spec-
tral variables, several of them being representative of one
feature/signal. Omic data, and specifically metabolomic
data, contain a large quantity of measured elements that are
components of the same metabolic pathways and that con-
stitute the biological information that is sought. The basis
of the approach is to then cluster the explanatory variables
first, as other authors have already proposed [19, 18]. In lm-
CLV, the clustering stage is based on the CLV method and
consists of identifying unidimensional latent components
which represent clusters of variables. These latent com-
ponents play the role of the predictors in the second stage
which results in introducing the explanatory variables in a
group-wise fashion.

In constrast with [19] for the CRL approach (Cluster
Representative Lasso), and [20] or [21] in which each clus-
ter representative is defined as the mean variable of a group
of variables, the CLV latent components are defined at the
same time as the clusters, and are derived from the eigen
decomposition of the within cluster covariance matrix. In
addition, for the construction of the regression model it-
self, we have adopted an L2-boosting approach, rather than
a Lasso approach. This makes it possible to build a sim-
ple and efficient algorithm in which the CLV dendrogram
constitutes the base-learner.

Compared to our previous study [26], the algorithm pro-
posed here requires much less computer resources. In the
previous study, the clustering stage was performed on the
data matrix combining the residuals of the response vari-
able and the explanatory variables, and was repeated for
each iteration. However, the clustering of several hun-

dred variables requires the largest part of the computa-
tion time. Using the new version of lmCLV, for the case
study on orange juice authentication (Sect. 3.2), which
involved 480 explanatory variables, the whole procedure
(ν = 0.5, M = 100) took 1 min 48 sec on one 3.4 GHz
processor, including 1 min 25 sec for the clustering stage
alone. For the implementation of this algorithm, a function
lmCLV will be available in version 2.0.2 of the R package
ClustVarLV.

In both examples presented in this study, lmCLV was
shown to have similar predictive efficiency to other meth-
ods, and importantly, provided additional interpretability
capacity. The use of latent components that are easy to in-
terpret, because each of them is associated with a group
of collinear variables, is consistent with the development
of modern simplifying approaches for modelization. How-
ever, compared to Lasso-based methodologies, dimension-
ality reduction based on variables clustering makes it easier
to identify directions of interest for prediction and makes it
possible to highlight functional links between explanatory
variables where they exist.
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The term "malicious software," which is commonly referred to as malware, describes malicious software 

that affects or harms computers, servers, or networks. While the numbers and complexity of malware have 

rapidly increased, developing a malware detection system is required to detect malware in the world of 

cybersecurity and test the behavior of its new features. While traditional techniques provide less efficiency 

in detecting new malware, machine learning techniques are used to achieve rapid malware detection in 

an intelligent way to improve detection performance, as malware and its application in the industry are 

constantly increasing. In this study, we developed a malware detection model by detecting malware using 

machine learning classifiers, after passing a new feature selection technique using genetic programming. 

We also compared the performance of all classifiers using the most recent feature selection techniques. 

Results show that Random Forest, Random Forest (4), and Random Tree give the best value in all 

experiments, while Hoeffding Tree and Decision Stump give lower values for F1-score and accuracy in 

all experiments. The feature selection method that proposed GPMP gives a better value than Filter-based 

with little differences. The accuracy and F1-score have the values of 0.881066 and 0.867546 for GPMP, 

and the values of 0.877624 and 0.862894 for Filter-based, respectively. The experimental results reveal 

that GPMP used fewer features than Filter-based, and this affected the computation and complexity of the 

model.  

Povzetek: Analizirane so bile metode strojnega učenja za povečanje uspešnosti odkrivanja zlonamerne 

programske opreme. 

 

1 Introduction
Nowadays, the problem of cybersecurity is growing due to 

the fact that all electronic devices are connected to the 

Internet. In addition, cybersecurity affects our daily life 

and the infrastructure of all fields because of the high 

connectivity between millions of hosts over the Internet.  

Malware is considered eligible to modify the target 

device or application in order to gain full control of the 

unauthorized access, and the device can have access to 

other vulnerable devices to steal data.  

The main reason of cyber-attack is malware. 

Accordingly, a malware detection technology must be 

developed to improve the legacy technology of the 

industrial security software used for detection. According 

to Kaspersky's research done in 2020, detecting new 

malicious files is increased by a rate of 5.2% every day 

[1]. 

Therefore, distinguishing between benign and 

malicious files is the most cybersecurity challenging task, 

which is used to detect suspicious files with higher 

accuracy and less time and cost. There are no highly 

efficient detection methods applied in the traditional 

methods because malware spreads very quickly on the 

network. Accordingly, most researchers try to use 

machine learning to get the best detection accuracy and 

reflect it in the new technologies or tools designed for 

malware detection and network Intrusion [2] [3] [4]. 

In this paper, we propose a new model using feature 

selection method and genetic programming that are used 

in a set of parallel classifiers for a more accurate model to 

detect malware at the lowest cost. The model is run using 

five methods of selecting features across ten classifiers, 

then they will be compared to show the best result at the 

lowest cost. 

2 Related studies 
Recently, much attention has been given to finding and 

developing new methods of malware detection, compared 

to existing methods, to cover the gap of malware detection 

challenges that arise by the increase of malware over time 

[5].  

Malware detection and analysis help the analyst 

learning the type, category, and target of malware. 

Malware detection can be classified into two categories, 

mainly: static and dynamic analysis. Static analysis is the 

primary category that analyzes malware and collects data 

from a file without executing it. Dynamic analysis is the 

opposite as it executes the suspicious file in an isolated 

and controlled environment [6]. 
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There are many research papers done to develop 

malware detection methods. In [7], for example, a 

detection system using effective low-dimensional features 

has been proposed. This system used ensemble algorithms 

for analysis to get better performance. The model applies 

detection technology to a large number of malwares with 

faster detection time. 

Another research [8] studies two categories of 

classification in one model. Alotaibi proposed Multi-

Level Malware detection using Triad Scale (MLMTS) 

model that work in multi stages. The first two levels of his 

proposed method perform static analysis and the third 

level performs dynamic analysis. The linear regression in 

machine learning was used in this model as an input of 

each level. Using MLMTS method in research 

experiments increases the accuracy and decreases false 

alarming, compared to other recent models. 

The study done by [9] focuses on improving an 

effective and efficient approach for malware detection by 

using the behavior of malware families. The authors 

proposed this methodology because they knew that the 

attacker could modify API call features with no change in 

overall behavior. So, they worked on three steps: studying 

API calls to object operation by analyzing the malware, 

generating a dependency graph based on the information 

of these operations, and finally defining the family 

dependency graph for each malware. The evaluation 

results of the proposed approach showed that the approach 

can help some anti-virus companies to detect malware 

from a zero-day attack. 

Multiple anti-virus scanners detection systems were 

proposed for enhancement selection performance in the 

work done by [10]. They proposed multiple anti-virus 

scanners that attempt to check if increasing the number of 

scanners affect detection results and how these scanners 

are able to maximize the accuracy. The experiment shows 

that there is a small effect of the number of scanners on 

accuracy, and if the number was increasing, the overall 

accuracy will be lowered rather than improved. Moreover, 

the final ranking of the scanners depends on the accuracy 

and gives the best chance to select the best combination of 

scanners. 

The malware detection model in this study uses a 

specific feature selection method that is used in several 

classifiers to compare the scores in order to show the effect 

of contemporary feature selection on reducing the cost of 

training time in balanced and unbalanced datasets. The 

experimental results were obtained by comparing 

Precision, Recall, Accuracy, and F1-scare in all classifiers 

and by comparing the commuting time as well.  

The following Table 1 provides a summary of the 

related work done on this field of study. 

Table 1: Summary of the Related Work. 

Paper 
Classifiers 

Algorithms 
Features 

Feature 

Selection 

Method 

Result Objective Limitations 

[6] Chi-square APIs/System 

calls 

- Detecting 

accuracy up 

to 96.56% 

Proposing a model 

for recognizing and 

detecting the 

malware from 

benign. 

The limitations of this 

model are related to 

malware that have an 

evasion detection 

technique, and it was 

used to detect 5 classes 

of malware only. 

[11] Evolutionary 

Algorithm 

Malware 

OpCodes 

- Detecting 

accuracy for 

all datasets 

between 

85.80% and 

87.67% 

Using Evolutionary 

Algorithm to 

generate graph and 

compare the similar 

graph to detect the 

suspicious files. It 

was used for 

categorizing 

malware and 

detecting it. 

The study shows that 

the detection approach 

was used to categorize 

the malware and detect 

it, but it does not show 

if it can detect and 

cover all classes of 

malware. 

[12] Hidden Markov 

Model (HMM), 

Support Vector 

Machine (SVM), 

Decision Tree 

(J48), and 

Random Forest 

(RF) 

API-call, 

operations, 

and usage 

system library 

Used term 

and inverse 

term 

frequency 

(TF-IDF) 

Logarithm 

for feature 

extraction 

Random 

Forest 

classifier 

gives the best 

results, while 

HMM has 

the lowest 

performance 

Evaluating 

classification 

approaches in terms 

of distinctive 

dynamic features 

and finding the best 

dynamic features. 

Malware detection 

approaches were used 

to obtain the family 

classification and 

malware detection. 

[7] AdaBoost, 

random forest, 

XGBoost, 

rotation trees, 

and 

extra trees. 

2-gram, 

2-gramM, 

API-DLL, 

API, and 

WEM 

frequency 

analysis and 

Expert 

knowledge 

to select a 

relevant 

feature 

XGBoost 

reaches the 

highest rank 

in AUC-PRC 

and accuracy 

Developing a novel 

technique to reduce 

feature 

dimensionality. 

The study does not 

represent the time used 

to extract features by 

frequency analysis and 

expert knowledge. 
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3 Datasets information 
This section presents all datasets used in our experiments 

conducted for this study. Our approach needed several 

datasets to study how they affect malware detection 

performance. All datasets used are available online. 

We used two types of balanced and imbalanced 

datasets for malware detection domains. They were also 

categorized into two groups: malicious or benign 

software, each with a different number of instances and 

features.  

Table 2 shows in detail all information regarding each 

dataset used in this study in terms of the number of 

features, the number of classes, the number of instances, 

characteristics of data, and the type of distribution datasets 

whether they were balanced or imbalanced. 

3.1 PE section headers  

The "PE-section" header is a balanced dataset that was 

developed by Angelo Oliveira to extract dataset features 

from the "PE-section" portion of a group of PE malware 

and PE goodware files that appeared in Cuckoo Sandbox 

reports. This dataset was created for malware detection 

and classification purposes [14]. 

3.2 Malware analysis datasets top1000 PE 

imports 

Angelo Oliveira generated “TOP-1000 PE Imports” which 

is imbalanced dataset that was created from ‘pe_imports' 

part of Cuckoo Sandbox reports for a group of PE malware 

and PE goodware files [15]. 

3.3 API call sequence 

The imbalanced “API Call Sequence” dataset contains 

42,797 malware and 1,079 goodware of API call 

sequences gathered by the extracted “calls” part of 

Cuckoo Sandbox reports [16]. 

3.4 Malware detection data 

This imbalanced dataset was created by Takbiri in June 

2019 as a result of his study done on detecting malware 

using Low-level Architectural Features of malware [17]. 

3.5 BIG malware dataset from Microsoft 

Microsoft team created a balanced dataset from their 

competition for Malware Classification Challenge which 

is called “BIG 2015” [18]. 

[8] Proposed a model 

with multi-level 

linear regression 

(MLAPAM and 

MDMLA) 

Call 

sequences, 

fallouts, 

and arguments 

MLMTS 

method 

used to 

generate a 

feature set 

The proposed 

method 

(MLMTS) 

gives the 

maximal 

accuracy and 

minimum 

false positive, 

compared to 

other 

methods 

Building a model in 

a Multi-Level for 

Malware detection 

using Triad Scale 

(MLMTS) based on 

a regression 

coefficient. 

The experiment study 

was performed using 

one benchmark 

malware dataset. 

[9] Comparing the 

object operation 

of feature 

dependency graph 

and family 

dependency graph 

API call - The proposed 

model gives 

highly 

efficient and 

effective 

results. 

Building a malware 

detection system 

based on behavior of 

the malware family. 

The justification of 

using the behavior-

based features and the 

graphs is time 

consuming. 

[10] Comparing a 

multi-scanner 

as a black box 

Features 

extracted from 

the malware 

were not 

considered. 

Only the rates 

from the 

scanners were 

- Combining 

multi anti-

virus 

scanners with 

achieving 

high 

accuracy, and 

the result is 

having the 

best 

combination 

of scanners 

Proposing three 

models to achieve 

the best accuracy of 

multi-scanner 

detection system and 

minimize the 

scanning cost. 

The internal 

mechanism is not clear, 

and it needs more 

details about the 

features and classifiers 

used in all scanners. 

[13] Gradient 

Boosting 

Algorithm 

Malware 

OpCodes 

Deep 

learning-

based 

feature 

extraction 

method, 

word2vec 

Detecting 

accuracy up 

to 96%. 

Developing a model 

to represent malware 

that mainly uses the 

malware opcodes. 

The work conducted 

was on a short range of 

malware classes. The 

paper covered 8 

different malware 

classes. 
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3.6 ClaMP (Classification of Malware with 

PE headers) 

The CLaMP balanced dataset is built from portable, 

executable files in header field values and from a 

combination of malware and benign samples to be used in 

the detection system  [19]. 

3.7 Malware executable detection 

Rumao created a dataset containing a set of features 

extracted from malware and goodware for Windows 

executable files. It blends two features of Windows 

executables: binary hexadecimal system calls feature, and 

DLL calls as hybrid features, in order to create this dataset. 

This imbalanced dataset contains 301 malicious programs, 

while the goodware contains 72 cases [20]. 

3.8 Windows Malware Detection 

(REWEMA) 

Windows Malware Detection Dataset (REWEMA), as a 

balanced dataset, contains 3136 malicious programs and 

3135 benign executable files. Features were extracted 

from disassembling executable files and selecting a set of 

useful file attributes [21]. 

3.9 Malware classification 

Malware classification dataset uploaded to Kaggle 

website by Paul. Which is Imbalanced dataset, it contains 

75503 malware and 140849 goodware features [22]. 

3.10 Malware goodware dataset 

This dataset was uploaded to Kaggle in February 2021. 

This Imbalanced dataset contains 50210 instances features 

for malware and goodware files [23]. 

4 Method 

4.1 Methodology design 

The malware datasets described in Section 3 were 

collected to test the proposed method for the detection 

system. All ten datasets were classified and categorized 

into two categories of malware and benign software. In 

addition, these datasets have been further categorized into 

two other types: balanced and imbalanced datasets, and 

this categorization is based on the disproportion of the 

malware and benign category in each dataset. 

Five feature selection techniques, which are described 

below in Section 4.2, were used in this study, and passed 

through fourteen machine learning classifiers in parallel. 

This objective model computes detection performance at 

the lowest cost. In our approach, we divided the ten 

datasets into a training and test set with percentages of 

70% and 30%, respectively. 

In this work, the model is designed and evaluated by 

making the following main steps: [1] Data cleaning was 

performed for all datasets before they are split for training 

and testing to fix all problems in the datasets (missing 

value, removing outliers, and resolving discrepancies, 

among others), and [2] five feature selection methods were 

used (Chi-Square, Filter-based, Wrapper-based, GPM, 

and GPMP). Then, [3] The number of features was 

selected for each feature selection method to compare 

performance, then it was calculated based on the number 

of features used in each method to test the performance 

based on how this method extract relevant features that 

reflect the effect in the overall performance of the 

discovery model. After that, [4] excessive oversampling 

SMOTE technique was applied in imbalanced datasets. [5] 

The release of new datasets was then introduced after 

applying feature selection and SMOTE methods in the 

classification model (14 classifiers) to measure 

Table 2: List of Used Datasets. 

Dataset 
Alias 

Name 

# of 

Feature 

# of 

Instances 

Used 

# of 

Classes 

Features 

Characteristics 

Dataset 

Class Distribution 

PE Section Headers BS1 5 43293 2 Integer, Float, Text Balanced 

TOP-1000 PE Imports DS2 1001 47580 2 Integer, Float, Text Imbalanced 

API Call Sequence DS3 101 43876 2 Integer, Float, Text Imbalanced 

Malware Detection Data DS4 16 70 2 Integer, Float, Text Imbalanced 

BIG Malware Dataset 

from Microsoft 
DS5 69 5210 2 Integer, Float, Text Balanced 

ClaMP (Classification of 

Malware with PE 

headers) 

DS6 55 5184 2 Integer, Float, Text Balanced 

Malware Executable 

Detection 
DS7 531 373 2 Integer, Text Imbalanced 

Windows Malware 

Detection (REWEMA ) 
DS8 631 6271 2 Integer, Text Balanced 

Malware Classification DS9 56 216352 2 Integer, Text Imbalanced 

Malware Goodware 

Dataset 
DS10 27 50210 2 Integer, Float, Text Imbalanced 
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predictions. [6] The performance evaluation scale for this 

detection model was accuracy, F1, accuracy, and recall. 

[7] The rating scale was finally compared for all datasets 

in all feature selection methods and all classifiers as well. 

The result of the model focuses on the performance to 

obtain the results of balanced and imbalanced datasets. All 

these steps were performed for the ten datasets (whether 

balanced or unbalanced) to study whether our proposed 

approach will obtain good performance in all datasets with 

different characteristics. 

4.2 Feature selection. 

In this work, two main steps were applied in datasets 

before running the feature selection technique. 

4.3 Data cleaning  

In this study, we applied a data cleaning for all datasets. It 

is about preparing raw data to start working on feature 

selection by drop outliers, cleaning missing values, 

encoding (text, integer, date, and float, among others), and 

scaling data [24]. 

4.3.1 Using data augmentation technique 

Synthetic Minority Over-sampling Technique (SMOTE) 

algorithm is one of the well-known augmentation 

techniques that are used in imbalanced datasets to solve 

minority class problems. In the imbalanced dataset, there 

are too few instances of minority classes that affect model 

decisions [25]. 

In this study, we used the SMOTE over-sampling 

technique to balance the number of classes in the datasets 

by adding new synthesized instances of the minority class. 

We also tested another SMOTE technology that is under-

sampling by removing the random instances of the 

majority class, so that it is balanced against the minority 

class. However, the detection efficacy decreased because 

some datasets have too few minority classes which results 

in decreasing the dataset, and this will affect the training 

and testing phase. Therefore, the main augmentation 

technique that we used in this study for all imbalanced 

datasets is the SMOTE over-sampling technique [26]. 

4.3.2 Feature selection techniques  

In this part of our study, we used five methods for feature 

selection, where three of them were commonly used in 

machine learning, and they are: Chi-Square, filter-based, 

and wrapper-based. The remaining methods are Genetic 

Programming Mean (GPM) and Genetic Programming 

Mean Plus (GPMP). They were developed in our study 

using genetic programming (GP) algorithm using the 

open-source frame-work HeuristicLab (Heuristic and 

Evolutionary Algorithms Laboratory) [27]. 

The GP method was used to create a weight for all 

features in hidden computations and to release the feature 

at relatively close values. We added two thresholds to the 

output result of the GP algorithm to find the most 

important and most relevant feature, in order to get more 

accuracy in perdition. In the first threshold used in GPM, 

the mean of all features values was computed, and all 

features were greater than the threshold.  

In GPMP, we changed the threshold by adding a 

chance for the remaining features whose values are below 

the mean, and that was done by creating another interim 

threshold which was added to the original threshold value 

to add a change for the features where their values are near 

the original threshold. See equation (1) that defines Chi- 

Square, where O is the observed value and E is the 

expected value for all values.  

Equation (2) represents the calculation of GPM 

method, WFk is the weight for the feature, and the integer 

number K represents all features y=1, 2, ..., K.  

Equation (3) is similar to equation (2), but it subtracts 

the mean of all weights of features under the total mean as 

an interim threshold is used to increase the chance for 

other features that have a value less than the original 

threshold. 

The main difference between these methods is that 

when we apply them in our approach, we find that a 

number of some specific features affect the computational 

cost and model detection performance. Each method 

evaluated feature values and compared them to the target 

value to find the strongest relationship between the target 

values depending on method statistical measures.  

Table 3 shows the five feature selection methods used 

in this study and their alias used in the charts. 

We found that each method has its own set of features 

that are identified to be used in the detection model. The 

difference in the number of features and the identified 

features themselves will be certainly reflected in the final 

Table 3: Five Feature Selection Methods. 

# Feature Selection Method Alias name 

1 Chi-Square Chi 

2 
Genetic programing Mean 

(GPM) 
GPM 

3 
Genetic programing 

Mean Plus (GPMP) 
GPMP 

4 Filter-based Filter 

5 Wrapper-based Wrapper 
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results of the detection model. Table 4 shows the 

differences between the number of features identified in 

each method. 

4.4 Evaluation metrics 

To evaluate our proposed detection model approach, we 

used the common evaluation metrics. These metrics are 

accuracy, precision, and recall, and we added F1-score 

because we tested two types of balanced datasets that can 

be measured using accuracy. In another hand, imbalanced 

datasets need to be measured using F1-score and accuracy. 

Equations from (4) to (7) show how these metrics are 

calculated [28]. 

F1-score mainly considers the values of both 

Precision and Recall, while Accuracy represents the 

percentage of the number of correct predictions in the 

model to the total number of inputs. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2 ∗ precision ∗  recall

precision +  recall
                 (4) 

 

𝐴𝑐𝑐𝑢𝑟𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
                         (5) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                             (6) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                    (7) 

5 Experimental results 
In this section, we present the results of our experiment to 

evaluate the findings of detection over ten datasets.  

Based on all experiments, we evaluated the detection 

model and summarized the results of the study in the 

conclusion section. 

Table 5 shows 14 classifiers that were used in the 

proposed detection model after applying five feature 

selection methods in ten labeled malware datasets. 

Based on the literature review examining the 

performance of classifiers, we used 14 classifiers shown 

in Table 5. We selected these classifiers depending on the 

efficiency of the literature review. We chose them based 

on 1) the most common classifier, 2) the least efficient 

classifier to test our approach, and 3) the most efficient 

classifier. The diversity of this chosen standardization 

helps us studying the proposed detection system. In our 

study, we applied our approach to build our model using 

four main steps: pre-processing for data cleaning, using 

augmentation technique for imbalanced datasets, using 

five-feature selection methods, and applying the data on 

Table 4: Number of features used for all feature selection methods.  

  Number of Features used Percentage of Features used  

Dataset 
Chi-

Square 
GPM GPMP 

Filter-

based 

Wrapper-

based 

Total 

Feature 

NO 

Chi-

Square 
GPM GPMP 

Filter-

based 

Wrapper-

based 

DB1 3 2 4 3 3 5 60% 40% 80% 60% 60% 

DB2 948 802 829 113 518 1001 95% 80% 83% 11% 52% 

DB3 100 20 33 99 29 101 99% 20% 33% 98% 29% 

DB4 15 7 15 14 15 16 94% 44% 94% 88% 94% 

DB5 55 12 20 50 61 69 80% 17% 29% 72% 88% 

DB6 43 13 16 29 37 55 78% 24% 29% 53% 67% 

DB7 483 70 70 133 201 531 91% 13% 13% 25% 38% 

DB8 151 59 48 563 611 631 24% 9% 8% 89% 97% 

DB9 54 15 18 34 46 56 96% 27% 32% 61% 82% 

DB10 19 7 9 20 25 27 70% 26% 33% 74% 93% 

Total   79% 30% 43% 63% 70% 

 

Table 5: Classifiers used in proposed model. 

NO. Classifiers 
Alias name used  

in charts 

1 Ada Boost.M1 AdaBM1 

2 Ada Boost.M1 (4) AdaBM1(4) 

3 AdaBoost AdaB 

4 CatBoost CatBoost 

5 Decision Stump DStump 

6 Hoeffding Tree HTree 

7 k Nearest Neighbors KNN 

8 Naive Bayes NB 

9 Random Committee RComm 

10 Random Committee (4) RComm4 

11 Random Forest RF 

12 Random Forest4 RF4 

13 Random Tree RT 

14 Support vector Machines  SVM 
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the model using 14 classifiers.The main objectives of this 

study focus on: 

First: knowing if the new proposed feature selection 

methods affect the overall performance of the detection 

model. 

Second: Knowing if the proposed methods give good 

performance of detection in balanced and imbalanced 

datasets. 

Third: Determining which classifiers performs better 

using new FS methods and comparing them to other state-

of-the-art performance methods. 

Figure 1 shows the total number of features in all 

datasets compared to the number of features used in all FS 

methods in this study. As a Figure 1 appears almost in all 

datasets, chi-square and wrapper-based used many 

features in all datasets according to their calculation. 

The proposed methods (GPM and GPMP) have a 

close result to the number of the used features, compared 

to filter-based. GPM and GPMP used fewer features than 

filter-based features in seven datasets. Table 4 shows the 

percentage of features used in ten datasets. GPM and 

GPMP have the minimum percentage of features used, 

with a value of 30% and 43%, respectively. 

The highest number of features are used in Wrapper-

based, in DS8 the percentage of features used are 97% that 

mean almost all the features are kept and used. 

The highest number of features are used in Wrapper-

based, and in DS8, the percentage of the used features are 

97%. This means that almost all features are kept and used. 

Based on the percentages shown in Table 4, and by 

applying FS on 14 classifiers, it can be noted, after 

conducting the initial analysis of the results, that the best 

results of F1-score and accuracy were found after applying 

the features that were selected by GPMP and Filter-based, 

with a little difference in values. 

The first output of our results shows that the 

comparison between GPMP and Filter-based must be 

studied, while GPM gives less performance than these two 

FS methods. 

This finding guided us to check if accuracy and F1-

score were affected by these percentages. As shown in 

figures (3) to (12), the results of the experiment conducted 

for ten datasets show that we must study if these FS 

methods give the same performance in balanced and 

imbalanced datasets. Furthermore, we studied the overall 

behavior of the performance in all datasets, and we 

compared the values that were found in balanced and 

imbalanced datasets after applying SMOTE oversampling 

technique. 

We noted, once we applied SMOTE augmentation 

technique, that prediction model is able to obtain the best 

performance based on F1-score and accuracy in the 14 

classifiers that were used. 

SMOTE is a common oversampling technique that is 

mainly used to handle the imbalanced datasets, but it may 

cause the model to need extra time for training and over-

fitting. However, in this study, oversampling technique 

 

Figure 1: The number of features is used in all Datasets based on the FS methods. 

 

Figure 2: Average accuracy and F1-score summary for ten DS using 14 classifiers. 
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helps the model to give better performance when 

compared to balanced datasets. 

Figures (3) to (12) illustrate the performance of all of 

our study objectives. In general, we can see that the 

balanced and imbalanced datasets are illustrated in similar 

shapes with little detailed differences occurred after 

applying SMOTE technique. This means that FS methods 

have a good result in all datasets regardless of whether 

they are balanced or imbalanced. 

In the final step of our study, we tried to determine 

which classifier gives better detection performance using 

the five FS features over ten datasets (balanced and 

imbalanced).  

After applying our approach on ten datasets, results 

were summarized by computing the average values for F1-

score and accuracy for all experiments, as shown in Table 

6 and Figure 2. The average of the highest calculated 

values of F1-score and accuracy shows that it is significant 

to rank the classifiers based on the efficiency. 

We found that there were three datasets that held the 

best ranks in the average of all conducted experiments. 

Random Forest, Random Forest (4), and Random Tree are 

in the lead in accuracy and F1-score values. They are then 

followed by the other three classifiers, classified as group 

B of performance, namely: AdaBoost, AdaBoost.M1, and 

KNN. Additionally, both Hoeffding Tree and Decision 

Stump give the lowest values of F1-score and accuracy in 

all experiment. The remaining classifiers are categorized 

in the middle of giving good performance results scales. 

Figure 2 summarizes the average values of accuracy 

and F1-score for ten DS using 14 classifiers. The average 

values for all experiments help us concluding our study by 

saying that GPMP and Filter-based give the best results in 

all experiments with the average of f1-score values that 

reach 0.867546 and 0.862894, respectively.  

This finding leads us to examine the differences 

between FS methods. Figure 1 shows the number of 

features used in all datasets based on FS methods. The 

Table 6: Average of accuracy and F1-score for ten DS using 14 classifiers and five FS methods. 

 
GPM Filter-based GPMP Chi-squared Wrapper-based 

Avg F1-

score 
Accuracy F1_score Accuracy F1_score Accuracy F1_score Accuracy F1_score Accuracy F1_score 

AdaBoost Avg 0.897007 0.892153 0.950888 0.950875 0.912717 0.909771 0.913025 0.912015 0.905135 0.910262 0.915015 

AdaBoost.M1 Avg 0.877519 0.875979 0.931936 0.931577 0.933636 0.933926 0.897579 0.897521 0.911156 0.910161 0.909833 

AdaBoost.M1(4) Avg 0.889907 0.887123 0.920886 0.920435 0.917216 0.920035 0.870939 0.868993 0.902101 0.901588 0.899635 

CatBoost Avg 0.844995 0.854525 0.855918 0.855751 0.885714 0.885961 0.898815 0.898688 0.857265 0.857820 0.870549 

Decision Stump Avg 0.797667 0.790254 0.793439 0.775139 0.819049 0.812602 0.752604 0.732342 0.771943 0.756560 0.773379 

Hoeffding Tree Avg 0.519706 0.381524 0.587115 0.442341 0.548830 0.396545 0.526053 0.386072 0.623355 0.525731 0.426442 

KNN Avg 0.904014 0.901189 0.932180 0.932396 0.954862 0.953708 0.932422 0.934905 0.862516 0.852418 0.914923 

NB Avg 0.768505 0.736326 0.712549 0.670044 0.735392 0.705738 0.700059 0.648922 0.789419 0.769453 0.706096 

Random Committee Avg 0.882569 0.880216 0.908151 0.908101 0.906350 0.906522 0.884793 0.884288 0.825369 0.792877 0.874401 

Random Committee(4) Avg 0.877746 0.873598 0.870887 0.871200 0.871380 0.871454 0.887017 0.885551 0.861022 0.858908 0.872142 

Random Forest Avg 0.957570 0.955435 0.976959 0.976194 0.979496 0.979747 0.945723 0.944170 0.959321 0.962125 0.963534 

Random Forest(4) Avg 0.950536 0.947880 0.975251 0.975478 0.980718 0.979334 0.948085 0.944361 0.966235 0.966801 0.962771 

Random Tree Avg 0.948175 0.942662 0.972579 0.972934 0.976031 0.974188 0.939855 0.939396 0.965424 0.962871 0.958410 

SVM Avg 0.880227 0.872036 0.898003 0.898045 0.913536 0.916118 0.907813 0.907274 0.915233 0.919567 0.902608 

Avg 0.856867 0.842207 0.877624 0.862894 0.881066 0.867546 0.857484 0.841750 0.865392 0.853367  

 

 

Figure 3: Accuracy and F1-score for DS1. 
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Figure 4: Accuracy and F1-score for DS2. 

 

Figure 5: Accuracy and F1-score for DS3. 

 

Figure 6: Accuracy and F1-score for DS4. 

 

Figure 7: Accuracy and F1-score for DS5. 
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Figure 1 shows that in most of the datasets, the GPMP 

used fewer features than Filter-based. This means that the 

computation used in the model used less time in GPMP 

than on Filter-based. 

Figures (3) to (12) show the F1-score and accuracy of 

all datasets. The analysis of the figures values shows the 

same results summarized in Table 6. In all figures, 

Random Forest, Random Forest (4), and Random Tree are 

at the top of all experiments. The values of AdaBoost.M1, 

and KNN are approximately similar, but the values of the 

Hoeffding Tree and the decision stump are shown in all 

figures below. These findings can be generalized for all 

datasets, whether they are balanced or imbalanced, as 

previously discussed. 

To check the effectiveness of our study, we have 

implemented our model on ten datasets to get the big 

picture of our study and the reasons why the proposed 

model is more effective and efficient. 

It is difficult to compare the results of the proposed 

model with other models because most of the models use 

a limited number of malware detection features and 

because there are other limitations such as using a single 

dataset to make a comparison between the results. This 

study also covers both balanced and imbalanced datasets 

and applies the proposed model to them. Most of the 

 

Figure 8: Accuracy and F1-score for DS6. 

 

Figure 9: Accuracy and F1-score for DS7. 

 

Figure 10: Accuracy and F1-score for DS8. 
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related works measure accuracy as a performance 

measurement, but our study does the measures using 

accuracy and F1-score because we use an imbalanced 

dataset. However, the results of the proposed model can 

be evaluated along with other related works by checking 

the result of F1-score of 0.9635 while we use Random 

Forest in the average of ten datasets, and this is considered 

a good value for the detection rate. 

We have proposed a malware detection model using 

14 classifier algorithms and five feature selection 

methods, two of which are proposed. Our feature selection 

methods are compared to other recent methods by 

applying them to the same datasets to check the 

differences in accuracy. We found our proposed method 

to be very effective for distinguishing between benign and 

harmful programs in relation to their detection. 

6 Conclusion 
This paper presents a model for detecting malware to 

enhance the detection rate by using five feature selection 

methods in ten malware datasets and 14 classifiers.  

This study examines if this proposed detection 

method gives better detection value for balanced and 

imbalanced datasets. The experiments shown throughout 

the study have no difference in detection values while 

using balanced and imbalanced datasets after applying 

SMOTE overfitting technique in imbalanced datasets.  

The results of this experiment have confirmed that the 

proposed GPMP feature selection methods attained high 

detection values in accuracy and F1-score. 

The overall rankings of feature selection methods 

depending on accuracy and F1-score in this experiment 

are GPMP, Filter-based, Wrapper-based, and chi-square, 

respectively. 

Results show that GPMP methods used fewer features 

than other methods with a percentage of 43% in the 

average of ten datasets. Filter-based that compete GPMP 

in detection rate used 63% features in an average of ten 

datasets. This shows how Filter-based affects the 

complexity and computation in the detection model. The 

average values of detection rate summarize the 

performance when using FS methods by saying that 

GPMP and Filter-based give average F1-score values of 

0.867546 and 0.862894, respectively. 

The final findings in this study focus on performance 

ranks for 14 classifiers in an average of all experiments. 

Random Forest, Random Forest (4), and Random Tree 

have the highest experiment results in accuracy and F1-

score values. The values for these classifiers in F1-score 

are 0.963534, 0.962771, and 0.958410, respectively. 

These values are followed by the values of AdaBoost, 

AdaBoost.M1, and KNN, while Hoeffding Tree and 

Decision Stump in all experiments give lower values for 

F1-score and accuracy.  

We intend, in our future work, to apply this presented 

method in this model on android malware detection in 

order to study the features of the datasets and the 

performance of classifiers. 

 

Figure 11: Accuracy and F1-score for DS9. 

 

Figure 12: Accuracy and F1-score for DS10. 
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Cloud computing consists of an advanced set of technologies that allow cloud providers to offer computing
resources such as infrastructure, platforms and applications to be accessible over the Internet as services.
Cloud computing relies on virtualization of resources in the cloud data centers, where a set of Virtual
Machines (VMs) are deployed on Physical Machines (PMs) to provision and serve user requests. Due
to the dynamic nature of cloud environments and complexity of resources virtualization, as well as the
diversity of user’s requests, developing effective techniques to evaluate and analyze the performance of
cloud centers has become highly required. In this paper, we propose the use of probabilistic model checking
as an effective framework for the evaluation and the performance analysis of resource provisioning in the
cloud. Based on an analytical model for resource provisioning in Infrastructure-as-a-Service (IaaS) cloud,
we build a stochastic model using the probabilistic model checker PRISM and analyze it against a useful set
of probabilistic and reward properties that help to measure and analyze cloud performance in an efficient
way.

Povzetek: Analizirane so razne komponente računanja v oblaku, npr. modeliranje in performance virov.

1 Introduction

Cloud computing is a novel information technology that
provides access to different IT services on demand over
the Internet. The services provided through the cloud
range into three main categories: Infrastructure as a Ser-
vice (Iaas), where infrastructure resources such as: servers,
storage, network components are provisioned. Platform
as a Service (PaaS), which provides an environment for
developing, running and managing applications efficiently
by reducing the complexity related to infrastructure. Soft-
ware as a Service (SaaS), which represents the largest cloud
market, in which the task of managing software is moved
to third-party services. Cloud computing has been treated
from different aspects such as: security [22], load balanc-
ing [24], storage[7] and consistency [21].

In cloud computing literature, we refer usually to ser-
vice providing by the technical term, provisioning. In this
regard, Vaquero et al. [23] defined cloud as: the provi-
sion of computing infrastructure, which aims to shift the
location of the computing infrastructure to the network in
order to reduce the costs associated to management and
maintenance of hardware and software resources. These
resources are offered to the customer by cloud providers
based on specific legally binding contracts called Service
Level Agreements (SLAs), which state Quality of Service
(QoS) parameters, such as time, cost, availability and se-
curity that should be guaranteed by service providers in or-

der to meet customer’s needs and execute service requests.
Buyya et al. [5] defined the cloud as: "A Cloud is a type
of parallel and distributed system consisting of a collec-
tion of inter-connected and virtualized computers that are
dynamically provisioned and presented as one or more uni-
fied computing resources based on service level agreements
(SLA) established through negotiation between the service
provider and the customers".

In IaaS cloud, virtualization plays a crucial role in en-
abling cloud computing services, in fact, it is a principal
mechanism that enables cloud providers to cope with mul-
tiple requests of users through virtualization of physical
machines(PMs). Virtualization refers to the abstraction of
computing resources in a way that a single physical ma-
chine can run a set of virtual machines(VMs)[3].

However, due to dynamic nature of cloud computing en-
vironments and the complexity related to managing infras-
tructure resources from a side, and the diversity in cus-
tomers requests from another, addressing the effective ways
to instantiate, provision and deploy infrastructure resources
to handle user requests and meet QoS requirements is con-
sidered as a big challenge and very critical issue in cloud
computing. Therefore, performance analysis and evalua-
tion of cloud computing environments have attracted re-
cently much attention and formed an active research area.

Cloud performance analysis is beneficial for both cloud
providers and consumers because it helps to get a deep in-
sight on the infrastructure resources and how they should
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be provisioned and scaled to execute various customers re-
quests. Among various performance and evaluation meth-
ods, analytical modeling-based methods represent the ma-
jor research that has been done in this area [8]. Since
resources provisioning and usage is highly variable and
uncertain, and since the arrival of customer requests is
stochastic, these methods are stochastic in general, and em-
ploy queuing theory with different buffers to cope with
a large number of requests given the available resources,
and thus, performance measures are quantified using prob-
abilistic methods. These stochastic methods can effectively
capture the uncertainty beyond cloud provisioning behav-
ior and estimate perfectly cloud metrics. Hence, SLA can
be maintained and an overall optimization can be achieved.
Continuous-time Markov Chains (CTMC), Stochastic Re-
ward Net (SRN) and Stochastic Petri Nets (SPN) are all
stochastic models that have been used for modeling and
analyzing cloud services performance, and they showed
promising results.

Performance behavior in the cloud is affected by a large
set of parameters, and thus many system variables must be
introduced to capture every modeling detail. CTMC mod-
els represent a good candidate to model every detail of the
system [12, 17]. However, as the system variables under
modeling grow up, the analysis could be intractable, since
it results in a very large state space, which is known as the
state explosion problem. To cope with such a problem, a
solution based on decomposing the entire model into small
interacting sub-models is proposed to facilitate and speed-
up the model generation[12].

Bradley et al.[4] stated that symbolic approaches are
very useful for performance and resilience modeling and
analysis of massive stochastic systems, and thus they
are very suitable for state space representation for cloud
computing systems. Symbolic techniques such as Multi-
terminal Binary Decision Diagrams are efficiently used to
encode CTMCs, and enable steady-state and transient anal-
ysis. These techniques are efficiently employed by the
probabilistic model checker PRISM[14], whose language
features synchronization between modules. These advan-
tages make PRISM a suitable tool for the performance anal-
ysis of cloud computing systems.

In this paper, we aim to show how probabilistic model
checking can be used for the performance analysis and
evaluation of IaaS cloud based on analytical modeling
methods using CTMCs. Probabilistic model checking has
appeared as an extension of model checking for analyz-
ing systems that exhibit stochastic behavior. These systems
are described usually using Discrete-Time Markov Chains
(DTMC), Continuous Time Markov Chains (CTMC) or
Markov Decision Processes (MDP), and verified against
properties specified in Probabilistic Computation Tree
Logic (PCTL)[13] or Continuous Stochastic Logic (CSL)
[1, 2].

Using the probabilistic model checker PRISM [14], we
show that analytical models, even if they are composed of
many interacting sub-models, can be easily expressed in

PRISM language and analyzed in an efficient way. The en-
tire model can be generated from interacting sub-models in
reasonable time thanks to many numerical solution meth-
ods employed by PRISM that can deal perfectly with the
state explosion problem. In this paper, we chose the model
proposed by [12] as a case study. With probabilistic model
checking, we will not be able only to compute probabilities
related to QoS metrics, but also we can verify such safety
properties and analyze reward-based properties.

The rest of this paper is organized as follows. In Sec-
tion 2 we present some related works to cloud performance
analysis. Section 3 presents some preliminaries and defi-
nitions on PRISM language. In section 4, we present the
analytical model and its implementation in PRISM with
detailed analysis of probabilistic and reward properties. Fi-
nally, we conclude the paper in Section 5.

2 Related work

The performance analysis and evaluation of cloud com-
puting services can be performed through two ways:
measurement-based methods and analytical modeling-
based methods. In measurement-based methods [19], both
cloud services and performance metrics to be evaluated
should be known in prior, and then the benchmark to be
tested should be chosen accordingly. After that, the test-
ing experiments can be executed. Actually, this technique
suffers from extensive experiments that should be executed
with different workloads and system configurations, which
may make the construction of appropriate testbeds that
can represent realistic cloud services scenarios a costly
task. Despite that, some measurements become invalid
when cloud service providers upgrade their software and
hardware to enhance their services. Therefore, analytical
modeling-based methods are considered as a good alterna-
tive since they are of low cost, and can cover large param-
eters of cloud services, especially that these methods can
analyze features of services even in early stages of design.

Li et al. [20] addressed the analysis of cloud services
by modeling the service as a queuing network consisting of
two tandem servers, web server and service server. After
service completion at the level of the web server, the re-
quest either exits the network or continues to be executed
at the service server. Both servers are modelled as M/M/1
queue with an exponential distribution of arrival and ser-
vice times. The main metric under evaluation in this paper
was response time. Based on this measure, a relationship
between the number of customers, the minimal service re-
sources and the highest level of services can be easily de-
rived. However, this work lakes an important feature in
cloud computing modeling, which is virtualization.

Chen et al. [6] have also considered queuing network
to estimate two different performance metrics, which are
practically needed more in the context of cloud comput-
ing, request completion time (ECT) and rejection prob-
ability (RP). The authors in this work consider also two
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queues, admission queue, and PM queue. Visualization is
addressed considering many parameters, such as buffer size
of queues, number of virtual machines, number of physical
machines and error/recovery rates. In this work, each job
is denoting a VM instance, and each VM is deployed on a
single PM.

While previous works assume an exponential distribu-
tion of requests, considering heterogeneity in cloud model-
ing is actually more appropriate to better analyze some dy-
namic properties. In this regard, Khazaei et all. [16] intro-
duced an embedded Markov model as an approximate an-
alytical model based on M/G/m/m+r queuing system with
single task arrivals and a task buffer of finite capacity. By
solving the approximate model, complete probability dis-
tribution of the request response time, and important per-
formance indicators such as the mean number of tasks in
the system, the blocking probability, and the probability of
immediate service can be easily estimated.

Covering more cloud services parameters by perfor-
mance evaluation model is highly needed. However, some-
times the analysis of such a model tends to be intractable.
To deal with this issue, some works [12, 17] proposed
a solution based on interacting stochastic sub-models of
Continuous-time Markov Chain (CTMC), thus, quantify-
ing performance metrics can be realized in a scalable man-
ner. In [12], the main QoS addressed was service avail-
ability and provisioning response delays. The requests or
jobs submitted by users can be served in different pools
named (hot, warm and cold), the decision in which pool
the request should be served is made by a module called
resource provisioning decision model, which is a CTMC
model consisting of a queue with finite length. Another
queue is found at each PM, where some requests/jobs can
wait for VM provisioning. While this model is limited to
service requests with a single task, Kazai et all. [17] pro-
posed a similar solution, but capable of dealing with batch
arrival of requests, where multiple VMs can be provisioned
to handle multi-tasks based on a single service request, thus
realizing a high degree of visualization.

Probabilistic model checking has already been used for
modeling and analysis of cloud computing. Kikuchi and
Matsumoto [18] have used PRISM for the performance
modeling and analysis of concurrent live migration oper-
ations in cloud computing systems. Live migration plays a
crucial role in cloud virtualization since it guarantees trans-
porting VMs from a host to another without affecting the
performance of the services. The authors described the
performance model of concurrent VM live migration op-
erations as a CTMC in PRISM language, and it has been
verified against two main quantitative properties regarding
the operations that can be stacked in waiting state at sender
side, and the operations that are executed at server side.

In [15], the authors defined an interesting set of resource
usage patterns in PRISM language as an MDP, and then in-
troduced a set of reward-based properties for analyzing cost
variation, and min/max probabilistic properties to analyze
deployment’s resource usage. These probabilistic patterns

before being generated as MDPs, are first expressed in a
higher language called probabilistic pattern modeling lan-
guage (PPM).

Evangledis et al. [9] addressed performance modeling
and formal verification of auto-scaling policies in PaaS and
IaaS to provide performance guarantees to reduce SLAs
violations, where two cloud services providers Amazon
EC2 and Azure have been considered. The authors consid-
ered rule-based auto-scaling policies, where upper and/or
lower bound on performance metrics such as CPU are ex-
pressed. The dynamics of auto-scaling process are ex-
pressed in PRISM as DTMC, and verified against proba-
bilistic properties to estimate CPU utilization and response
time violation for each auto-scaling policy, thus refining
QoS violation thresholds for the policies.

We summarize the existing related work in Table 1

3 PRISM

PRISM is a tool used for formal modeling and analyz-
ing systems that exhibit random or probabilistic behav-
ior [14]. It supports several types of probabilistic mod-
els such as DTMCs, CTMCs and MDPs. The analysis is
performed on these models against properties specified in
PCTL logic [13] for DTMCs and MDPs and Continuous
Stochastic Logic (CSL) [1, 2]for CTMCs. PRISM uses
several numeric methods for model analysis such as Gauss-
Seidel method, Backwards Gauss-Seidel method and Ja-
cobi method. For MDPs and CTMCs, PRISM uses value it-
eration and uniformisation, respectively. As additional fea-
tures, PRISM offers a simulation framework for reasoning
about probabilities and rewards.

A model in PRISM consists of one or several modules
that interact with each other. The module is specified using
PRISM language as a set of guarded commands.

[< action >] < guard >−→< updates >

Where the guard is a predicate over the variables of the
system and the updates describe probabilistic transitions
that the module can make if the guard is true. These up-
dates are defined as follows:
< prob >:< atomicupdate > +.....+ < prob >:<

atomicupdate >

When representing CTMCs, < prob > will refer to
transition rates instead of discrete probabilities. PRISM
also supports rewards which are real values associated with
states or transitions of the model. Where state rewards can
be specified as: g : r, and transition rewards are repre-
sented as: [a]g : r.

The properties for a CTMC model can be specified in
CSL logic that allows the specification of both transient
behavior and steady state behavior. We use the P opera-
tor for specifying transient properties and S operator for
specifying steady state properties. Another interesting op-
erator employed is the R operator that is used to reason on
the expected value of rewards.

Example
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Analytical
models

Analytical
Tools

Properties Scope Experimental
setting

Ghosh et al. [12] CTMCs SPHERE
service availability,

provisioning response
delays

Infrastructure IBM
SmartCloud

Khazaei et al.[17] CTMCs Maplesoft
rejection probability,

response
delays

Infrastructure Artifex engine

Li et al.[20] queuing net-
works

Matlab
completion time,

rejection probability,
system overhead rate

Infrastructure –

Chen et al. [6] queuing net-
works

–
Rejection probability,

task completion
time

Infrastructure XenServer
and OpenStack

Kikuchi et al.[18] CTMCs PRISM
stacked operations,
executed operations Infrastructure XenServer

Jhonson et al.[15] MDPs PRISM
Cost variation,
deployment’s

resource usage
Infrastructure –

Evangledis et al.[9] DTMCs PRISM
CPU utilization,

response time violation
Infrastructure,

Platform
Amazon EC2

and Azure

Table 1: Main related work on cloud performance analysis.
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Figure 1: Queue model.

Let us consider the CTMC presented in Figure 1. It repre-
sents a queuing system with maximum length 3. The sys-
tem can move from an empty state, where there is no job
to a new state with (q = 1) by the arriving of a new job
wit rate λ, and can return to the previous state by serv-
ing the job with a rate µ. The same thing applies for the
rest of states. The corresponding module for this model
is described in Figure 2. We have to declare 3 vari-
ables, the integer variable lq that refers to queue length and
two double variables representing the arrival and services
rates. The main variable is q, which represents the possi-
ble states of the system through raising two main transi-
tions, Arrive and Service, with their corresponding rates.
We can express probabilistic properties based on the value
of time variable T . For instance, we can express a CSL
property that states that the probability of the queue be-
ing full with time T should not exceed the probability
0.5: P <= 0.5[trueU <= T“full”]. The property

1 ctmc
2 const int lq = 3;//queue length
3 const double lambda = 1/10;//arrival rate
4 const double mu = 1/2;//service rate
5 module Queue
6 q: [0..lq] init 0;
7 [Arive] (q<lq) -> lambda: (q’=q+1);
8 [Serve] (lq>0) -> mu : (q’=q-1);
9 endmodule

10 label "full"= q=3;

Figure 2: Prism model for the queuing system.

can be rewritten in a different way to estimate the prob-
ability of the property being true within time unit T as
P =?[trueU <= T“full”].

4 Case study

The model that we are going to study concerns data cen-
ters that consist of a number of Physical Machines (PMs)
[12]. When user requests arrive at a cloud center, a vir-
tual machine or many VMs are deployed on PMs to serve
this request. A single VM can be provisioned to serve a
single request, however, in reality, multiple VMs can be
provisioned on a single or multiple PMs to serve such com-
plex request or super-task [17]. The PMs are grouped into
three servers: hot (i.e., running VMs), warm (turned on,
but without running VMs) and cold (turned off). It is tried
first to provision the request on a hot pool if there is enough
capacity, if there is no a hot PM available, there will be a
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look-up for a warm PM, if all warm PMs are busy, a PM
in the cold pool is used. In the case where no PM is avail-
able in all pools, the request will be simply rejected. The
strategy of regrouping the PMs into multiple pools results
in a good performance by reducing VMs provisioning de-
lay and operational costs. The model proposed consists of
three sub-models that refer to the three main steps of cloud
servicing, which are resource provisioning decision, VM
provisioning, and run-time execution. The overall solution
is obtained by interacting over these three sub-models. The
steps of provisioning and servicing are presented in Figure
3. In the following, we will describe each of the CTMCs
models.

4.1 Resource provisioning decision model
(RPDM)

This module is responsible for choosing the PM that can ac-
cept the request and in which pool. A finite decision queue
is employed, where decisions are made on FIFO basis. The
arrival to RPDM is modeled as Poisson process with arrival
rate λ. The related CTMC model is shown in Figure 5.

The states in the model are presented as pairs (i, j),
where i denotes the number of requests being waiting in
the global queue, and j denotes the pool on which the re-
quest is under provisioning. The initial state (0, 0) means
that the system is in an empty state, where there is no re-
quest, neither in the queue nor under provisioning. j is set
to ’h’ if there is at least one hot PM that can accept the job
for provisioning. Similarly, when j is set to ’w’ (or ’c’),
that means that a warm (or cold) PM can accept the job
for provisioning. The waiting queue for this model has a
maximum number N .

From the initial state, by arriving of a new request, the
system moves to the state (0, h) with rate λ, since it tries
to find a hot PM first. From this state the following three
possible transitions can occur:

– A request is accepted for provisioning in a hot PM,
and thus the module returns to the state (0, 0) with
rate Phδh.

– Another request arrives, and the system moves to state
(1, h) with rate λ.

– No hot PM can accept the request for provisioning due
to insufficient capacity, and thus the system tries to
find a warm PM and transits to state (0, w) with rate
δh(1− Ph)

Now, from the state (0, w), the model tries to find an
available warm PM to provision the request, if one warm
PM is available, the model moves back to the initial state
with rate Pwδw, otherwise, the module tries to find a PM in
cold pool by making a transition to (0, c) with rate δw(1−
Pw). Then, from the state (0, c), the request can be either
accepted in the cold pool, and thus the model moves back
to the initial state with rate Pcδc, or the request is rejected
when there is no available cold PM, and thus the model

moves to the same state with a rate δc(1 − Pc). The state
where i >= 1 means that i request is waiting in the queue.

The related prism module of this model is depicted in
Figure 6. We use two main variables, i and j, where i
refers to the number of jobs waiting in the queue, and j de-
notes the type of pool (j=1 for hot, j=2 for warm and j=3
for cold). The commands with wait action and rate λ (lines
6, 11 and 16) refer to a new request waiting and staying at
the same pool, hot, warm and cold respectively. The other
commands of provision refer to the provision in hot, warm
and cold respectively with the appropriate rates. The rest of
the commands where no action is defined refer to search-
ing for a PM in the next pool. While wait actions have no
control on the entire model, and they are just used for in-
dication, the other actions (Provision_hot, Provision_warm
and Provision_cold) are used for synchronization with the
rest of provisioning models (hot, warm and cold).

To build our model we need global as well as local vari-
ables. While local variables are defined at each module,
global variables are defined at the top of the global model,
thus they can be used by all modules. The rates in CTMC
models are usually defined as global variables. In addition,
we can define some variables that play an important role in
defining properties such as the time variable T . The set of
variables with their values are presented in Figure 4. These
values are basically adapted from [12, 10].

4.2 VM provisioning models
These models capture instantiation, configuration and pro-
visioning of a VM on a PM. The model for provisioning
a hot PM is described as a CTMC in Figure 10. In this
model, requests, PMs and VMs are all assumed to be ho-
mogeneous, and each request is for one VM instance. We
also assume that inter-arrival time, service time and VM
provisioning time are all exponentially distributed.

Figure 10: VM provisioning model for each hot PM[12,
11].

States of provisioning model are controlled by three
main variables i, j and k, where i presents the number
of requests in PM’s queue, j presents the number of VMs
currently being provisioned, and k presents the number of
VMs which have already been deployed. There are also in-
put parameters that control the model, Lh that represents
the size of PM’s queue, j can be 0 or 1 if the VMs are
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Figure 3: Request provisioning and servicing steps [12].

assumed to be provisioned one at a time, otherwise, a pa-
rameter can be introduced to refer to the number of VMs
under provisioning. Finally, we have the maximum value
of k, which refers to the maximum number of VMs that can
run in parallel (m). The other parameters concern rates: ef-
fective job arrival rate (λh), VM provisioning rate (βh) and
service rate (µ).

As we see in Figure 10, when a request arrives, the
model moves from state (0,0,0) to state (0,0,1) with a rate
λh, which means that the current request is under provi-
sioning, then it moves to the state (0,0,1), with a rate βh,
the last state indicates that one VM is deployed, upon ser-
vice completion, VM instance is removed and the model
goes back state (0, 0, 0) with service rate µ.

The related PRISM mode for a hot PM is presented in
Figure 7. We use here three variables: xh that refers to
the state of PM’s queue, yh that refers to the provision-
ing state and zh that refers to the number of VMs being
deployed. The commands refer in order to provisioning,
deployment and service respectively. An additional action
has been added just to use it in properties that specify the
number of requests being rejected.

The two other CTMCs for warm and cold PMs are sim-
ilar, though, they can define different arrival and instan-
tiation rates (see Figure 11 and Figure 12). The most
important difference concerns provisioning step, where in
both warm and cold pools, PMs are turned on but not ready
to use, thus, they require additional startup time. Time to
make a warm/cold PM ready for use is exponentially dis-
tributed with a rate γw/γc.

The related PRISM modules describing warm and cold
provisioning models are shown in Figures 8 and 9 re-
spectively. We notice that warm and cold models define
the same variables and steps as the hot model does, ex-
cept with the provisioning step, where the values yw and
yc have a larger range, yw = 2/yc = 2 refer to 1∗ and

yw = 3/yc = 3 refers to 1∗∗. Thus, compared to the hot
model, an additional section has to be added starting from
line 11.

For the following values: (lq = 6, lh = 1, lw = 1, lc =
1 and m = 2), the model generated by PRISM consists of
72859 states and 289147 transitions. The size of the model
may mainly vary to the number of variables used in the
module, as well as the range of their values. For instance,
if we let the value of j of warm and cold pools as the same
as hot (i.e [0..1]), we had to introduce two new Boolean
variables to replace the values 2 and 3 of j. Such a solution
could result in an additional large set of states.

Figure 12: VM provisioning model for each cold PM[11].

4.3 Specification
In this section, we will show how we can specify quanti-
tative properties in PRISM to reason about many measures
of cloud performance through various operators employed
by PRISM, which are the transient operator P , the steady
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1 //arrival and service rates
2 const double lambda;
3 const double mu;
4 // provisioning rates
5 const double betaH=1;
6 const double betaW=1/2;
7 const double betaC=1/3;
8 //max VMs deployed, time and global queu size
9 const m=2 ;

10 const double T;
11 const lq =6;
12 // buffer size hot, warm,cold
13 const lh=1;
14 const lw=1;
15 const lc=1;
16

17 const double deltaH=3;
18 const double deltaW=3;
19 const double deltaC=3;
20 // prob. off succes in hot, warm and cold
21 const double ph=0.9 ;
22 const double pw =0.8 ;
23 const double pc=0.7 ;
24

25 const double lamH =deltaH* (1-ph);
26 const double lamW=deltaW * (1-pw);
27 const double lamC =deltaC* (1-pc);
28

29 const double muH=deltaH*ph;
30 const double muW=deltaW*pw;
31 const double muC=deltaC*pc;
32

33 const double lambdaH = lambda/2;
34 const double lambdaW =lambda/4;
35 const double lambdaC =lambda/5;
36

37 const double gammaW =1;
38 const double gammaC=1;

Figure 4: Global variables.

Figure 5: Resource provisioning decision model[12].

operator S and the reward operatorR. The model checking
algorithm used during the analysis phase is Jacobi method,
though, we can use other methods such as Gauss-Seidel
method. We can use many variations in the model param-
eters during the analysis, such as the number of PM’s, the
number of VMs, arrival and service rates, etc. Since each
PM is represented by a complete module, to ease the anal-
ysis, we are going to fix the number of PMs, so no module
duplication will be used.

We can use the simulation framework of PRISM to pro-
vide a detailed analysis based on these values. The differ-
ent graphs to plot will be based on the variation of three
main values, arrival rate λ, service rate µ and time variable
T . All the values are considered in minutes. We will show
that the main measures, job rejection probability and wait-
ing time can be easily computed using probabilistic and
reward properties. We will also show how to obtain addi-
tional important measures. Before presenting these proper-
ties, we should introduce some labels that are employed to
express in a better way these properties. The set of labels
that we are going to use are presented in Figure 13, and the
set of rewards are presented in Figure 14.

Job rejection probability As explained before, job re-
jection could be at the level of the global queue, where
the buffer size reaches its limit, or on the level of the pro-
visioning module, where there is no sufficient resources,
which means that all PMs queues are full (xh=lh & xw=lw
&xc=lc). To obtain the rejection probability due to insuf-
ficient capacity we use the following steady-state property
:
S =?[”all_Pools_Full”]

We fix the arrival rate by λ = 8, and we use different
values of the mean service time µ to obtain the results pre-
sented in Figure 15. From the Figure, we see that increas-
ing the mean service time results in increasing job rejec-
tion probability. It’s evident that taking more time to serve
a request could result in rejecting new arriving requests.
We can also use a steady property to estimate the long-run
probability of the queue being more than 75% full, this in-
teresting property results in 0.99 and can be expressed as
the following: S =?[i/lq > 0.75].

Another important measure can be estimated using
steady-state operator is the steady probability that the sys-
tem is in full provision state (yh = 1&yw >= 1&yc >=
1), which means that in all pools, there is a request be-
ing provisioned. This property is expressed as S =
?[”all_Provision”] and returns a value of 0.94.

We can reason on minimum and maximum delay time
taken for provisioned requests before being served. To do
so we use the following reachability reward properties that
estimate the reward accumulated along a path until a certain
state is reached. The time reward is denoted by "time" in
Figure 14 (line 9), where every transition is counted.
R”time” =?[F (j = 1&zh = 1){j = 1&zh =

0}{max}]
R”time” =?[F (j = 2&zw = 1){j = 2&zw =
0}{max}]
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1 module rpdm
2 i: [0..lq];
3 j:[0..3] init 0;
4

5 [] (i=0) &(j=0)-> lambda :(i’=i)&(j’=1);
6 [wait] (i<lq-1) &(j=1)-> lambda :(i’=i+1)&(j’=j);
7 [] (i<lq) &(j=1)-> lamh :(i’=i)&(j’=2);
8 [Provision_hot] (i>0 )& (i<lq)&(j=1) -> muH :(i’=i-1)&(j’=j);
9 [Provision_hot] (i=0)&(j=1) -> muH :(i’=0)&(j’=0);

10

11 [wait] (i<lq-1)&(j=2) -> lambda: (i’=i+1)&(j’=j);
12 [] (i<lq)&(j=2) -> lamw:(i’=i)&(j’=3);
13 [Provision_warm] (i>0 )&(i<lq)&(j=2) -> muW :(i’=i-1)&(j’=j-1);
14 [Provision_warm] (i=0)&(j=2) -> muW :(i’=0)&(j’=0);
15

16 [wait] (i<lq-1)&(j=3) -> lambda :(i’=i+1)&(j’=j);
17 [] (i>0 )&(i<lq)&(j=3)-> lamc :(i’=i-1)&(j’=j-2);
18 [Provision_cold] (i>0 )&(i<lq)&(j=3)-> muC :(i’=i-1)&(j’=j-2);
19 [Provision_cold] (i=0)&(j=3) -> muC :(i’=0)&(j’=0);
20 endmodule

Figure 6: PRISM model for The RPDM module.

1 module vmpsm_hot
2 xh: [0..lh] init 0;// PM queue
3 yh: [0..1] init 0;// provision
4 zh: [0..m] init 0;// deployement
5

6 [Provision_hot] (xh=0) &(yh=0)&(j>=0)&(j<2)-> lambdaH :(yh’=1);
7 [Provision_hot] (xh<lh) & (yh=1) &(j=1)-> lambdaH :(xh’=xh+1);
8 [] (xh>0) & (yh<1)&(j=1)-> lambdaH :(yh’=yh+1)& (xh’=xh-1);
9 [] (yh>0)& (zh<m)&(j=1)-> betaH:(yh’=yh-1)&(zh’=zh+1);

10 [serve_hot] (zh>0)& (zh<=m)&(j=1)-> zh*mu:(zh’=zh-1);
11 [Reject_hot] (xh=lh) & (j=1) ->true;
12 endmodule

Figure 7: PRISM model for hot PM.

1 module vmpsm_warm
2 xw: [0..lw] init 0;// PM queue
3 yw: [0..3] init 0;// provision
4 zw: [0..m] init 0;// deployement
5

6 [Provision_warm] (xw<lw) & (yw=1) &(j=2)-> lambdaW :(xw’=xw+1);
7 [] (xw>0) & (yw<1)&(j=2)-> lambdaW :(yw’=yw+1)& (xw’=xw-1);
8 [] (yw>0)& (zw<m)&(j=2)-> betaW:(yw’=yw-1)&(zw’=zw+1);
9 [serve_warm] (zw>0)& (zw<=m)&(j=2)-> zw*mu:(zw’=zw-1);

10 // provision steps different than hot
11 [Provision_warm] (xw=0) &(yw=0) &(zw=0)&(j=2)-> lambdaW :(yw’=2);
12 [Provision_warm] (xw<lw) &(zw=0) & (yw=2)&(j=2) -> lambdaW :(xw’=xw+1) & (yw’=2);
13 [] (xw<lw) &(yw=2)& (zw=0) &(j=2) -> deltaW :(xw’=xw) & (yw’=1);
14 [] (zw=0)& (yw=3)&(j=2)-> betaH:(yw’=yw-1)&(zw’=zw+1);
15 [serve_warm] (zw=1)& (yw=1)&(j=2)-> zw*mu:(zw’=zw-1) & (yw’=3);
16

17 [Reject_warm] (xw=lw) & (j=2)->true;
18 endmodule

Figure 8: PRISM model for warm PM.
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1 module vmpsm_cold
2 xc: [0..lc] init 0;// PM queue
3 yc: [0..3] init 0;// provision
4 zc: [0..m] init 0;// deployment
5

6 [Provision_cold] (xc<lc) & (yc=1) &(j=3)-> lambdaC :(xc’=xc+1);
7 [] (xc>0) & (yc<1)&(j=3)-> lambdaC :(yc’=yc+1)& (xc’=xc-1);
8 [] (yc>0)& (zc<m)&(j=3)-> betaC:(yc’=yc-1)&(zc’=zc+1);
9 [serve_cold] (zc>0)& (zc<=m)&(j=3)-> zc*mu:(zc’=zc-1);

10 // provision steps different than hot
11 [Provision_cold] (xc=0) &(yc=0) &(zc=0)&(j=3)-> lambdaC :(yc’=2);
12 [Provision_cold] (xc<lc)&(zc=0) & (yc=2)&(j=3) -> lambdaC :(xc’=xc+1) & (yc’=2);
13 [] (xw<lw) &(yc=2)& (zw=0) &(j=3) -> deltaC :(xc’=xc) & (yc’=1);
14 [] (zc=0)& (yc=3)&(j=3)-> betaH:(yc’=yc-1)&(zc’=zc+1);
15 [serve_cold] (zc=1)& (yc=1)&(j=3)-> zc*mu:(zc’=zc-1) & (yc’=3);
16

17 [Reject_cold] (xc=lc) & (j=3)->true;
18 endmodule

Figure 9: PRISM model for cold PM.

Figure 11: VM provisioning model for each warm PM[11].

label "deployed_Max_In_hot" = (zh =m & j=1);
label "deployed_Max_In_warm" = (zw =m & j=2);
label "deployed_Max_In_cold" = (zc =m & j=3);
label "all_Provision"= (yh=1&yw>=1&yc>=1);
label "all_Pools_Full" = (xh=lh &xw=lw
& xc=lc);
label "maximum_Deployment" = (zh=m & zw=m
& zc=m);

Figure 13: Labels.

rewards "queue_size"
true : i;
endrewards
rewards "Provision_queue_full"
[Provision_hot](i=lq-1) : 1;
[Provision_warm](i=lq-1) : 1;
[Provision_cold](i=lq-1) : 1;
endrewards
rewards "time"
true : 1;
endrewards
rewards "Waiting_Pools"
true : xh + xw + xc;
endrewards
rewards "VMs_Deployed"
true : zh + zw + zc;
endrewards
rewards "VMs_Deployed_Hot"
true : zh;
endrewards
rewards "VMs_Deployed_Warm"
true :zw;
endrewards
rewards "VMs_Deployed_Cold"
true : zc;
endrewards
rewards "request_Reject_Warm"
[Reject_warm]true: 1;
endrewards

Figure 14: Rewards.

R”time” =?[F (j = 3&zc = 1){j = 3&zc = 0}{max}]
The properties estimate the reward that a state where a

request is served can be reached starting from a state where
the request is provisioned before being served. Roughly
speaking, it computes the complete time between provi-
sioning and service. For the hot pool, PRISM returns a
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Figure 15: Job rejection probability.

Figure 16: Probability of max deployment over time T.

result of 3 time units, 15 for the warm pool and 37 for the
cold pool. It is evident that the time taken for the request
to be served in hot pool is much less than warm and cold,
since the last pools require additional provisioning time,
and the resource provisioning decision model tries to pro-
vision the request in hot pool first. As we can compute
maximum reward/probability, we can also compute mini-
mum reward/probability using the feature of filter. For in-
stance, we can compute the minimum probability of the
global queue being not full, starting from the state where
the queue has been already full. The property is presented
as :
P =?[trueU <= T (i < lq − 1){i = lq − 1}{min}]
The results of this property for different values of T are

presented in Figure 17. A simple reachability property
without a filter can be used to compute the probability of
reaching the maximum deployment in each pool as follows
:
P =?[trueU <= T”deployed_Max_In_hot”]

P =?[trueU <= T”deployed_Max_In_warm”]
P =?[trueU <= T”deployed_Max_In_cold”]

The results of these properties are depicted in Figure
16. We see that the probability of reaching maximum de-
ployment (zh = 2) in hot increases faster than warm and
cold. For warm pool, the maximum probability value is not
reached until approximately T = 70.

We can also use Instantaneous reward properties to rea-
son on the reward of a model at a particular instant of time.
This type of properties associates with a path the reward
in the state of that path when exactly T time units have
elapsed. We can use it to estimate for instance the exact

Figure 17: Min probability using filter of full queue.

Figure 18: Number of VMs deployed.

number of requests waiting in the global queue in an in-
stance T as follows:
R”queue_size” =?[I = T ]
As time elapses, the reward will increase until it reaches

its limit, which will be at most lq − 1. Similarly, we can
use the property R”Waiting_Pools” =?[I = T ] to com-
pute the number of requests being waiting. We can use
these Instantaneous reward properties also to reason about
the number of VMs deployed globally at an instance T:
R”VMs_Deployed” =?[I = T ]. For instance, given a
value of (T = 60), the value returned is 5. For different
values of T , we can use the following properties to esti-
mate the number of VMs deployed at each pool.
R”VMs_Deployed_Hot” =?[I = T ]

R”VMs_Deployed_Warm” =?[I = T ]
R”VMs_Deployed_Cold” =?[I = T ]

The graph presented in Figure 18 shows the expected
number of VMs being deployed for different values of T.
It is evident that always the number of VMs in hot pool is
greater, where zh reaches its limit rapidly before zw and
zc respectively, because the RPDM tries always to find a
hot PM first. The mean service time has a great impact on
the results, by increasing its value, it could result in higher
values of (zh, zw and zc), since each request takes much
time to be served.

Unlike the Instantaneous reward properties, we can use
Steady-state reward properties to compute reward in the
long-run. To do so, the previous property of queue size can
be written as follows: R”queue_size” =?[S] and it results
in the value of lq − 1.

The last type of reward properties that can be used by
PRISM, is the cumulative reward that associates a reward
that is accumulated along the path until a bound T. For in-
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Figure 19: Expected number of requests provisioned after
full queue.

Figure 20: Expected number of requests rejected in warm.

stance, using the property R”Provision_queue_full” =
?[C <= T ], we will be able to compute the expected num-
ber of requests being provisioned from the state where the
global queue is full. The results over time T are presented
in Figure 19.

Now, we want to use cumulative reward properties to
reason on the requests being rejected at the level of each
pool with respect to the value of the arrival rate λ. From
the previous results, we choose the warm pool for this prop-
erty, because it knows a medium number of requests being
provisioned and served compared to hot and cold. For a
fixed period of time of 60 minutes, we try to estimate the
number of requests being rejected for different values of λ
using the following property:
R”request_Reject_Warm” =?[C <= 60]
The results of this property as returned by PRISM are

depicted in Figure 20. We notice that as the value of λ in-
creases, the expected number of requests rejected in warm
increases as well, because as much as requests arrive, more
hot PMs start accepting requests and subsequently warm
and cold PMs.

4.4 Power consumption analysis
The importance of cumulative reward properties can be
clearly shown in the context of power consumption. We
use it here for estimating power consumption of the three
pools. It is assumed that a hot PM consumes an idle power
hl when no VM is running, and the power consumption of
a VM is assumed to be va. For the hot pool, a reward of
r(i,j,k) = hl+Kva is assigned to each state of the hot pool,

where k represents the number of VMs being deployed.
The rest of rewards rates for warm and cold pools can be
found at [11], and their rewards as interpreted in PRISM
are presented in Figure 21.

We notice that power consumption rates for both warm
and cold have much details, since they require much addi-
tional startup time to be ready for use. This is represented
in the variables yw and yc that have three possible values.
It is assumed here that wl1 ≤ wl2 ≤ wl3 ≤ h1, and it is
the same case for cold pool: cl1 ≤ cl2 ≤ cl3 ≤ h1. The
values as adapted from [11] are declared as global vari-
ables in PRISM (see Figure 22). The values (wl1, wl2,
wl3) are assumed to be within 20 - 50% of hl, and the
values(cl1, cl2,cl3) 0-40% of hl. Given these values, we
can estimate the power consumption at each pool using the
following cumulative reward properties :
R”Power_hot_PM” =?[C <= T ]

R”Power_warm_PM” =?[C <= T ]
R”Power_cold_PM” =?[C <= T ]

The results of these properties over time are presented in
Figure 23. We see that power consumption in hot pool is
much higher than warm and cold pools, due to the higher
rates in hot. In addition, requests are provisioned more in
hot, then warm and finally cold. These results can be also
explained based on the previous graph (see Figure 18). We
notice that after 10 time units, the power consumption in
warm starts getting higher, due to a request being provi-
sioned in warm. While warm power consumption could
exceed 10% of hot power consumption by time T = 80,
the cold power consumption stays in a low level.

5 Conclusion
In this paper we illustrated the use of probabilistic model
checking as an effective framework for the evaluation and
performance analysis of IaaS clouds. Using PRISM model
checker, we implemented an analytical model that consists
of many interactive sub-models. The model describes and
quantifies the steps of provisioning and serving user re-
quests on virtual machines (VMs), which are deployed on
physical machines (PMs) regrouped in different pools. Us-
ing transient and steady properties, we were able to com-
pute many important performance measures, such as rejec-
tion probability and time delay. In addition, using different
types of reward properties, we were able to estimate many
reward-based measures, especially the power performance
trade-off of the IaaS cloud. The reliable estimations ob-
tained can help cloud providers to get a better insight on
cloud performance, thus avoiding SLA violation.
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Internet of Things (IoT), known as a new  paradigm,  has shown to have a significant role in healthcare 

domains including remote vital sign monitoring systems, physical activity tracking, early disease 

diagnosis, and prevention of disease risks. Therefore, designing an integrated healthcare system based on 

Internet of Things is highly dependent on designing a layered architecture pattern. However, there are no 

comprehensive studies on Internet of Things layered architecture in the healthcare industry. The purpose 

of this study was to identify and scrutinize different types of layered architecture of Internet of Things in 

healthcare in terms of functions, and technologies. We evaluated studies proposing layered architecture 

of Internet of Things based on security aspects (security requirements and solutions). A systematic 

literature review was conducted by searching IEEE, PubMed, Scopus and Web of Science between 2005 

and 2019. We were able to find 47 academic studies based on inclusion and exclusion criteria. We 

systematically reviewed applied functions and technologies and categorized them into three main layers 

namely, the perception, network, and application layers. This study also presented a comprehensive 

classification of sensor types. Only 28 out of 47 studies proposing Internet of Things architecture 

addressed security aspects among which privacy, authentication, and access control, confidentiality, and 

integrity had the highest rank. The layered architecture of Internet of Things is needed to provide an 

integrated framework for healthcare system, make better communication, and enhance the information 

management process. We suggest several potential solutions for future research directions according to 

technical, management, and security challenges 

Povzetek: Podan je pregled literatura za zdravstvene sisteme, ki uporabljajo večnivojske arhitekture 

interneta stvari. 

1 Introduction 
With the rapid advances in information and 

communication technologies in recent years, a new 

paradigm called Internet of Things (IoT) has emerged [1, 

2]. IoT is an innovative technology which was first 

introduced by Kevin Ashton a professor of Massachusetts 

Institute of Technology (MIT) in 1999 [1, 3]. The term 
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"IoT" refers to connecting all physical objects and devices 

in the real world to the Internet [4, 5]. In fact, the main 

concept of emerging IoT is a network of uniquely 

identifiable and addressable objects (things) which are 

embedded with sensors, actuators and microprocessors 

[6,7]. These objects can communicate with each other and 

exchange information based on communication 

interoperability protocols [8-11]. The term "IoT" is often 

associated with different names such as "internet of 

objects", "ambient intelligence", "ubiquitous computing", 

"pervasive computing", "cyber physical systems" and 

"machine to machine interaction" [12-17]. According to 

these statements, IoT technology allows interaction 

between People to People (P2P), People to Machine 

(P2M), and Machine to Machine (M2M) [18]. Indeed, the 

idea behind the emergence of IoT was to emphasize on 

"the connectivity for anyone and anything at anytime and 

anyplace" [19]. One of the widely applied definitions is 

provided by Uckelmann et al. [11], describing IoT as "an 

integrated set of future internet" which can be described as 

a dynamic worldwide and ubiquitous network 

infrastructure of intelligent objects with "self-configuring 

capabilities". In general, the IoT motto is “having a 

modern and better life and promoting the life quality”. 

This is possible by connecting a large number of 

intelligent devices, technologies, and applications [5]. 

Besides, three main elements including hardware (sensing 

devices), middleware (tools for storage and analyzing of 

data), and visualization are the key components which 

make IoT [20]. 

Gartner estimated that there would be 25 billion 

devices connected to the internet by 2020 [9]. These 

connections facilitate the volume of derived data and 

supply a wealth of intelligence for management, analysis, 

planning and decisions-making [18]. The IoT technology 

is currently used in different applications including smart 

home, grid, agriculture, transportation, logistics and 

industrial sectors [9, 21]. Among them, healthcare sector 

is considered as one of the most practical and attractive 

fields for IoT research [22]. Additionally, the IoT has 

made a significant potential for many medical domains 

including remote vital signs, patient monitoring systems, 

fitness programs, and daily physical activity tracking for 

the elderly and chronic diseases, continuously monitoring 

people’s physiological and mental conditions [19, 23, 24]. 

In the near future, the way of providing healthcare services 

will be altered by developing IoT-based healthcare 

technologies and services like pervasive and ubiquitous 

healthcare and telemedicine [3]. 

Presently, traditional healthcare systems merely focus 

on patient treatment in healthcare facilities; thereby 

maintaining traditional healthcare systems are often costly 

and lacking in quality. Furthermore, patients have to be 

hospitalized during the treatment processes and delivery 

of healthcare services in hospitals. However, IoT 

technology will help change the direction of healthcare 

services delivery from the hospital-centered approach to 

the person-centered one. With this new approach, patient 

treatment takes place at home environment by smart 

phones and wearable technologies such as smart watches 

and bracelets [2, 3, 25, 26]. Patient-centered approach can 

promote quality of care and educate patients about self-

care management and enhance the doctor-patient 

relationship [2, 27]. This is possible with the help of IoT 

technology which provides remote patient monitoring by 

collecting real-time healthcare data and sending critical 

information to medical staff. It is worth mentioning that 

many patients need continuous medical monitoring. 

Additionally, clinicians should have timely access to their 

patients' medical records in which the information is as an 

essential and influential resource in improving the 

healthcare processes and critical decision-making [19, 

28]. Hence, IoT supports early disease diagnosis, prevents 

possible risks, and assists doctors in remote patient 

monitoring [22, 29].  

IoT-based healthcare system is one of the most 

challenging areas worldwide. The main problem arises 

from the requirements of IoT technology in which the 

environment is inherently complex and dynamic and 

consists of heterogeneous objects [22, 24,30]. Therefore, 

in order to communicate and share data between different 

systems, billions of heterogeneous devices should be able 

to interconnect and interact with each other through the 

Internet [3, 5]. Moreover, with the development of IoT 

system, novel healthcare services should be integrated into 

conventional healthcare systems [25, 28, 31]. It is 

necessary to design a layered architecture which will be 

able to overcome these new challenges of IoT [32, 33]. 

Designing the layered architecture pattern is known as an 

initial and crucial step for implementing IoT technology 

[34]. The architecture is a backbone for IoT, which helps 

developers and designers of systems to provide a cohesive 

principle for implementing this technology to deliver a 

quality product [5, 35]. The major goal of designing IoT 

layered architecture is to provide a common framework 

for integrating multiple technologies, making better 

communication, and enhancing information management 

processes such as sensing, data collecting, transmitting, 

processing and storage [36-38]. If IoT technologies in 

each layer are not suitably configured, the IoT system 

might be exposed to multiple vulnerabilities and problems 

[30]. Therefore, multi-layered architectural pattern 

supports different aspects of IoT system deployments such 

as scalability, modularity, flexibility, configuration, 

security, and interoperability among heterogeneous 

systems [5,37,38]. According to this pattern, system 

components are divided and organized into separated 

units, called layers [39-41]. This architecture pattern 

concentrates on grouping relevant functions into distinct 

layers which present a consistent set of roles and tasks 

[42]. 

Although there is evidence of the proposed IoT 

architectures in the healthcare industry, these architectures 

are sparse in multiple sources and are only suitable for 

special application domains, and there is no 

comprehensive review of IoT layered architecture 

covering all healthcare domains [6, 43]. Besides, some 

articles have not investigated IoT layered architecture and 

they only addressed general detail of IoT structure [44]. 

There are different architecture styles for IoT including 

layered, client-server, peer-to-peer, service-oriented, 

REST and Microkernel architecture. However, many 
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articles have overlooked the importance of IoT-based 

healthcare architecture in a layered way. Layered 

architecture assists system developers to partition the 

whole system into layers. Hence, it can provide an in-

depth examination of the components and functions of 

each layer. A remarkable capabilities of a layered style is 

that it can be applied in integration with many other styles, 

which is not a statement that holds for all styles. Moreover, 

the advantage of layered architecture is scalability, 

reusability, and testability. If the layers are inspected in an 

in depth way, security will be ensured before connecting 

to healthcare devices and any changes in sensitive areas of 

the system can be detected [39]. 

 Furthermore, there are no detailed studies 

demonstrating a well-defined classification of types of 

sensors, technologies, and functionalities for each layer, 

and no survey study has separately evaluated architectures 

in terms of security aspects. Therefore, in an effort to 

better understand the advancement of IoT technologies 

and functionalities, a systematic literature review was 

performed in this area. Thus, the main objective of this 

study was to present a comprehensive review of related 

studies regarding the IoT layered architecture in 

healthcare domains. Accordingly, we formulate four 

Research Questions (RQS) to be answered on the basis of 

a comprehensive review as follows:  

• RQ1: What are the main application domains of 

layered architecture for IoT-based healthcare? 

• RQ2: What technologies are used in each layer of 

architecture for IoT-based healthcare? 

• RQ3: What main functions are considered in each 

layer of architecture for IoT-based healthcare? 

• RQ4: What are the main aspects of security in the 

layered architecture for IoT-based healthcare? 

The rest of this study is divided into five sections:  the 

research methodology is illustrated in Section 2. The 

results are presented on the basis of the research aims in 

Section 3. Finally, discussion and conclusion are 

explained in Section 4 and 5, respectively. 

2 Research methodology 
This study is a systematic literature review based on a 

consistent guideline of Preferred Reporting Items for 

Systematic Reviews and Meta Analyses (PRISMA) 

provided by Moher et al. [45]. Therefore, we conducted a 

review of all relevant studies by focusing on well-defined 

research questions leading to an increase in knowledge 

and better understanding of the types of layered 

architecture for IoT-based healthcare.  

2.1  Search strategy 

We conducted a research of four main databases (IEEE, 

PubMed, Scopus and Web of Science) between 2005 and 

2019 to meet the objective of the study. In this way, two 

major branches of science namely medicine and computer 

were connected.  The above mentioned databases could 

support a rich source of reliable information regarding the 

layered architecture for IoT-based healthcare context from 

different areas of knowledge. Then, we used Boolean 

operators such as “OR” and “AND” to combine the three 

groups of terms in searching the studies and constructing 

the search string as bellow: 

("internet of things" OR "internet of objects" OR 

"ambient intelligence" OR "ubiquitous computing" OR 

"pervasive computing" OR "heterogeneous sensor" OR 

"cyber physical system" OR "machine to machine 

communication") AND (architecture OR framework) 

AND (e-health OR ehealth OR "healthcare" OR "health 

care" OR medica* OR health* OR "smart health") 

In the next step, all searched studies were imported 

into EndNote software and duplicate studies were 

removed. The results are shown in Fig. 1.  

2.2 Inclusion and exclusion criteria 

On the basis of the research objectives, inclusion and 

exclusion criteria for our systematic literature review were 

determined (See Table 1).  

I/E Criteria Explanation 

In
c
lu

si
o

n
 

Language 

type 

Studies written in English-

language 

Publication 

year 

Studies published between 2005 

and 2019 

Publication 

venue 

Studies published in peer-

reviewed journals and 

international conferences 

Research 

method  

Case studies, experimental 

studies, surveys, review articles, 

field studies, simulation and 

prototyping studies 

Research 

scope 

Studies proposing layered 

architecture pattern for IoT 

healthcare. 

Related 

content 

Studies describing technologies 

and functions used in each layer 

of IoT. 

E
x

cl
u

si
o

n
  

Without full-

text 

The full-text of the studies is 

not available. 

Non-related 

publication 

source 

Publication source of the 

studies is a report, brief report, 

book, thesis and dissertation, 

editorial letter, commentary, 

workshop, poster and 

unpublished working study.  

Vague 

categorization 

Studies contain inadequate and 

unclear information about the 

topic.   

Unrelated 

contents 

Studies reporting non-layered 

architecture patterns, describing 

technical and semantic issues, 

and focusing on IoT 

architectures other than 

healthcare field (such as 

manufactory, agriculture, 

transportation, building, 

logistics, etc.). 

Table 1: Inclusion criteria and exclusion criteria for 

selection studies. 
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2.3  Study selection  

The selection process of studies was carried out in two 

stages. First, the two authors independently reviewed and 

screened studies based on titles and abstracts, and 

according to the defined inclusion and exclusion criteria; 

consequently, the irrelevant studies were removed. In this 

regard, if a study referred to IoT architecture in healthcare 

area, it would be screened for the next stage. Second, in 

order to determine the articles for eligibility, full texts of 

extracted studies from the previous stage was investigated 

independently by the authors of this study. Next, 

according to our research aims, studies were selected if 

they followed the layered architectural pattern. As a result, 

a precise step was taken for study selection to reach a 

consensus. Eventually, we selected 47 studies regarding 

the layered architecture for IoT-based healthcare system 

(See Fig. 1). 

2.4  Data extraction and synthesis 

In this step of review, an initial data extraction form was 

developed to answer the research questions. Relevant 

items of IoT were extracted from each study in two 

sections including general information items (country, 

publication venues, and research type) and specific 

information items (architecture application domain, 

applied technologies and functions in each layer, security 

aspects and findings). The first two authors reviewed the 

selected studies independently. Any disagreement was 

resolved by consensus between the two authors and if 

necessary, the third and fourth author intervened.  

3 Results  
A total of 6706 studies were identified according to our 

search strategy, where 47 studies [2, 4, 7, 10, 23, 25, 28, 

31-35, 37, 41, 46-78] according to inclusion and exclusion 

criteria were included (See Fig. 1). In the following 

sections, after summarizing and reviewing all studies, we 

classified the selected studies based on the study 

characteristics including country, journal and conference 

names, and research type (Section 3.1). Then, on the basis 

of the analysis of studies, major findings consisting of 

application domains of IoT architecture, applied 

technologies and functions for each layer, and security 

aspects are presented in Section 3.2.  

3.1 Overview of study characteristics 

3.1.1 Distribution of studies by country 

As can be seen in Fig. 2, 16 countries have published 

studies related to IoT layered architecture for various 

healthcare domains. It is clear from the chart that the 

majority of studies have been conducted in China (n=16; 

34.04%) and India (n=7; 14.89%). Additionally, the 

detailed information about other countries is presented in 

Fig. 2.  

3.1.2 Distribution of studies by the publication 

venues  

Fig. 3  shows the distribution of 47 selected studies on the 

layered architecture of IoT-based healthcare, published in 

29 journal articles and 18 international conferences.  

The five hot venues with the larger number of 

published studies are shown in Fig. 4. "Applied Mechanics 

and Materials" (n=4; 8.51%) [47, 50, 54, 69] show the 

highest rank among the published studies, followed by 

"Future Generation Computer Systems" [2, 60], " 

Advanced Materials Research" [49, 75], "Journal of 

Medical Systems" [71, 72]  and "E-Health Networking, 

Application and Services, HealthCom" [33, 74]  (n=2; 

4.26%).  

3.1.3 Distribution of studies by research type  

As Fig. 5 shows the distribution of 47 academic studies by 

research type, 28 of which were of the type of conceptual 

proposal providing the IoT layered architecture for various 

healthcare domains without performing any testing and 

evaluation. Only 11 out of 47 studies validated and 

experimented the performance of the layered architecture 

to pre-implementation phase (validation research), and 8 

out of 47 studies evaluated the IoT layered architecture to 

post-implementation phase (evaluation research). 

3.2 Overview of major study findings 

3.2.1 Distribution of studies by application 

domains of the IoT layered architecture 

(RQ1) 

Distribution of studies based on application domains of 

IoT layered architecture is shown in Table 2. Majority of 

studies which proposed IoT layered architecture, focused 

on specific domains of healthcare including diseases (n=7, 

14.89%), ambient assisted living for elderly and disabled 
 

Figure 1: Flow diagram of review process. 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

  

Records identified through database searching 

 (N = 6706) 

 
Number of papers in databases: 

• IEEE: N= 1971, 

• PubMed: N=146, 

• Scopus: N=2251,  

• Web of Science: N=1708 

S
c
r
e
e
n

in
g 

In
c
lu

d
e
d 

E
li

g
ib

il
it

y 
Id

e
n

ti
fi

c
a

ti
o

n 

Records after duplicates removed  

(N = 3680) 

Records screened  

(N = 3680) 

Records were excluded 

based on title/abstract  

(N = 2852) 

Full-text articles were assessed for 

eligibility  

(N =828) 
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people (n=5, 10.64%), smart sports (n=2, 4.26%) and 

physical activity (n=2, 4.26%). Additionally, among the 

architectures presented, 17 studies (36.17%) specifically 

addressed service management in the healthcare sector 

including smart hospitals, medical equipment, ICU 

monitoring, nursing care, smart medication, mental health 

education, post discharge care management, medical 

emergency, personalized healthcare services and smart 

community healthcare services. Moreover, the results 

showed that 14 out of 47 studies (29.79%) proposing IoT 

layered architecture, belonged to general real-time or 

remote health monitoring, measuring various parameters 

including body physiology (e.g., temperature, BP, ECG, 

EEG, etc.).  

3.2.2 The main technologies and functions in 

the layered architecture for IoT-based 

healthcare system (RQ2 and RQ3) 

One of main contributions of this study is that it has 

systematically identified and categorized IoT-based 

healthcare technologies and functionalities into a layered 

architecture. Hence, to answer RQ2 and RQ3,we reviewed 

47 studies regarding the IoT architecture in healthcare 

domains according to functionalities (See Fig. 6) and 

technologies (Table 3-5 and Fig. 7) and then categorized 

them into three main layers namely, the perception, 

network, and application layers. Due to lack of a unified 

architecture for IoT-based healthcare, and to better 

understand architectural layers, we followed the 

architecture proposed by International 

Telecommunication Union (ITU) [79, 80]. Detailed 

information on technologies and functionalities identified 

 

Figure 2: Frequency distribution of selected articles by country. 

 

Figure 3: Frequency distribution of selected studies by venue types. 

 

Figure 4: The hot five venues with the  highest number of studies. 
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in each layer of IoT architecture for healthcare industry are 

illustrated as follows: 

Perception layer 

The first layer of the IoT architecture is called the 

perception layer which is also known as "sensing" [74], 

"data collection" [59], "smart objects" [10], "hardware" 

[41], and "physical layer" [7]. As seen in Fig. 6, a large 

number of the studies describe the main functions of this 

layer including object recognition and identification, data 

sensing and acquisition. This layer consists of physical 

objects and various types of sensors, mobile devices (e.g., 

cell phones, tablet PCs, smart phones, PDAs, laptops and 

pocket PCs), and wearable devices (e.g., smart watches, 

wristband and fitness band). Depending on the 

functionality this layer provides, it can be divided into two 

sub-layers including perception nodes and perception 

networks [79]. Our findings show that most sensors act as 

tools for measuring and collecting the data related to the 

medical status, movement, location and position of a 

person and environmental conditions. Table 3 shows four 

categories of the most popular sensors used in IoT-based 

healthcare system. This category consists of physiological 

sensors, motion sensors, environmental sensors and 

position sensors. The following section reports the most 

important sensors used in the selected studies. 

A. Physiological Sensors 

We identified 12 types of physiological sensors used in 

IoT system as shown in Table 3. In general, these sensors 

are capable to sense and monitor physical parameters such 

as body temperature, Electrocardiogram (ECG), 

Electroencephalogram (EEG), Electromyogram (EMG), 

Blood Glucose (BG), Blood Pressure (BP), pulse rate and 

body weight. Some sensors measure emotional parameters 

and stress level of people. All of these parameters, which 

are known as vital indicators, continuously measure health 

condition by wearable devices [81]. According to Table 3, 

the most common types of physiological sensors belongs 

to ECG (27 studies), followed by body temperature (22 

studies), BP (24 studies), and pulse rate (19 studies); 

whereas the sensors with the lowest type of frequency is 

Electrooculography (EOG) (1 study) and weight (3 

studies).  

B. Motion Sensors 

In Table 3, different types of motion sensors, also called 

inertial sensors, are shown to have a considerable role in 

monitoring the motion and activities of human body [82]. 

Based on our analysis of selected studies, a wide range of 

Application 

domains 

Number of 

studies 
Reference 

Cardiovascular 

disease  

5 [4, 41, 49, 57,59] 

Cerebrovascular 

disease  

1 [67] 

Diabetes 

management  

1 [58] 

Ambient Assisted 

living (AAL)  

5 [10, 32, 46, 73, 74] 

Smart hospital 

management  

3 [33, 51, 61] 

Medical equipment 

management  

1 [35] 

ICU monitoring  1 [71] 

Medical emergency 

management  

1 [72] 

Nursing care 

management  

3 [28, 47, 50] 

Post discharge care 

management  

1 [31] 

Smart medication 

management  

1 [25] 

Physical activity 

monitoring  

2 [55, 77] 

Smart sports  2 [23, 65] 

Mental health 

education  

1 [54] 

Personalized 

healthcare services  

2 [48, 68] 

Smart community 

healthcare services 

3 [34, 52, 75] 

General real-

time/remote health 

monitoring 

14 [2, 7, 37, 53, 56, 60, 

62-64, 66, 69, 70, 

76, 78] 

Table 2: Application domains of the IoT-based 

healthcare layered architecture. 

 

Figure 5: Frequency distribution of selected studies by research type. 

https://simple.wikipedia.org/wiki/Laptop
https://simple.wikipedia.org/w/index.php?title=Pocket_PC&action=edit&redlink=1
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motion sensors including accelerometer (n= 15), 

gyroscope (n=8), magnetometer (n=6), barometric 

pressure (n=6), piezo vibration (n=1), strain gauge (n=1), 

impact (n=1) and tilt meter (n=2) were identified. Table 3 

shows that accelerometer sensors have the highest rank, 

while gyroscope, magnetometer, and barometric pressure 

sensors are ranked second and third among motion 

sensors. 

C. Environmental Sensors 

According to Table 3, most of environmental sensors are 

used for monitoring the environmental conditions and 

changes, such as room temperature, oxygen level and 

humidity. In addition, some sensors are able to detect and 

diagnose any smoke, chemical and toxic substances and 

light. Other environmental sensors are capable of 

controlling open and close doors or windows, and water 

leak. As can been observed from Table 3, the lowest and 

highest types of environmental sensors are related to 

water leak sensors (n=1) and room temperature (n=12), 

respectively. 

D. Position sensor 

Positioning systems consist of various sensors which are 

capable of continuously detecting and tracing position, 

location, and proximity of a person or an object in real 

time [83]. According to Table 3, our findings show an 

extensive range of positioning technologies including 

GPS (n=11), ultrasonic devices (n=1), laser scanners 

(n=4), and image sensors (n=12) (e.g., camera, video 

camera, webcam, etc.).  

Network layer  

The network layer, known as core layer, is placed in the 

second layer of IoT architecture. As can be seen in Fig. 6, 

this layer is responsible for communicating and 

transmitting the data securely from the lower layer 

(perception layer) to upper layer (application layer). 

Network layer contains three sub-layers including access 

network, core network, and local and wide area network 

[79]. Fig. 6 depicts the functions of network layer referring 

to interoperability, pre-processing, data buffering and 

aggregation. This layer can filter unnecessary data from a 

great volume of data and ensure a secure communication.  

In this section, we present a summary of types of 

short-range and long-range communication network 

technologies shown in Table 4 and Table 5. These tables 

illustrate key properties of technologies according to the 

type of network, standard, frequency, data rate, range, 

topology, power consumption and cost) [3, 23, 77, 83-89]. 

According to Alarifi et al. [83], a group of technologies act 

as network-based positioning system. Positioning 

technologies are also employed in network connectivity 

and communications including RFID, Bluetooth, Near-

Field Communication (NFC), Wi-Fi, Infrared, Ultra-

wideband (UWB), cellular, ZigBee, Z-wave, Low-power 

Wireless Personal Area Networks (6LoWPAN) (See Table 

4).  

Application layer 

The application layer is the topmost layer of the IoT 

architecture. According to Fig. 6, this layer can be divided 

into two subsets namely, application support layer and IoT 

applications. 

A. Application support layer 

The Application support layer is responsible for storage, 

analysis and processing of received data from the lower 

layer (network layer). This layer is called with different 

names such as “cloud layer” [28], “processing and storage 

layer” [66], "service supporting"[67], and “management 

layer” [65]. As illustrated in Fig. 7, the selected studies 

show different technologies including cloud computing 

(n=21), data mining (n=13), and Decision Support System 

(DSS) (n=16). With the help of these technologies, 

significant and valuable information has been used for a 

specific purpose such as knowledge discovery, 

exploratory analysis, and intelligent decision-making (See 

Fig. 6). According to Fig. 7, only four studies reported fog 

computing and big data as effective technology for this 

layer. There were 20 studies discussing data centers as 

integrated tools for deploying and maintaining all stored 

data in various sources (e.g., web server, application 

server, analytic server, database server and storage 

systems). A data center as a software platform is an 

indispensable component of IoT architecture to handle and 

manage received data from gateway networks [10, 90]. 

Support layer enables management of the entire IoT 

system such as activities and services. In this respect, 12 

studies reported the business process as one of the most 

important capabilities of the support layer. In IoT-based 

healthcare systems, the business process can be addressed 

for determining particular requirements and standards, and 

defining policies in how data flow is managed, processed, 

integrated and controlled [31, 74]. Additionally, this layer 

is the main body of coordination of all activities such as 

management of the patient medical records (for real-time 

accessing to history and necessary information), 

healthcare facilities, equipment and materials and 

financial issues. 

B. IoT Application layer  

IoT application layer is responsible for the delivery of 

diverse applications and services according to the user's 

request. According to Fig. 6, basic function of this layer is 

to display and visualize the information on the central 

monitoring systems such as nurse station, workstation, 

touch screen, BeneVision mobile viewer and dashboard. 

The outcome of this layer will be a visual representation 

of information in the format of texts, tables, pictures and 

graphs. Different entities are resided in the application 

layer as the user (e.g., patient, doctor, nurse, caregiver, 

administrator, patient's family, technical support team, 

etc.), location (e.g., hospital, emergency center, clinic, 

pharmacy supply chain, government agency, home health 

agency, insurance and other organizations) and 

technologies [51, 61, 62, 72]. Application layer involves a 

range of e-health technologies including Electronic 

Medical Record (EMR) [35, 69], smart e-health 

monitoring system [7, 53], Tele-consultation [47, 52-54], 

Tele-surgery [66], e-prescription [25], hospital 

information system [33, 50, 53, 61], and medication 

reminder system [56]. Clinicians and medical staff can 

remotely observe and monitor a patient’s vital sign  
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Category Sensor type Function Reference 
P

h
y

si
o

lo
g

ic
a

l 
se

n
so

rs
 

ECG Measuring heart's rhythm and electrical activity [10, 23, 25, 28, 34, 41, 47, 49, 52, 
55-57, 59-63, 65, 66, 68-71, 73, 

74, 76, 77] 

BP Measuring blood pressure (systolic and diastolic) [7, 34, 37, 47, 49, 50, 52, 53, 58, 

60-62, 64-66, 68-74, 76, 77] 

Body temperature Measuring body temperature scale of person  [7, 34, 37, 47, 49, 51-53, 55, 56, 

60-62, 64-66, 68, 70-74] 

Pulse rate Measuring heart beats per minute [7, 10, 23, 28, 34, 37, 47, 49, 50, 
52, 53, 55, 56, 58, 63, 65, 72-74] 

SpO2 
Monitoring and controlling blood oxygen (oxygen 

saturation) level in blood. 

[23, 28, 34, 37, 49, 52, 53, 60, 61, 
63-65, 71, 73, 76] 

Respiratory air flow 
Measuring the activity and function of lung,  respiratory 

rate and lung volume 

[23, 34, 37, 56, 61, 65, 68, 71-74, 
76, 77] 

BG Measuring the glucose level in blood sample  [53, 58, 60, 62, 69, 72-74, 76] 

EEG Measuring electrical signals of the brain [25, 60, 62, 65, 68, 71, 73, 76] 

GSR Measuring secretion of sweat gland, and explore 

emotional stress and anxiety level 

[23, 34, 53, 60, 65, 71, 77] 

EMG Measuring electrical activity of muscle during 

contractions or at rest 

[34, 63, 65, 73, 76] 

Weight Measuring body weight scale of a person [50, 58, 73] 

EOG Measuring eye movements [77] 

M
o

ti
o

n
 S

en
so

rs
 

Accelerometer Measuring linear acceleration of body motion, and 

monitoring during walking, standing and sitting 

[10, 23, 28, 37, 53, 55, 56, 62, 63, 

65, 68, 73, 74, 76, 77]  

Gyroscope Measuring angular velocity and maintaining orientation [23, 55, 56, 63, 65, 68, 76, 77] 

Magnetometer Measuring the strength and direction of the magnetic 

field at a particular location such as detecting human 

movement direction during watching TV 

[23, 52, 55, 65, 68, 77] 

 

Barometric pressure  
Monitoring human behaviors during climbing up and 

down stairs and fall detection 

[10, 23, 55, 63, 65, 77] 

Tilt meter 
Monitoring vertical rotation, deflection, and 

deformation 

[65, 73] 

Strain gauge 
Monitoring the motion of the person’s body such as 

vibration of the vocal cords, movements of joints 

[65] 

Impact sensor Detecting the position of the patient such as fall [65] 

Piezo vibration Measuring flexibility, vibration, impact and touch [65] 

E
n

v
ir

o
n

m
e
n

ta
l 

S
en

so
rs

 Room temperature  Measuring ambient air temperature (indoor/outdoor) [10, 23, 50, 52, 53, 63, 68, 71, 74, 

76-78] 

Hygrometer (humidity) 
Measuring ambient moisture (indoor/outdoor) [23, 50, 63, 71, 74, 77, 78] 

Smoke and toxic substance 

Sensing and detecting the smoke, fire, toxic and 

chemical substance and monitors events or malfunctions 

lead to raise alarm conditions 

[37, 46, 50, 71, 74, 76] 

Noise Detecting the sound intensity in ambient environment [23, 37, 52, 71] 

Open/close sensor Detecting window or door open/close state [65, 68, 74, 77] 

Light Detecting the amount of light in the vicinity [23, 50, 77] 

Oxygen level Measuring the amount of Oxygen in the environment [23, 71] 

Leak sensor Detecting water leak [68] 

P
o

si
ti

o
n

 

se
n

so
rs

 

Image sensors Tracking, identifying location, proximity of people or 

object in indoor or outdoor environment 

[2, 7, 10, 32, 46, 47, 50, 51, 53, 
54, 64, 67, 68] 

GPS [10, 32, 46, 47, 49, 50, 56, 64, 68, 

70, 77] 

Laser scanners [32, 49, 53, 63] 

Ultrasonic [46] 

Other sensors and wearable devices 
e.g. mobile devices, smart cards, wrist band, smart 

watch 

[2, 4, 10, 31, 46-50, 55, 56, 60, 63, 

67, 68, 70, 75, 77, 78] 

Abbreviations: ECG= Electrocardiogram, EEG= Electroencephalogram, EMG= Electromyogram, EOG=Electrooculography, BG= 

Blood Glucose, BP= Blood Pressure, GSR= Galvanic Skin Response, SpO2= Pulse Oximeter Saturation, GPS= Global Positioning 

System  

Table 3: The types of sensors used in IoT-based healthcare system by theirs functions. 

https://www.sciencedirect.com/topics/engineering/magnetic-fields
https://www.sciencedirect.com/topics/engineering/magnetic-fields
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Properties Function Reference  
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C
os

t 
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P
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C
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m
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NFC  

 

PAN ISO/IEC 

18092 

13.56MHz 

(ISM) 

up to 

424 

kbps 

20cm P2P Low Low 

   

[23, 61, 65, 68, 

77] 

RFID 

 

 

 

PAN ISO/IEC 

15,693 

 

125 kHz––2.45 

GHz 

40–640 

kbps 

30-100 

m 

P2P Low Low 

 
   

[7, 23, 25, 32-

35, 37, 46, 47, 

49, 51, 53-55, 

60, 65-68, 70, 

71, 74, 77] 

WSN 

 

 

 

 

PAN IEEE 

802.15.4 

 

902–

928 MHz 

 

20–250 

Kb/s 

 

20–

100 m 

 

Bus, 

Tree, 

Star, 

Ring, 

Mesh  

High High 

   

[34, 63, 67] 

 

Bluetooth 

 

PAN IEEE 

802.15.1 

2.4 GHz 1Mb/s 

 

 

<30 m Star Medi

um 

 

 

Low 

 

 
-   

[2, 10, 23, 25, 

31, 34, 37, 49, 

50, 56, 58, 61] 

BLE 

 

PAN IEEE 

802.15.4 

2.4 GHz 1Mb/s 

 

5-10m Star 

 

Very 

low 

Low 

-   

[33, 41, 47, 57, 

60, 73] 

IrDA 

 

PAN IrDA 850–900nm 14.4 

kbps 

0–1m P2P Low 

 

 

 

Low 

-   

[23, 49, 52, 65, 

68, 76, 77] 

UWB 

 

PAN IEEE 

802.15.4a 

and 

ECMA-

368 

3.1G-10.6 

GHz 

100-

500 

Mb/s 

 

<10 m 

 

 

P2P 

 

Low 

 

 

High 

 

-   

[23, 51, 65] 

ZigBee 

 
 

PAN IEEE 

802.15.4 

868/915 MH

z,2.4 GHz 

 

20 k–

250 

kbps 

10-

100 m 

 

Ad-

hoc, 

P2P, 

star, 

or 

mesh 

Very 

low 

 

 

Mediu

m 

 
-   

[31-33, 35, 46, 

50-53, 55, 60, 

61, 67-69, 72, 

73, 77] 

6LOWPAN 

 

PAN IEEE 

802.15.4 

868Mhz 

(EU) 

915Mhz 

(USA) 

2.4Ghz 

(Global) 

40–250 

Kb/s 

10-20 

m 

 

 

Mesh, 

star 

 

Very 

low 

 

Low 

-   

[31, 32, 65, 67] 

 

Z-Wave 

 

PAN Z-Wave 

alliance 

900MHz 100 

Kbps 

30 m Mesh Very 

low 

Very 

low -   

[74] 

Wi-Fi 

 

LAN IEEE 

802.11 

 

2.4G–5 

GHz 

11–1730 

Mbps 

10-100 

m 

Star, 

mesh 

Low 

 

High 

-   

[7, 28, 32, 33, 

35, 46, 47, 50, 

51, 53, 55, 57-

60, 62, 65, 67-

70, 72, 77, 78] 

Ethernet 

 

 

LAN IEEE 

802.3 

100 MHz 100 

Mbps–

10 

Gbps 

100 m Bus, 

star, 

P2P 

Low 

 

 

Low 

-   

[35, 47, 51, 60, 

65, 72] 

Table 4: Short-range communication technologies for IoT-based healthcare system. 
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 parameters, when the values of the parameters exceed the 

normal range; alert is automatically sent to medical center 

and feedback and advisory are provided to the users. 

Reporting and prediction are other important functions of 

this layer described in selected studies. 
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WiMAX 

 

MAN IEEE 

802.16 

2-66 

GHz 

1 Mb/s 

–1 Gb/s 

(fixed) 

50–100 

Mb/s 

(mobile) 

<50  

Km 

mesh Medium 

 

 

High -   [32, 46, 67, 

68, 72, 78] 

 

Mobile 

Communication 

Network 

 

WAN 2G-

GSM, 

CDMA 

450 

MHz–

2.6 

GHz 

 

1 Gbps 70km Not 

available 

High 

 

 

Medium -   [4, 7, 10, 

31-35, 37, 

41, 46, 47, 

49-51, 53, 

58-60, 62, 

65, 67-69, 

72, 74, 75, 

77, 78]  

2.5-

GPRS 

3G-

UMTS 

CDMA 

2000 

4G-

LTE 

5G 

Satellite 

networks 

 

WAN IEEE 

521 

30-300 

GHz 

1 Mbps 6000 

km 

Star  Low High 

 

-   [53, 65, 75] 

Table 5: Long-range communication technologies for IoT-based healthcare system. 

 

Fig. 6. The main functions used in the layered architecture for IoT-based healthcare system [2, 4, 7, 10, 23, 25, 28, 31-

35, 37, 41, 46-78]. 
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3.2.3 Distribution of studies by main security 

aspects in IoT architecture (RQ4) 

As shown in Fig. 8, 28 out of 47 studies have included the 

security aspects of layered IoT architecture. Of these, 26 

studies have reported security requirements and 18 studies 

have reported security solutions. However, 19 of these 

studies have not addressed any security aspects of IoT 

architecture. According to Fig. 9, 15 major security 

requirements in 26 selected studies were identified, among 

which privacy (n=19), authentication (n=16), access 

control (n=14), confidentiality (n=10), and integrity (n=9) 

have the highest rank among other security requirements. 

Besides, 16 out of 47 studies have focused on security 

requirements of IoT architecture, as well as providing 

security solutions including encryption/decryption, 

lightweight security and end-to-end security.  

4 Discussion 
In our systematic review, 47 academic studies were 

identified with respect to our formulated research 

questions between 2012 and 2019. According to our 

findings, selected studies were from three continents 

including Asia, Europe and America. It is noteworthy that 

Asian countries especially China and India have made the 

most contribution regarding the IoT-based healthcare 

layered architecture, suggesting an enormous potential 

and opportunities for research on this topic in Asian 

countries. Likewise, Talavera et al. [91] showed similar 

results about IoT layered architecture in agricultural 

domain. It seems that Asian countries particularly China 

has the most progress and activities with regard to the 

projects for IoT layered architecture in different fields.  

Based on our analysis of research types, 23.40% of 

studies have investigated the validity of the proposed IoT 

architecture by experiments, simulations, or prototyping. 

 

Figure 7: The third layer technologies for IoT-based healthcare system. 

 

Figure 8: Frequency distribution of selected studies by main security aspects. 

 

Figure 9: The selected studies about IoT-based healthcare architecture by security requirements and solutions  

[2, 4, 7, 23, 31, 32, 34, 35, 37, 41, 48, 51, 52, 57, 58, 60, 61, 65, 66, 68-71, 74-78]. 
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Besides, 17.02% studies evaluated the proposed IoT 

architecture in the post-implementation phase. 

Accordingly, one of the strengths of these studies is that 

they have practically evaluated the accuracy and 

performance of the architecture or the proposed 

framework during, before, and after implementation 

phases of the system. However, over half of the selected 

studies (28 studies) did not perform any validation or 

evaluation of the proposed architecture. 

4.1 Application domain (RQ1) 

In terms of application domains of the layered IoT 

architecture, a large number of published studies (n=33; 

70.21%) have suggested specific application domains of 

healthcare including diseases, ambient assisted living for 

the elderly and disabled population, sport and physical 

activities and management of smart services. Similarly, an 

architecture has been proposed by Al-Taee et al. [58], 

mainly focusing on diabetes management. However, few 

studies have focused on general health monitoring, and 

measuring different parameters of patient status in real 

time (e.g., ECG, BG, temperature, BP, respiratory rate, 

etc.) [2, 7, 37, 53, 56, 60, 62-64, 66, 69, 70, 76, 78] . The 

results of this study are consistent with the systematic 

review conducted by Gonzalez et al. [92], remarking that 

most studies regarding the mHealth systems architecture, 

focus on diseases, elderly population, disabled people and 

the athletes.  

4.2 Technologies and functionalities (RQ2 

and RQ3) 

Majority of studies did not provide a comprehensive 

taxonomy of different sensor types. It is important to note 

that our review study has divided sensor types into four 

main categories and 31 sub-categories.  Based on our 

analysis, we have identified four groups of fundamental 

sensors for IoT-based healthcare architecture such as 

physiological, environmental, motion, and position. 

Depending on sensor types and their functions, they allow 

us to perform continuous monitoring of medical 

parameters, measuring environmental conditions, 

detecting motion and behavior of people especially the 

elderly and tracking location, position and proximity of 

humans or objects [23, 50, 52, 63, 65, 68, 71, 93, 94].  

More importantly, based on our findings, BLE 

technology has a considerable merit over Bluetooth in 

terms of low energy consumption for wireless networks. 

BLE is one of the wireless PAN technologies, known as 

Bluetooth smart which needs a small battery to be able to 

run the device for a long time [6, 20].  

Network layer contains a various types of gateways 

which are essential to data transmission and are known as 

intermediate tools for the connectivity between sensors 

and cloud [18,28,35,93]. According to our results, this 

layer encompasses well-known short-range and long-

range communication technologies which act as a gateway 

network [65]. The most substantial function of network 

layer is interoperability which facilitates  an effective 

communication and information exchange across 

heterogeneous devices [6, 38]. Based on our analysis of 

selected studies, it is surprising that most of the studies 

have proposed IoT architectures without considering the 

interoperability among devices. Only 25.53% of the 

selected studies (n=12) [2, 25, 31, 32, 35, 37, 60, 61, 65, 

68, 77, 78] have highlighted the interoperability issue for 

IoT architecture. Due to an increase in the number of 

connected objects, interoperability has faced many 

complexities and barriers such as devices compatibility 

and identification issues affecting different levels of 

healthcare systems [6,18, 38]. In this regard, the need for 

well-defined communication protocols is a critical and 

basic component of IoT architecture, allowing devices to 

interact with each other. It is important to develop 

universally accepted standards to overcome 

interoperability problems. In this regard, allocation of a 

unique Internet Protocol (IP) address such as IPv4 and 

IPv6 for each device should be taken into consideration. 

However, IPv4 address alone cannot respond to identify, 

and protect objects because of scalability and mobility of 

IoT-based healthcare system with the increasing number 

of internet connected devices and applications. 

Consequently, mobile IP for IPv6 address can guarantee 

billions of large scalable connected devices. This process 

was facilitated through integrating IPv6 infrastructure and 

6LowPAN protocol [22, 32, 38]. On the other hand, 

Domingo [46] has remarked that the above-mentioned 

protocols are not suitable in terms of energy efficiency, 

cost and computation. Therefore, it is necessary to conduct 

further research on adapting existing protocols and 

discovering innovative solutions. 

Based on our analysis of the selected studies, the third 

layer has the greatest functionalities and tasks compared 

with other layers. Overall, the most important task in this 

layer is processing, computing, storing, analyzing, 

management and business [4,31,65,66,69,95]. One of the 

most central roles in this layer is the business process. 

Consequently, it is important that healthcare organizations 

pay more attention to determining policies and 

requirements regarding the data management, recourse 

and service management, equipment management and 

facilities management [18, 22, 31, 32, 37, 61, 65, 67, 93, 

96]. However, many reviewed studies ignored the 

importance of business activities and provided no solution 

for business technology algorithms. It is worth mentioning 

that some proposed architectures for IoT in areas other 

than healthcare domain have considered the business layer 

as a separate layer [5, 93]. However, findings from the two 

studies of Patel et al. [18] and Darwish et al. [97] are in 

line with our findings which suggest that business module 

is an integrated part of service management layer. 

Therefore, the role of business support systems is essential 

in the third layer.  

In application support layer, cloud computing and big 

data analytics are known as two novel and ideal 

technologies [98, 99]. In our review, only 8.51% of 

selected studies used these two technologies to overcome 

the challenges of big data. Given that IoT ecosystem faces 

massive volume of data generated by medical sensors and 

numerous devices in real-time, the process and analysis of 

all the data is necessary [100, 101]. In healthcare industry, 

https://en.wikipedia.org/wiki/Wireless_personal_area_network
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cloud computing is a perfect technique to support recourse 

scalability, flexibility, data storage and computing, and 

cost saving [100]. Consequently, it is worthwhile to create 

a smart environment in healthcare industry by emerging 

cloud computing and IoT. Jalali et al. [34] have remarked 

that cloud is an imperative and integrated part of an IoT-

based healthcare system. Existing cloud computing in IoT 

architecture facilitates ubiquitous access to resources and 

services in demand over the network and meets the needs 

of different medical centers [22]. Guo et al. [102] have 

suggested that integration of cloud computing and IoT 

technologies have created a new idea of “cloud of things". 

It can be inferred that in the near future, cloud computing 

will have a strong impact on the development of IoT-based 

information systems. Additionally, big data analytic tools 

contain different methodologies that can solve data 

processing and analytics problems in IoT environment and 

are part of the IoT system requirements [22, 90]. However, 

it is surprising that big data technology is used in a small 

number of proposed architectures. 

 In application support layer, depending on patient 

situations and required functions, data processing is done 

in two forms. Some of the events periodically collect 

sensory data and perform batch processing at a specific 

time. In the case of emergency units, it is necessary to 

immediately collect data via sensor devices, to have real-

time processing and giving a fast response to the patient’s 

critical situation [18, 28, 71, 72, 103]. For this reason, IoT 

medical device manufacturers and developers should take 

into account both batch and real-time processing to meet 

users requirements. 

Our findings showed that only few studies noted fog 

computing as the main technology in this layer. 

Almehmadi et al. [76] discussed that fog computing is one 

of main IoT technologies expanding cloud computing to 

new services at the edge of the network. Fog computing 

supports a variety of services such as latency reduction, 

real-time systems, mobility, heterogeneity, and 

interoperability accompanied by the cloud computing. 

IoT-based healthcare systems should be capable of 

efficiently functioning to provide continuous vital sign 

monitoring and real-time medical services without any 

delay and interruption [2, 76]. Based on our analysis, we 

believe that it is eminent to consider emerging fog 

computing in IoT architecture. Azimi et al. [57] evaluated 

a fog-assisted computing architecture for healthcare IoT 

systems in terms of response time and latency. These 

indicators are a critical measure to generate alerts and 

notifications regarding the status of patients in cases of 

emergency.  

Based on our review, few related studies applied 

middleware technologies in IoT architecture [33, 50, 54]. 

Nonetheless, middleware technology, which has an 

important role in supporting a system, allows overcoming 

the problems related to IoT-based healthcare systems such 

as heterogeneity, dependability, interoperability, and 

decision-making [6, 33, 90]. 

The result of our review demonstrated that 27.66%  of  

the studies have emphasized on data mining playing a 

crucial role in extracting useful information and 

knowledge discovery in IoT architecture [23, 31, 33, 34, 

63, 65, 66, 68, 71, 99]. Nowadays, data mining is used 

mainly for predicting a range of diseases, assisting with 

diagnosis and advising physicians in making clinical 

decisions. But, the potential of data mining is even greater; 

it concentrates on anomaly-based discoveries to create 

more informed decisions, and predictive modeling. 

Overall, application layer is the most important and 

practical layer which acts as a user interface in terms of 

providing personalized services to meet the needs of 

different users including doctors, medical professionals, 

and patients [9, 28, 97, 98, 104]. In this layer, the required 

modules for controlling, monitoring, and producing the 

alert of the IoT-based healthcare systems should be 

considered [9]. Because the application layer is in direct 

association with system users, the authors of this review 

believe that designing a secure platform for the 

workstations, smart phones and embedded PCs is essential 

to the safe protection of the device and the trusted 

visualization and presentation of data types (texts, images, 

sounds, reports, etc.). 

4.3 Security aspects (RQ3) 

Considering that IoT-based healthcare devices and 

applications deal with vital and personal information of 

patients, they must be protected against any security 

threats and attacks. Due to the mobility nature of IoT 

devices connecting objects to global information networks 

for their access at anytime and anyplace, a wide range of 

security challenges arise in the healthcare industry. [22]. 

As a result, IoT security is one of the serious issues in such 

uncertain and unpredictable environments and can affect 

the adoption of IoT system. The findings of this review 

shows that almost half of the studies [10, 25, 28, 33, 46, 

47, 49, 50, 53-56, 59, 62-64, 67, 72, 73] proposing IoT 

architecture have not provided any comprehensive 

security solutions or requirements while patient 

information is sensitive and can be susceptible to hackers 

during transfer or synchronization stages [105]. Hossain et 

al. [105] have argued that wearable devices, which are 

based on IoT, and continuously collect data from patients’ 

ECG,  are subject to security breaches. In order to ensure 

a safe and high quality IoT-based healthcare service, data 

security and privacy of patients must be protected against 

any illegal access.  

A few of the selected studies have considered IoT 

security aspects; however, these aspects are only limited 

to some layers of the IoT architecture [4, 7, 32, 58, 61, 67, 

68, 71]. In this regard, Bilal et al. [106] have remarked that 

all layers of IoT architecture face security challenges and 

threats. As a result, it is essential that security 

requirements be considered in all layers of IoT system. For 

instance, application layer of IoT architecture faces 

challenges like user privacy and access controls during 

data sharing , phishing, malware and injection attacks  

while network layer faces major security problems such as 

integrity and data confidentially [106]. According to the 

research performed by Vijayalakshmi et al. [107] the main 

threats in network layer are eavesdropping, and Denial of 

Services (DoS)/Distributed Denial of Service (DDoS). 



556 Informatica 45 (2021) 543–562 S. Nasiri et al. 

These threats breach integrity, confidentiality, and 

availability.  

Bilal et al. [106] have suggested that the existing 

conventional security requirements and standards for IoT 

architecture is not adequate to protect vulnerable 

intelligent devices. This finding indicated that a dynamic 

defense-based mechanism is required for IoT medical 

devices. Based on our results, it is surprising that some 

security requirements such as autonomy, safety and fault 

tolerance are very negligible, whereas according to 

National Institute of Standards and Technology (NIST) 

guidelines [108], these requirements are necessary for 

establishing a resilient system against cyber-attacks. Due 

to resource constraints of IoT sensors and devices, it is 

worth mentioning that encryption mechanisms proposed 

should be lightweight to meet the security requirements 

[32, 66, 109]. Zhou et al. [110] suggested a secure IoT 

scheme based on elliptic curves cryptosystem. This 

scheme is more appropriate and economical for limited 

resources (e.g. computing complexity, bandwidth, cost, 

etc.) in IoT environment. It is surprising that only six 

studies have used lightweight encryption solution for IoT 

architecture. However, the authors of this study believe an 

additional work regarding the IoT-based healthcare 

security should be conducted to further investigate 

security requirements, vulnerabilities, and mechanisms. 

IoT in Healthcare industry is a complex area with different 

users, such as patients, doctors, researchers, insurance 

payers, and pharmaceutical companies, dealing with large 

amounts of patient data. Bublitz [78] et al. have offered 

Blockchain as a distributed and trusted mechanism which 

can improve issues in the healthcare industry such as 

security, transparency, data fragmentation, data 

exchanging, and interoperability. Blockchain can be 

combined with IoT as an extraordinary solution to 

enhance patient log control and facilitate secure access to 

the electronic records. Considering the importance of 

healthcare information for continuously monitoring 

patients and the decisions making based on it, we should 

not ignore the security and quality of the services and 

information. In this regard, Ebrahimi et al. [111] suggested 

decentralized trust management model as an efficient 

mechanism for protecting for IoT based healthcare 

devices. Alam [112] described IoT with blockchain 

enables ensure secure data storage and transactions in 

several industries like e-banking, healthcare monitoring, 

robotics through a peer-to-peer communication utilizing a 

shared database without third-party agents. 

4.4 Comparison of related studies 

We reviewed IoT layered architectures from different 

aspects. In comparison to previous literature on IoT, our 

study is a strong review in terms of selected keywords, 

number of databases, various domains of healthcare and 

extensive research.  

Previous studies have only focused on one specific 

domains of IoT architecture in healthcare industry. For 

instance, some studies have proposed architectures for 

nursing care [28], personalized healthcare system [68], 

disabled people [32], smart sport [65], and physical 

activities [77] while our study is not exclusive to a specific 

domain of the disease, population, and service. The 

present study is a comprehensive review of all IoT 

architectures in healthcare domains. On the other hand, 

some studies have not precisely investigated functions and 

technologies of each layer. Besides, some reviews have 

used a limited list of terms for search strategies [3, 28, 68]. 

For example, in a survey study  of advanced internet of 

things for personalized healthcare system, Qi et al. [68] 

searched only three databases including IEEE Xplore, 

ACM digital library and ScienceDirect, whereas our 

review has systematically covered an extensive and 

complete search of terms related to the IoT and has 

addressed  more databases. 

Lopes et al. [32], Meng et al. [69], Mohammed et al. 

[41] have concentrated on few technologies of IoT 

architecture, and the  review study by Ahmadi et al. [3] 

have  not provided a robust classification of sensors types 

and functions. This review study has identified and 

synthesized all the relevant publications on applied 

technologies in each layer of IoT architecture and 

presented a comprehensive taxonomy of useful sensors in 

healthcare industry. More importantly, the present study 

has scrutinized and evaluated the security aspects in each 

of the studies proposing layered architecture.  

4.5 Limitations  

In our review study, there are several limitations which 

can be considered as potential suggestions for future 

research. First, the data were extracted from the academic 

journals and international conferences, in which some 

documents were not closely examined. This includes 

reports, brief reports, books, theses and dissertations, 

commentaries, and unpublished studies. Second, the 

selected studies belong to four main databases (IEEE, 

PubMed, Scopus, and Web of Science), and other 

databases (such as ACM, Springer, Willey, etc.) were not 

searched. Third, we did not perform manual search in the 

reference lists of the selected studies. Hence, it is possible 

that some potential information may have been missed. 

For this reason, further review studies can be conducted to 

cover other documents. Forth, in our review, studies 

written in non-English languages were excluded. It is 

possible that other relevant studies written in different 

languages might have been missed. 

5 Conclusion and future work 
This study systematically reviewed the current knowledge 

about different layered architecture of IoT on the basis of 

the various application domains of healthcare. We were 

able to identify and summarize types of functions and 

technologies in each layer and security. The layered 

architecture perspective of IoT in the healthcare industry 

covers three main layers: perception layer, network layer, 

and application layer. In sum, the results of this review are 

expected to be useful and effective for a large group of 

communities in the area of the IoT-based healthcare 

system including academic groups (researchers), 

healthcare groups (nurses, doctors and medical team 

tahlilgaran://word/negligible
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staff), engineering groups (IT engineers and software 

developers), and governmental groups (policymakers, 

managers and decision makers). 

As discussed earlier, layered architecture is known as 

an important and essential step for designing and 

implementing IoT integrated healthcare system. In fact, 

multi-layered architectural pattern provides a framework 

with the aim of integrating various technologies and 

maintaining interaction of system components with each 

other to support platforms and application services. 

Moreover, this architecture facilitates communication and 

electronic information sharing, and improves remotely 

healthcare monitoring.  

 Our research is a landscape for developing more 

research, providing quality services and real-time access 

to patient information, designing a suitable platform, and 

making strategic decisions and investment for IoT 

deployment. However, we are aware that achieving these 

goals is not easily reachable, because there are still many 

challenges for IoT architecture and system deployment. 

Thus, challenges related to IoT provide directions for 

further research. The findings of this study provide several 

recommendations that create opportunities and motivate 

researchers in future research as follows: 

• According to our findings of this review study, there 

is not a solitary IoT architecture which addresses all 

issues, including reliability, latency, scalability, and 

security in the healthcare industry. Therefore, the 

authors suggest that technical and semantic issues 

related to IoT-based healthcare system architecture 

such as scalability, interoperability, standards and 

communication protocols be considered. Scalable 

architecture ensures the proper functioning of IoT 

networks and supports the connectivity of increasing 

number of devices and sensor nodes. In the 

healthcare sector, various applications, devices and 

protocols are delivered by different vendors. Hence, 

interoperable architecture approaches are recognized 

as solutions to overcome the heterogeneous networks 

allowing data sharing throughout IoT system. More 

importantly, security and privacy issues are the 

significant problems in IoT architecture. The 

security issue is related to all layers of IoT 

architecture which are exposed to different types of 

attacks and threats, which are areas for investigating 

in healthcare industry. 

• The IoT architecture deals with diversity of high and 

low cost technologies which also have constraints in 

terms of power consumption and data storage. Thus, 

designing a model for cost analysis of IoT devices 

and choosing an economical solution in terms of 

energy management is essential.  

• The findings of this study indicate that business 

processes, data flow management and policy 

determination are main functions which should be 

considered for IoT-based healthcare architecture. As 

a result, designing a comprehensive business model 

for IoT-based healthcare can be considered as a 

valuable work.  

• Given that IoT has faced a massive volume of data 

which are generated from heterogonous IoT devices, 

emerging technologies such as cloud computing and 

big data with IoT would provide a significant 

opportunity to expand more research in healthcare 

systems.  

• In order to achieve the successful implementation 

and widespread adoption of IoT system in healthcare 

industry, it is suggested that proposed IoT 

architecture be tested and evaluated before 

implementing the actual system. 
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Keyphrase extraction has recently become a foundation for developing digital library applications, 

especially in semantic information retrieval techniques. From that context, in this paper, a keyphrase 

extraction model was formulated in terms of Natural Language Processing, applied explicitly in extracting 

information and searching techniques in tourism. The proposed process includes collecting and 

processing data from tourism sources such as Tripadvisor.com, Agoda.com, and vietnam-guide.com. 

Then, the raw data was analyzed and pre-processed with labeling keyphrase and fed data forward to 

Pretrained BERT model and Bidirectional Long Short-Term Memory with Conditional Random Field. 

The model performed the combination of Bidirectional Long Short-Term Memory with Conditional 

Random Field in order to solve keyphrase extraction tasks. Furthermore, the model integrated the 

Elasticsearch technique to enhance performance and time of looking up tourism destinations' information. 

The outcome extracted key phrases produce high accuracy and can be applied for extraction problems 

and textual content summaries. 

Povzetek: Predstavljen je pristop na osnovi ključnih fraz za uporabo v turističnih sistemih.  

 

1 Introduction
In the science of natural language processing, the analysis 

of sentences into phrases, labeling, and marking has been 

a point of interest in research and application in various 

aspects. Keyphrase Extraction is the process of extracting 

key phrases that contain important content of a document. 

Keyphrases are used to solve information extraction 

content clustering, text classification, and text summary 

problems [16]. Numerous studied methodologies have 

been widely applied in academic issues such as Key2Vec 

[2] - automatically extracting keywords from scientific 

articles, Sequence Labeling [1] - extracting keyphrase 

from scholarly documents. The process normally used the 

BiLSTM [1] model, combining a pre-trained model to 

extract corresponding keywords of a dataset. Then, the 

search engine operated through API using NoSQL 

Elasticsearch, which uses scoring techniques from the 

keyphrases of documents corresponding to the database 

[19]. 

Research that applies in traveling newspapers and 

documents would support tourism information searching 

from many traveling sites. From there, the Keyphrase 

Extraction method allows visitors to easily select and 

quickly search based on their own words without clearly 

understanding their desired places. Furthermore, based on 

official data analysis from tourist sites, visitors will avoid 

unreliable information of some locations related to their 

own needs. The method would help increase the 

experience and satisfaction when visitors come and learn 

information about the city. 

From the aforementioned method and benefits, this 

study proposed a new design and application to assist in 

searching tourist information. The application can be 

implemented as a phone app or a tourist information 

website that optimally serves tourist demand for their first 

steps in a new destination and acquire typical 

characteristics of the sit shown on media. This research 

can play a novel and practical keyphrase extraction model 

and contribute to the science of extraction applications and 

textual content summaries. 
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2 Related works 

2.1 Keyphrase extraction 

Keyphrase Extraction is a subfield of Information 

extraction problem to extract keyphrases from documents 

according to given requirements. Currently, there are 

many studies and methods given in this problem with 

many different approaches, as mentioned below. 

2.1.1 Unsupervised method 

The unsupervised learning method provides probability 

models based on the word input that determines the 

frequency and importance of keywords in the text to 

identify keyword phrases. Some of the unsupervised 

learning techniques such as TextRank [3], Sgrank [4], and 

WikiRank [5] help extract keyphrases based on a narrow 

context of context (identifying the meaning of the word or 

by probability). Therefore, these methods' accuracy is also 

limited, but this is a basic method and has been applied in 

many problems to instantly perform labeling for 

supervised learning methods. 

2.1.2 Self-supervised method 

Recent studies focus on self-supervised learning in the 

field of information extraction. When the data is initially 

trained with the labels, the machine will then label and 

learn itself based on the relationships between the new 

input information and the previously trained information. 

These are superior studies such as SRES [6] - extracting 

information on the Web, and SelfORE [7] - extracting 

from natural language sentences their open-domain 

relation facts. Studies have introduced new approaches to 

training as well as solutions for information extraction. 

2.1.3 Supervised method 

In this method, the data is labeled corresponding to the 

keyphrases before training through a machine learning 

model. Parallel with the development in data and 

computing hardware; deep learning has been increasingly 

popular and widely used to optimize. For example, the 

research about Long Short-Term Memory (LSTM) [8] 

effectively covers the neighbor contexts [17]. BiLSTM-

CRF [9] used the Glove representation model to embed 

input words and return positive results when 

experimenting in an academic dataset. 

2.2 Contextual embedding 

Before training, input data have to be normalized into sets 

of vectors. Word embedding is a form of word 

representation, representing words with related meanings 

to have similar representations. 

There are many studies and experiments in 

implementing algorithms supporting word embedding and 

vocabulary modeling. And Contextual Embedding is one 

of the SOTA techniques to vectorize documents based on 

meaning and contextual relations. The enhancement of 

Contextual embedding compared with others embedding 

models such as Word2Vec [10], Glove [14] is the addition 

of context for vectors generated through position, thereby 

increasing the accuracy in terms of context and semantics. 

BERT [11] was introduced as a breakthrough in the 

field of natural language processing, with improvements 

in text modeling with the application of Transformer 

architecture to train context-based word representations. 

In this article, the authors combined the improvement 

of word representation models with sequence labeling 

techniques for extracting keyphrases in tourism 

documents. 

3 Methodology 
Let 𝑑 = {𝑤1, 𝑤2, . . . , 𝑤𝑛} be input document, and 𝑤𝑖  

represents the 𝑖𝑡ℎ token. Each word in d was labeled into 

3 classes of set 𝑌 = {𝐾𝐵 , 𝐾𝐼 , 𝐾𝑂  }, where 𝐾𝐵 indicates that 

𝑤𝑖  is the beginning keyphrase, 𝐾𝐼  denotes that 𝑤𝑖  is in the 

keyphrase, and 𝐾𝑂 marks that 𝑤𝑖  is out of the keyphrase. 

3.1 Long Short-Term Memory 

Long Short-Term Memory (LSTM) [8] is a form of 

Recurrent Neural Network (RNN) model [13] for solving 

problems of sequence data based on previously learned 

information to predict the current information in the 

sequence. LSTM is a solution to resolve the Vanishing 

Gradient issue of a primitive RNN network when 

information is learned from far away in the chain and lost 

its importance. In order to achieve this, LSTM uses several 

"gates" that store information remotely. Especially, 

Bidirectional LSTM (BiLSTM) is a generalization 

technique covering the context information in both 

directions [12]. 

Each word in the text was mapped for embedding size 

vector 𝑥𝑖, so that the sequence d of length n will be 

represented by a vector. 

𝑥 =  {𝑥1, 𝑥2, . . . , 𝑥𝑛} was labeled accordingly with 

𝑦 =  {𝑦1, 𝑦2, . . . , 𝑦𝑛} where 𝑦𝑖 ∈  𝑌. 

The input of LSTM is a [ℎ𝑡 −1, 𝑥𝑡]  vector at time t, 

with the cell state of the network 𝑐𝑡 , and the output vector 

between the two times t and t+1 is ℎ𝑡 . 

LSTM unit has 4 gates: forget gate  𝑓𝑡, input gate  𝑖𝑡 , 
output gate 𝑜𝑡, and memory cell 𝑐𝑡, which are represented 

by the following equations: 

𝑓𝑡  =  𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑓); (1) 

𝑖𝑡  =  𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑖); (2) 

𝑐𝑡  = 𝑓𝑡  ∗  𝑐𝑡−1  +  𝑖𝑡  ∗  𝑡𝑎𝑛ℎ(𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡]  +  𝑏𝑐); (3) 

 

Figure 1: Structure of 1 cell LSTM. 
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𝑜𝑡  =  𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡]  + 𝑏𝑜);  (4) 

ℎ𝑡  = 𝑜𝑡 ∗  𝑡𝑎𝑛ℎ(𝑐𝑡);  (5) 

in which the activation functiond are: 𝜎 (sigmoid) and 

tanh, and * is element-wise multiplication. W and b are 

model parameters, and ℎ𝑡 is hidden state. 

In the BiLSTM model, 2 used LSTM architectures 

progress simultaneously and independently to model the 

input sequence in 2 directions: from left to right (direction 

 - Figure 2a) and from right to left (direction  - Figure 

2b). 

Where  represents the information from preceding 

word of 𝑤𝑡{𝑤1, 𝑤2, . . . , 𝑤𝑡−1}, and  represents the 

information from succeeding words of 

𝑤𝑡{𝑤𝑡+1, 𝑤𝑡+2, . . . , 𝑤𝑛}. Vector  represents for word 𝑤𝑡  

in input sequence d when concatenating 2 vectors  and 

. 

= [ ;  ] 

Then the results were mapped to vector  𝑓𝑡  where 

𝑓𝑡 =  𝑊𝑎   

in which 𝑊𝑎 is weight vector that has a shape of 

| Y | x | | = 3 x | | 

The output vector of BiLSTM model after multiplying 

weight matrix is 

𝑓 = { 𝑓1, 𝑓2, . . . , 𝑓𝑛 } 

in which 𝑓 is the input of the CRF layer. 

3.2 Conditional Random Field 

Conditional Random Field (CRF) is a probabilistic model 

for structured predictive problems and has been used very 

successfully in machine learning areas. CRF is used in 

conjunction with deep learning models to increase the 

efficiency for segmentation and sequence data labeling 

[18]. 

As the input data in CRF is sequential, the previous 

context must be considered before predicting a data point, 

thereby increasing the model's accuracy. For example, if 

the previous label is B-P (begin phrase), the following tag 

is most likely I-P. 

In this study, a 378-dimensional vector was used 

representation for each word following the BERT (BERT-

base) model. A BERT's pre-trained model's architecture 

and some layers were added to match the problem. Then, 

the original layer parameters were fine-tuning, and the 

additional layer parameters were re-trained from the 

beginning. In this way, the proposed model could reduce 

the training time while ensuring its accuracy. 

3.3 Elasticsearch (NoSQL) 

This study used the NoSQL Elasticsearch database 

management system because of its ability to analyze data 

and statistics. A node is an Elasticsearch server, which is 

logically independent of each other. In fact, a node can run 

on one (usually in a development or test environment) or 

multiple physical servers (usually in a production 

environment). A collection of nodes working together 

forms a cluster; each node in the cluster contains a portion 

of that cluster's data. And all the data of a cluster will be 

divided among the nodes [20]. 

Nodes have three different types: master, data, and 

client. A cluster automatically selects a node as the master 

from its nodes. The master node will be responsible for 

coordinating the work of the cluster, such as distributing 

shards and creating/deleting indexes. Only the master 

node has the ability to update the cluster's state. In essence, 

Apache's Lucene - a full-text search - uses a data structure 

called an inverted index to perform searches with high 

performance. The architecture of Elasticsearch is 

indicated in Figure 3 [21][22]. 

Elasticsearch operates on a private server, 

communicates through RESTful APIs, and provides near 

real-time. 

 

 

Figure 2: The architecture of LSTM and BiSLTM. 

 

Figure 3: Elasticsearch architecture. 
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4 Proposed method and architecture 
This paper reveals a new method in keyphrase extraction 

from travel documents, using the sequence labeling 

technique with pre-trained model BERT (Bidirectional 

Encoder Representations from Transformers). Then, the 

model applies BiLSTM with Conditional Random Field in 

the training phase to enhance its result. 

4.1 Proposed model 

Pre-processing: The input data was pre-processed by 

encoding each word (token), along with whether the word 

tag corresponds to the keyphrase or not. The labels are B-

P (Begin Phrase), I-P (In Phrase), and O (Out Phrase). 

Those labels were encoded with the input data into 

numeric labels 0, 1, 2, respectively. 

For example: 

Restaurant has a big view of natural landscape. 

O O O B-P I-P I-P I-P I-P 

Pre-train model BERT: There are currently many 

different versions of the BERT model. All versions are 

based on the transformation of the Transformer 

architecture, focusing on 3 parameters: 

L: The number of  block sub-layers in transformer,  

H: Embedding vector size (or hidden size),  

A: The number of heads in a multi-head layer, each 

head operates one self-attention.  

The research used the pre-trained BERT base uncase 

model (L = 12, H = 768, A = 12) to represent the input 

vocabulary into vectors containing information about the 

vocabulary and its context. The BERT model input 

consists of a sequence of coded words, and the output is a 

lexical vector representing each input word. 

BiLSTM-CRF model: Output vectors of BERT are 

the inputs of the BiLSTM-CRF model. They were passed 

through the 2-dimensional LSTM network, and the 

information will be trained in two dimensions of the 

context, in terms of firm magnetism and context. Next, the 

output was passed through the CRF layer with labels 

marked previously to train and extract key phrase 

information in the text. 

4.2 The process 

To implement the data effectively, the proposed model 

applied a process that is depicted in Figure 5. In the 

beginning, raw data were pre-processed by filters and 

removed noise data, including HTML, tag, link, unrelated 

text, etc. 

In the training phase, each sentence of the text was 

labeled. If the phrase is at the beginning, it would be 

labeled as B-P (begin phrase), the rest of the keyphrase 

should be labeled as I-P (in phrase), and other words 

considered as O-P (out phrase). After that, the processed 

data was fed into the BERT model in Contextual 

Embedding stages before forwarding to BiLSTM layers. 

Then the data was fed into CRF layers after attaching 

labels. The output weight was used in the evaluation stage 

with new input; new input results were relabeled and 

became the architecture input to re-train. 

In the testing phase, the real raw data was also pre-

processed and then fed into the model to predict the 

keyphrase. 

4.3 Application architecture 

The output keyphrases were stored in a database and 

synchronized to a NoSQL database before applying the 

search engine of Elasticsearch. Since Elasticsearch 

operates on a private server through RESTful APIs, the 

proposed model can fit for a large feature set with the real-

time processing ability of Elasticsearch. 

The system architecture is presented in Figure 6 with 

an artificial intelligence system integrated with an API 

layer. The API contributes as a communication channel 

 

Figure 4: Proposed model BERT-BiSTM-CRF. 

 

Figure 5: The proposed model process. 
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between the server and the client to perform querying, 

processing, and returning results to UI [23]. First, the data 

collected from travel websites will be trained and stored in 

a NoSQL database (MongoDB). Then the data 

synchronized from Cluster Mongo, containing collected 

data for Elasticsearch. The APIs were used in retrieving 

data from Elasticsearch to fetch and return the results to 

the user since Elasticsearch is only effective in retrieving 

data. 

5 Results 

5.1 Training result 

The study was conducted on a dataset with two models: 

one applies Glove embedding, and the other uses BERT 

embedding. After the experiment, Table 1 shows that 

BERT embedding as a pre-trained model indicates better 

results with the Recall value of about 0.891. 

The two graphs in Figure 7 indicate the loss and 

accuracy of the proposed approach based on the number 

of epochs of the training phase. The Loss and Accuracy 

indexes at the first two epochs present the ideal trends 

while the next epochs take a slight improvement in the 

Loss and Accuracy results. 

5.2  Test result 

The study also analyzed the proposed model with travel 

datasets that were pre-processed and labeled. The datasets 

were crawled into different text blocks [15] from tourism 

resources, including newspapers, descriptions, 

documents, and comments on Tripadvisor and Agoda 

about destinations and attractions. 

The data was pre-processed by removing noise 

information such as images, HTML tags, web page scripts, 

and other irrelevant comments. In this case, the 

experiment focused on English data after removing other 

languages' information. 

The results are shown in Tables 2 and 3, 

corresponding to different amounts of training paragraph. 

It is recognized from Tables 2 and 3 that when the 

training and testing data increase, the predicted 

 

Figure 6: The proposed application architecture. 

 

Figure 7: Training results based on number of epochs. 

 Precision Recall F1 score Exact 

match 

BERT 

Embedding 

0.954 0.891 0.921 0.282 

Glove 

Embedding 

0.956 0.724 0.824 0.211 

Table 1: Comparison between BERT embedding and Glove 

embedding. 

Training 

paragrap

h 

Original 

Keyphra

se (test) 

Predicted 

Keyphras

e 

Accurac

y 

Trainin

g Time 

(s) 

200 4681 1724 161 9.13 

400 4681 3122 900 13.91 

600 4681 2683 1075 17.30 

873 4681 3574 2033 20.78 

Table 2: Prediction results based on training data. 

Training 

paragraph 

Precision F1 score Recall 

200 0.577 0.310 0.212 

400 0.650 0.613 0.580 

600 0.715 0.727 0.739 

873 0.874 0.794 0.729 

Table 3: Result indices corresponding to testing data based 

on training data. 
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keyphrases and the correct keyphrases also increase, 

indicating the efficiency of the model. Moreover, the 

training time for each experiment is applicable in real 

practice. 

6 Application 
The study examined the BiLSTM-CRF model combined 

with the BERT Embedding layer and compared the result 

with the Sgrank method. 

Table 4 showcases the actual results of the model 

when predicting a completely new input. It is recognized 

that the proposed model focuses on phrases of nouns and 

adjectives from B-P and I-P labels. Although the Sgrank 

method produces many phrases, it has a high error rate and 

focuses on nonspecific adjectives and nouns. 

7 Conclusion 
In this article, a keyphrase extraction method was 

proposed, which uses the BiLSTM-CRF deep learning 

model with the BERT pre-trained model's lexical 

representation. The output of the BERT (encoder) model 

became the input of the BiLSTM-CRF model to perform 

the keyphrase extraction task. 

With a supervised learning method, the proposed 

method has outweighed previous models in terms of 

accuracy of words' context and meaning. In addition, the 

study has built an API system for applications integrated 

with actual text extraction. The presented method has 

helped extract key phrases in the text with high accuracy 

(from 40% on sample data), thereby can be applied for 

extraction problems and textual content summaries. 

Future work may gear towards expanding the model 

and proposing a software architect to conduct an 

application supporting tourism for different cities around 

the world. Based on each characteristic of each destination 

(from keyphrases), a recommendation system could be 

developed to support users in finding their next desired 

destinations. Furthermore, the authors aim to continue 

expanding the applications of the model into different 

languages (rather than English) and various fields, not 

only in tourism. 
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The estimation of the Barthel Index scale (BI) is a significant method for measuring the performance of 

Activities Daily Living (ADL), where the prediction of ADL is crucial for providing rehabilitation care 

management and recovery for patients after stroke, therefore in this paper, nine various Machine 

Learning (ML) algorithms were implemented in a medical dataset contains 776 records from 313 patients  

208 of them are men: 208 and 150 are women with multiple features collected from them for predicting 

and classifying the BI status as clinical decision support for determining the ADL of post-stroke patients. 

Meanwhile, we have applied feature selection using the chi-squared test to reduce the number of features 

in the dataset. The results showed that the Decision Tree (DT), XGBoost (XGB), and AdaBoost (ADB) 

classifiers performed the highest performance achieved with 100% correctness in terms of accuracy, 

sensitivity, specificity, error, and Area Under Curve (AUC) on both the full and reduced features datasets. 

Povzetek: V prispevku je predlagana metodologija za zmanjšanje števila parametrov za napovedovanje 

primernih aktivnosti po možganski kapi. 

 

1 Introduction
A stroke is a medical condition that occurs when the blood 

flow to the brain`s parts is reduced or interrupted and 

frustrating the brain tissues from receiving nutrients and 

oxygen which leads to dying the brain cells in few minutes 

[1]. Stroke is a dilemma that needs urgent care and 

attention from around. Many people in the whole world 

are suffering from stroke and almost two-thirds of those 

individuals survive but need rehabilitation and recovery. 

Patients with long-standing disabilities after stroke could 

face many load difficulties in their life living whether 

physical, society, family and mental, therefore, the main 

object of rehabilitation and recovery is by observing the 

patients functions after a stroke and monitoring the level 

of independence to achieve the greatest potential 

Activities of Daily Living (ADL) [2]. 

Predicting the ADL is pivotal and crucial for effective 

use and careful deal with patients after stroke especially in 

the first months. Furthermore, ADL provides an overview 

of how the person`s independence in its life and the 

sufficient support and the health care provided by both the 

government and patient’s family [2]. For example, in 2016 

only every 40 seconds in the USA only there is a new onset 

of stroke events appeared [3], meanwhile, in 2012 in 

Taiwan there was around 230 patients were admitting 

hospital every day due to the occurrence of acute stroke 

[3]. Due to this, if the disabilities and impairments 

remained for a long time in patients whose affected by a 

stroke this may lead to a massive mental, physical, and 

also a heavy financial load for the patients and their 

families and this all can be override by just make a 

rehabilitation for stroke patients as fast as possible [3]. The 

main target of rehabilitation the stroke patient is to ensure 

that they returned to their life after sophisticated training 

of them to make them able to make activities of daily 

living (ADL) independently. Moreover, the first stage of 

rehabilitation is to accurately predict ADL because the 

accurate prediction of ADL is vital to make optimization 

for stroke management in the first two to three months 

following a stroke attack [3]. 

During the rehabilitation process of the patient with 

strokes, different assessments and parameters should be 

checked for patients of Post-acute Care-Cerebrovascular 

Diseases (PAC-CVD) program to provide important and 

detailed information about the patient’s health from 

various aspects [3]. The collected parameters include 

Barthel index (BI), modified Rankin scale (MRS), 

functional oral intake scale (FOIS), mini nutrition 

assessment (MNA), instrumental activities of daily living 

scale (IADL), Berg balance test (BBT), gait speed, 6-min 

walk test (6MWT), Fugl–Meyer upper extremity 
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assessment (FuglUE), modified Fugl–Meyer sensory 

assessment (FuglSEN), mini-mental state examination 

(MMSE), motor activity log (MAL), and concise Chinese 

aphasia test (CCAT). Using these multiple assessment 

parameters (features) we can generate and predict more 

comprehensive data and a conclusion about the current 

statuses of patients than single assessment features. 

However, providing an accurate tool for the prediction of 

ADL is not available due to the contribution of other 

features on the prognosis of ADL. To solve this problem, 

machine learning (ML) systems can be used 1. 

ML is considered as an application of Artificial 

Intelligence (AI) that provides the ability to automatically 

learn and improve from the experienced learned. ML 

directly focuses on building a mathematical model to be 

used in the prediction process based on patterns extracted 

from the experienced learned data whether to be a large or 

complex dataset. Latterly, ML algorithms are extensively 

used in real-life applications and the healthcare field. The 

Healthcare field is directly related to human life that`s 

because using the ML will intensify, enhance, improve, 

and reduce the error level of rates in the medical diagnosis 

[1, 2, 3]. This research presented several ML algorithms 

for predicting the ADL after the stroke of patients to give 

information about the person`s independence based on 

multiple features by predicting BI score. Where the BI 

score is a widely used and very well-known parameter and 

tool to assess the independence of functions of ADL 

especially with post-stroke patients. To predict apply 

machine learning we use a dataset of 18 parameters 17 of 

them as features and the last one represents the BI score 

where the dataset contains 776 records from 313 patients 

208 of them are men: 208 and 150 are women. We used 

nine different ML algorithms which are as follows; 

Logistic Regression (LR), K Nearest Neighbor (KNN), 

Support Vector Machine (SVM), Naive Bayes (NB), 

Decision Tree (DT), Random Forest (RF), XGBoost 

(XGB), AdaBoost (ADB), and Artificial Neural Network 

(DNN). The algorithms are estimated by using training 

and testing methodology and the performance evaluation 

is calculated utilizing the accuracy, sensitivity, specificity, 

error, Receiver Operating Characteristic (AUC), and 

confusion matrix. 

This paper is organized as follows: Section II 

describes the related work; Section III explains the 

materials and method of the post-stroke dataset used in our 

study and various ML algorithms applied to the multiple 

features. In section IV we present the results of the 

suggested methodology; Section V represents a discussion 

of the results of the proposed research. Finally, we 

conclude the paper in Section VI. 

2 Literature review 
In this section, the most recent works related to the topic 

of stroke rehabilitation prediction using machine learning 

are discussed.  Janne et al [2] presented a study on the 

early post-stroke stage for final ADL to recognize the 

variables and the outcome of Activities of Daily Living 

(ADLs) after stroke. The method was by distinguishing 

the high and low quality for the risk of bias and qualitative 

synthesis. The results showed that the median risk of bias 

was 17 out of 27. 

Yin Lin et al [3] proposed a method for predicting the 

activities of daily living (ADL) of post-stroke patients. 

Many Machine Learning (ML) algorithms are used such 

as Logistic Regression (LR), Support Vector Machine 

(SVM), Linear Regression, and Random Forest (RF) to 

estimate the Barthel index (BI). The results showed the RF 

and LR were higher for the Area Under the Curve (AUC) 

with 0.79 rather than the SVM algorithm with AUC of 

0.77. Moreover, the Mean Absolute Error (MAE) of both 

linear regression and SVM was 9.95 and 9.86, 

respectively. 

Chu Pai et al [4] proposed a study of testing and 

predicting the time change of Activities Daily Living 

(ADLs) of post-stroke patients within 24 hours and the 

whole months of the year. The ADLs were estimated by 

the Barthel Index (BI). A latent growth curve model was 

utilized to analyze the dynamic variations in ADLs. The 

results showed that the time following a stroke increases, 

survivors attend to continuously upgrade with interest to 

ADLs. Moreover, the below levels of the primary ADLs 

were related to the larger growth of ADLs over time. 

Douiri et al [5] developed a prediction monitoring 

model for the post-stroke patient's recovery and estimated 

its clinical use. Activities of Daily Living (ADLs) were 

evaluated utilizing the Barthel Index (BI) for many weeks 

after the stroke. Penalized linear blended models were 

generated to predict the functional recovery of patients. 

The results of the prediction recovery curve showed good 

accuracy for Root Mean Squared Deviation (RMSD) of 3 

BI points to one year. The passive predictive values of risk 

poor recovery with BI less than 8 at three and 12 months. 

Bertolin et al [6] presented a study of predicting acute 

stroke patients after mild to moderate. Many predictor 

variables were measured for predicting the ADLs. The 

results showed physical variables described more variety 

in ALDs than the communication, memory, and thinking 

results. The Short-Blessed Test (SBT) was the unique 

meaningful independent foreteller of communication, 

memory, and thinking, while the National Institute of 

Health Stroke Scale (NIHSS) was the only one that 

measures safely predicted ALDs. 

Glalanella et al [7] presented a study on investigating 

the Functional Independence Measure (FIM) of ADLs as 

potential predictors of the outcomes after stroke through 

inpatient rehabilitation. Regression analysis was used 

through Two backward stepwise to estimate the most 

independent variables. The results showed that social 

interaction, grooming, upper body dressing, and bowel 

control are the most independent and important variables 

for reviewing the FIM of ADLs. 

Lee et al [8] proposed a study for developing a 

computational method to distinguish the potential of 

predicting the Quality of Life (QOL) after post-stroke 

rehabilitation. Five classifiers were used by using personal 

factors and nine functional issues to estimate the QOL. 

The results showed that the Particle Swarm-Optimized 

Support Vector Machine (PSO-SVM) gives the most 

extraordinary accuracy (58.33%), the highest cross-
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validated accuracy (74.29%) which results as the best 

classifier in predicting the QOL of stroke patients. 

3 Materials and methods 
In this section, we will explain the dataset used and our 

recommended methodology, then making a comparison 

with the various classifier’s performances. 

3.1 Materials 

In this paper, the data proposed in paper [3] has been used. 

The dataset contains 776 patient’s data and 15 features. 

The features contain the following gender, age, acute ward 

stay, LOS, BI admission, MRS, FOIS, MNA, IADL, BBT, 

6MWT, FugIUE, MMSE, MAL Quality, BI discharge. 

These values are collected from patients and based on 

them the output (Class) is determined. Table 1 shows the 

features and class values for the used dataset. collected 

from the patient based on the following criteria: 

1 Stroke onset time must be within the last month. 

2 Hemodynamic parameters should be stable 

within the last 72 hours. 

3 No neurological deterioration within the last 72 

hours.  

4 Sufficient cognition function and ability to learn 

rehabilitation exercise (Especially MRS between 2 and 4). 

While they mentioned that the exclusion criteria for 

the patient include: 

The dataset authors mentioned that the features are  

1. Stroke onset time> 1 month. 

2. Patients with end-stage renal disease or those 

receiving dialysis therapy. 

After applying these requirements above, every three 

weeks before discharge all qualifying patients receive a 

detailed post-stroke admission status test. The ratings 

contain the following characteristics (MRS, BI, FOIS, 

MNA, QoL, IADL, BBT, gait speed, 6MWT, FuglUE, 

FuglSEN, MMSE, MAL, and CCAT). During the 

recovery ward, both tests were used to illustrate the gravity 

of the BI status or the BI score forecasts for the 

rehabilitation unit discharge. Besides, an explanatory 

declaration is made of patients' age and longevity in the 

acute stroke ward before referral to PAC-CVD features 

[3]. The summary of the dataset is shown in Table 2. 

3.2 Methodology 

The suggested study as shown in Figure 1 below is by 

firstly solving the problem of multiclass of BI score, then 

applying nine classification algorithms and make a 

comparison between them to predict the BI score which 

represents the ADL of stroke patients. 

3.3 Data preparation 

Based on the BI at discharge from the PAC-CVD ward, it 

shows that the BI score is categorized with different 

values. The BI score with a value of 20 represents as 

independent ADL, the BI score with a value range of 15 - 

19 represent mild dependent ADL, and the BI score with 

a value range of 10 - 15 represent as moderate dependent 

ADL. Therefore, the multiclass classification problem of 

BI score can be solved by discretizing the BI into 3 ordinal 

classes. 

3.3.1 Features selections 

In this paper for results enhancement and time reduction 

in future patient BI score prediction, we will perform a 

Chi-squared test for features selections. The Chi-squared 

test is well known statistical test of independence that is 

usually used to test and determine whether two categorical 

variables are independent or not. Features selection 

concept using this test is very simple where we find if the 

feature is independent of the target or not. If the feature is 

dependent, then the feature will likely not be useful in 

predicting the target and not selected otherwise if they are 

not independent the feature will most likely have 

predictive power on the target and selected [9]. 

3.3.2 Classification algorithms 

Classification in general is a plan that consists of orderly 

grouping something according to some features or 

standards. it is a type of supervised machine learning in 

which an algorithm "learns" to classify new observations 

from examples of labeled data and is used to develop 

models that predict what group or class that something 

belongs to [10-13]. Classification is a two-step process. 

During the first step, the model is created by applying a 

classification algorithm on a training data set then in the 

second step, the extracted model is tested against a 

predefined test data set to measure the model's trained 

accuracy. So, classification is the process to assign a class 

label from a dataset whose class label is unknown [13-16]. 

The following subsections will discuss the classifiers used 

in our paper. 

Support Vector Machine (SVM) 

Support vector machine (SVM) is a supervised learning 

algorithm under machine learning, and it is used for both 

classification and regression tasks. But most often the 

supporting vector machine is used in the classification. 

The Support Vector Machine works by looking at a set of 

training examples, and then marking each of them as 

belonging to one or another of two classes, the SVM 

training algorithm builds a model that maps new examples 

to one class or another, making it a non-probability binary 

linear classifier [10]. 

 

Figure 1: The block diagram of the proposed study. 
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Naïve Bayes (NB) 

Naive Bayes Classifiers are based on Bayesian 

classification techniques. This is based on Bayles’s 

theorem, which is an equation defining the relationship 

between the conditional probability of statistical 

quantities. In the case of the Bayesian classification, we 

are interested in finding the likelihood of a category 

considering some of the characteristics that have been 

observed. In general, Naive Bayes is a simple, but 

powerful and widely used machine learning classifier. It is 

a probabilistic classifier that allows classifications in a 

Bayesian setting using the Maximum A Posteriori 

decision law. It can also be interpreted by a very simple 

Bayesian network. Naive Bayes Classifiers are highly 

common for text classification and are a standard 

approach to problems such as spam detection. The naïve 

Bayes classifier does not need any parameters setup [11]. 

Decision Tree (DT) 

The Decision Tree algorithm is part of the family of 

supervised learning algorithms. Unlike other supervised 

learning algorithms, the decision tree algorithm can also 

be used to solve regression and classification problems 

[12]. The purpose of the Decision Tree is to create a 

training model that can be used to predict the class or value 

Table 1: Dataset Features, Range, and Description.  

Feature Range Description 

Gender Male: 1, Female: 2 Gender  

Age 35 -85 Years Age  

Acute Ward Stay 7-20 Days 
length of stay in 

acute stroke ward 

LOS 8-25days 
length of stay in 

rehabilitation ward 

BI Admission 

20 mean independent ADL, 15-19 mean 

mild dependent, 0-14 mean moderate 

dependent, and 5–9 mean severe dependent. 

Barthel index on 

admission to PAC-

CVD ward 

MRS 
0- 2 mean mild disability, and 3 - 5 mean 

moderate to severe disability. 

Modified Rankin 

Scale 

FOIS 

Range from 1 to 7 where Level 1 mean 

nothing by mouth to Level 7 which mean total 

oral diet with no restrictions. 

functional oral 

intake scale 

MNA 
<8 mean malnutrition, 8–11 mean risk of 

malnutrition, and >11 mean no malnutrition. 

mini nutrition 

assessment 

IADL 
0 mean low function (dependent), and 8 

mean high function (independent). 

instrumental 

activities of daily 

living scale 

BBT 
Range from 0 to 4 determining sitting and 

standing balance) 
Berg balance test 

Gait Range from 0.3 m/s to 1 m/s. gait speed 

6MWT Range from 210 m to 300 m. 6-min walk test 

FuglUE 
0 mean cDNNot perform, 1 mean 

partially, and 2 mean fully. 

Fugl–Meyer 

upper extremity 

assessment                      

Motor recovery 

FuglSEN 
0 mean cDNNot perform, 1 mean 

partially, and 2 mean fully. 

assess the 

sensorimotor 

impairment in 

individuals who have 

had stroke 

MMSE 

MMSE >=24 mean normal, MMSE =19-

23 mean mild, MMSE = 10-18 mean 

moderate, and MMSE <=9 mean severe. 

mini-mental state 

examination 

MAL Quality 
0 mean never, 1 mean poor, MAL =2 

mean fair, and 3 mean normal. 

Motor activity 

log, quality of use arm 

function 

BI Discharge 

20 mean independent ADL, 5-19 mean 

mild dependent, 10-14 mean moderate 

dependent, and BI =5–9 mean severe 

dependent. 

Barthel index at 

discharge from PAC-

CVD ward 

Class  
Patient 

Classification Value 
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of the target variable by learning basic decision rules 

derived from previous results (training data). In Decision 

Trees, to predict the class label for a record we start from 

the root of the tree. We compare the values of the root 

attribute with the record’s attribute. Based on a 

comparison, we follow the branch corresponding to the 

value and leap to the next node. Decision trees classify the 

examples by sorting them down from the root tree to some 

leaf/terminal node, with the leaf/terminal node giving the 

example classification. Each node in the tree serves as a 

test case for some attribute, and each edge coming down 

from the node corresponds to the possible answers to the 

test case. This process is recursive and is repeated for 

every subtree rooted in a new node [12]. 

Random Forests (RF) 

The Random Forest (RF) Classifier, first proposed by 

Breiman [13], is one of the most common classification 

tools and an excellent set of machine learning techniques. 

The key principle of the RF classifier is to construct a 

classification tree based on a few randomly selected 

features of randomly selected samples with a bagging 

technique. Designed trees are used to vote for an input 

vector to get a class name. RF classifiers are built by 

several simple learners, where each basic learner is an 

individual binary tree following recursive partitioning. RF 

has many advantages; it has better precision than other 

classifiers, allows large-scale data efficiency, does not 

bypass, and can be conveniently extended to multi-class 

inputs. The RF classifier has demonstrated superior 

classification efficiency over the other suggested methods 

since it was proposed [10, 11]. 

eXtreme Gradient Boosting (XGBoost) 

XGBoost is a Machine Learning algorithm based on the 

decision-tree, using a gradient enhancement method. 

Artificial neural networks tend to outdo all other 

algorithms or systems in prediction problems involving 

unstructured data (images, messages, etc.). In small to 

medium structured/tabular data, however, decision-tab 

based algorithms are now regarded as best-in-class. For 

advances in tree-based algorithms over the years please 

see the map below. At its inception, this algorithm has not 

only been regarded as the guiding force behind the hood 

but many leading-edge applications in the industry [14]. 

Adaptive Boosting (AdaBoost) 

AdaBoost is an ensemble learning system that was 

originally designed to improve the performance of binary 

classifiers (also known as "Meta-Learning"). AdaBoost 

uses an iterative approach to learn from and improve the 

Table 2: Dataset Features Statistical Description. 
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BI Admission 
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errors of weak classifiers. AdaBoost is a common 

stimulation strategy, attempting to combine several weak 

categorizers to create a powerful category. A single 

classifier cannot reliably predict an object's class, but we 

can build up such a strong model by grouping several 

weak classifications with each of them eventually learning 

from the incorrectly categorized objects of the others. The 

above classifier may be any of your basic classifiers, from 

Decision Trees (often the default) to Logistic Regression, 

etc [15]. 

Deep Neural Network (DNN) 

A deep neural network (DNN) is an artificial neural 

network (DNN) with several layers between the input and 

output layers. There are various types of neural networks, 

but they are all made up of the same components: neurons, 

synapses, weights, beliefs, and functions. These elements 

are identical to the human brain and can be learned like 

any other ML algorithm [16, 17]. DNNs can model 

complex non-linear relationships. DNN architectures 

create compositional models in which the object is 

expressed as a layered composition of primitives. Extra 

layers permit the composition of features from lower 

layers, theoretically modeling complex data with fewer 

units than an equally powerful shallow network. The deep 

architecture contains a variety of versions of a few simple 

approaches. Different architectures have achieved success 

in particular fields. It is not always possible to assess the 

performance of different architectures unless they are 

tested on the same data sets [18]. DNNs are usually feed-

forward networks in which data flows from the input layer 

to the output layer without looping back. Next, the DNN 

maps simulated neurons and assigns arbitrary numerical 

values, or "weights," to the relations between them. The 

weights and inputs are multiplied, and the product is 

returned between 0 and 1 [19]. If a certain pattern was not 

correctly understood by the network, an algorithm would 

change the weights. This way, the algorithm will make 

those parameters more influential before it decides the 

right mathematical manipulation of the data to be 

completely processed [20]. 

Performance evaluation 

Evaluating the performance of machine learning 

algorithms is an essential part of any project. The model 

leads to giving you pleasing results when estimated using 

metric indices such as accuracy, specificity, sensitivity, 

error, and AUC [10-20]. Calculating these metrics by 

using True Positive (TP), False Positive (FP), False 

Negative (FN) and True Negative (TN) can the outputs of 

the proposed system compared to reference data. and 

consequently, the accuracy, sensitivity, precision, 

specificity, error, and AUC were evaluated as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
TP + TN

TP + FP + TN + FN
 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
TP

TP + FN
 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TN

TN + FP
 

𝐸𝑟𝑟𝑜𝑟 = 100 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 

Best model selection 

For each ML algorithm that trains to the training dataset, 

the advantage of the learning algorithm here comes 

through the observed patterns of the training data that can 

do such as mapping to the input data attaches to the target, 

which is the required answer to be predicted, then creating 

ML model which makes capturing for these patterns. 

Moreover, the testing dataset is next implemented to the 

ML models to check and test their performances, but after 

comparing the results from the nine different algorithms 

that used, the most proper and appropriate model with the 

best accuracy, sensitivity, specificity, error, and AUC 

result is chosen to estimate and predict the BI as was 

discretized into 3 ordinal classes [10]. 

Table 3: Training and testing dataset division. 

Post 

Stroke 

Dataset 

Training 

set 

Testing 

set 

620 156 

 

Figure 2: Training and Validation Accuracy. 

 

Figure 3: Training and Validation Loss. 

 

Figure 4: Accuracy performance evaluation. 
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4 Results 
The proposed methodology was employed with 80% - 

20% training and testing division on the post-stroke 

dataset as shown in Table 3. Nine different ML classifiers 

are used for classifying the digitizing BI score that 

represents the ADL. The multi-classification process was 

successful in predicting the BI score with a high level of 

performance. 

4.1 Features selection results 

Before starting training and testing the used classifiers 

with and without features selection method first we 

applied the features selection methodology and select the 

top five features and the worst five features. The top five 

features selected by Chi-squared test methodology were 

ordered as follows: BI Admission, BI Discharge, 6MWT, 

Age, and FOIS. While the worst five were ordered as 

follows: Acute Ward Stay, FugIUE, MRS, Gender, and 

MAL Quality. The top five features are only used when 

we used the features selected classifiers. 

4.2 Classifiers results without features 

selection 

The nine classifiers were implemented for predicting as 

follows; the SVM classifier was performed with a linear 

kernel function. Moreover, the RF classifier was 

implemented too with 5 trees in the forest. Finally, the 

DNN classifier was trained by utilizing the Adaptive 

Moment Learning Rate (ADAM) solver with an initial 

learning rate value of 0.001.  Figure 2 shows the training 

and validation process while Figure 3 shows the training 

and validation loss.  

The hyperparameters of SVM, RF, DNN classifiers 

were chosen based on the principle of GridSearchCV 

which is a library function that helps to loop through 

predefined hyperparameters and fit the model on the 

training set. So, in the end, it can select the best parameters 

from the listed hyperparameters. The other classifiers that 

were also used were NB, DT, XGB, and ADB. The results 

of all algorithms employed show an extremely high level 

of results based on all the dataset features used. Figure 4 

shows the results of accuracy, while Figure 5 shows the 

results for the error, where Figure 6 shows the results for 

the AUC, and finally, Figure 7 shows the results for the 

sensitivity and specificity of the three discretized classes 

that all obtained from the nine different ML algorithms. 

4.3 Classifiers results with features 

selection 

The same classifiers settings are performed on the selected 

features using the Chi-squared test where only five 

features are fed to the classifiers on the following results. 

Figure 8 shows the training and validation process while 

Figure 9 shows the training and validation loss.  

 

Figure 5: Error performance evaluation. 

 

Figure 6: AUC performance evaluation. 

 

Figure 7: Sensitivity and specificity performance 

evaluation of the three classes. 
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The hyperparameters of SVM, RF, DNN classifiers 

were also chosen based on the principle of GridSearchCV 

which is a library function that helps to loop through 

predefined hyperparameters and fit the model on the 

training set. So, in the end, it can select the best parameters 

from the listed hyperparameters. The other classifiers that 

were also used were NB, DT, XGB, and ADB. The results 

of all algorithms employed show an extremely high level 

of results based on all the dataset features used. Figure 10 

shows the results of accuracy, while Figure 11 shows the 

results for the error, where Figure 12 shows the results for 

the AUC, and finally, Figure 13 shows the results for the 

sensitivity and specificity of the three discretized classes 

that all obtained from the nine different ML algorithms. 

  

 

Figure 8: Training and Validation Accuracy. 

 

Figure 9: Training and Validation Loss. 

 

Figure 10: Accuracy performance evaluation. 
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Figure 11: Error performance evaluation. 

 

Figure 12: AUC performance evaluation. 

 

Figure 13: Sensitivity and specificity performance 

evaluation of the three classes.  
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Table 4: Comparing Proposed Methods with literature. 

Reference 
Number of 

Patients 
Number of Features  Methods Results (%) 

[2] 

48 of 8425 

identified citations 

were included 

 
Median Risk 

Bias 
7 out of 27 (range, 6–22) points 

[3] 313 individuals 15 

LR 
The AUC is 0.79 for LR and 

RF, while SVM is 0.77 
SVM 

RF 

[4] 
1,021 stroke 

survivors. 
13-items 

A latent 

growth curve 

model 

The time following a stroke 

increases, survivors attend to 

continuously upgrade with 

interest to ADLs. 

[5] 495, 1049 Patients 11 

Penalized 

Linear 

Blended 

Models 

RMSD for 3 BI points 

[6] 498 7 6 Methods  

[7] 241 19 

Two backward 

stepwise 

regression 

 

[8] 130 14 

Back 

Propagation 

Artificial 

Neural 

Network (BP-

ANN) 

Accuracy (38.33%) and 

cross-validated (48.51%) 

Learning 

Vector 

Quantization 

(LVQ) 

Accuracy (50.00%) and 

cross validated (58.96%) 

Self-

Organizing 

Mapping 

(SOM) 

Accuracy (53.33%) and 

cross validated (66.57%) 

Support Vector 

Machine 

(SVM) 

Accuracy (53.33%) and 

cross validated (71.47%) 

Particle 

Swarm-

Optimized 

SVM (PSO-

SVM). 

Accuracy (58.33%) and the 

highest cross-validated 

74.29% 

Proposed 

Method 

No 

Features 

Selection 

313 with 776 

Records 
15 

SVM Accuracy 98.71 

NB Accuracy 98.71 

DT Accuracy 100 

RF Accuracy 99.35 

XGB Accuracy 100 

ADB Accuracy 100 

DNN Accuracy 98.71 

Proposed 

Method 

with 

Features 

Selection 

313 with 776 

Records 
15 

SVM Accuracy 98.71 

NB Accuracy 98.71 

DT Accuracy 100 

RF Accuracy 100 

XGB Accuracy 100 

ADB Accuracy 100 
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5 Discussions 
The present study aimed to investigate the influence of 

using many several ML algorithms for the classification 

of the BI score that represents the life living of patients 

after a stroke based on many features. Throughout the 

training step, all of the classifiers used were achieved an 

extraordinary scale of performances. While the testing 

results show that the used classifiers still show high 

accuracy. The results of this research based on the figures 

exhibited in the results showed that DT, XGB, and ADB 

classifiers achieved the most eminent performance 

reached 100% correctness in terms of accuracy, 

sensitivity, specificity, error, and AUC, for multi classify 

the digitized BI score, while the SVM and DNN classifiers 

are the worst. Moreover, using the features selection 

technique decreases the number of collected features in 

any future data collection from 15 to 5 only with a 

reduction ratio of 60% with the same results in classifiers 

except the RF enhanced from 98.71% to 100% in terms of 

accuracy. The results of feature selection mean that we can 

reduce the number of collected data and reducing the 

round time which makes patients more comfortable during 

data collection. Comparing the results of the proposed 

methods with other methods in the literature are shown in 

Table 4 The listed research studies in Table 4 have used 

the different datasets either collected by authors themself 

or by others. It is noted that they used a different number 

of classes, patients, and features set. These factors can 

affect the performance of the used classification methods 

significantly. However, most of the listed methods in the 

literature have achieved accepted recognition methods 

have high classification rates compared to other methods, 

the system is tested for time consumption in intel core i5-

6700 /3.4 GHz and 12 GB of RAM desktop computer 

using Python 3.9 on Spyder IDE. 

6 Conclusion 
In this research, a study on applying nine different 

machine learning algorithms for the prediction and multi-

classification of Barthel index which represents the 

activities of daily living of post-stroke patients in clinical 

practice. The research focused on finding the best 

classifier(s) for diagnosing the dependency of life living 

of post-stroke patients. Also, we have provided a features 

reduction methodology using the Chi-squared test to 

reduce the number of features in the datasets and during 

the round where they were collected from the patients. 

Experimental results show that the proposed method 

achieves very high accuracy when the BI score of three 

classes is classified even in the full or reduced features 

dataset. Therefore, the proposed method may be used 

effectively in hospitals with a lower number of features 

collected from patients for predicting the status of the life 

living of patients after a stroke. By comparing the 

proposed method with other methods in the literature, the 

present method is proven to be more effective and can 

provide a powerful tool for automatic stroke patient 

evaluation using the mentioned features. 
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Cryptographic circuits are essential in systems where security is the main criteria. Therefore, it is crucial to
ensure the correctness of not only the cryptographic algorithms, but also their hardware implementations.
Formal methods, unlike the other validation techniques, guarantee the absence of errors.The problem is that
designers still use conventional imperative Hardware Description Languages (HDLs), which are poorly
suited for formal verification.
This paper presents an automatic verification methodology for the pipelined cryptographic circuits using
formal methods. It consists of using the functional HDL Lava to describe and verify the equivalence
between the behavioural specification and structural implementation of a circuit. To the best of our knowl-
edge, we are the first to use this functional HDL for that purpose.
To show the features of the proposed approach, it was applied to verify the pipelined implementation of
the cryptographic circuit AES (Advanced Encryption Standard).

Povzetek: Za namene preverjanja formalne pravilnosti delovanja vezij je opisan funkcionalni pristop.

1 Introduction
Cryptography plays a major role in modern applications,
as the present networks are trusted with highly sensitive in-
formation; hence, cryptographic circuits have become in-
dispensable in these systems. To ensure the security of in-
formation, not only the cryptographic algorithms have to
be verified but also their hardware implementations.

The first step of the design process consists in the con-
version of the informal description of the design to a formal
Behavioural (or Algorithmic) specification. From this lat-
ter, a Structural (or Micro-architectural) implementation is
derived through refinement, followed by a sequence of de-
sign steps that reduce the abstraction levels until a realiz-
able description is obtained. The verification of the circuit
is carried out through all these stages; the most critical one
is the Functional verification, which consists of confirm-
ing that the structural implementation provides the same
behaviour mentioned in the behavioural specification. It
is possible to verify the correctness of the cryptographic
circuits, in quite a few ways, such as simulation, formal
proof, and semi-formal verification in which formal tech-
niques and simulation are strongly combined.

We focus on our work on functional verification, and
we use formal methods to do so. In the following sub-
section, we present a summary of the related literature
and their shortcomings to highlight the problematic; then
we present the features of the proposed approach and the
contribution of this paper. In section two, we explain the
proposed verification methodology. In section three, we

demonstrate how we applied our approach for verifying the
pipelined cryptographic circuit Advanced Encryption Stan-
dard (AES). And finally, conclusions are drawn in section
four.

1.1 Related works
The vast majority of the existing literature related to the
description and verification of pipelined cryptographic cir-
cuits are based on using imperative HDLs such as VHDL
and Verilog,[1], [2], [3], [4], [5]. These languages are made
for description, simulation, and synthesis of hardware;
however, they are poorly suited for formal verification, be-
cause of their lack of formal semantics; besides, they do not
allow descriptions of the highest design levels [6],[7]. In
order to be able to use formal methods for verification, we
need formal descriptions that we can reason about; how-
ever, imperative HDLs provide descriptions that are hard
to express in any formal logic; [8],[6],[9],[10],[11], which
requires either a translation of those descriptions to some
formal logic or rewriting new "equivalent" descriptions,
which eliminates the need for the imperative ones in the
first place, because there is no relation between the two
[6],[12],[13],[14]. This makes the formal verification of
devices expressed in imperative HDLs a quite hard process.

Consequently, simulation is the technique that has been
used in most of these approaches [2], [3], [4]. The problem
with simulation is that it can not be sufficient as a verifica-
tion technique for systems as critical as the cryptographic
circuits. Formal verification can still be done but with
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quite a few challenges when using imperative HDLs; there-
fore, the abstract behavioural specification needs powerful
mechanisms of structuring and translating [5]. Mostly, de-
ductive methods are applied for verification of such com-
plex circuits, like the case of [1]; this kind of methods is
quite difficult because it usually requires user interference
through all the verification process in almost a manual way.

Some algebraic approaches [15], [16] used formal meth-
ods for the verification of these circuits; similar to the work
presented in this paper, the hierarchy technique was used to
reduce the complexity of design and therefore simplify the
verification task. However, many details differ in our ap-
proach from this work, in particular, the verification time
is significantly less than the one presented in [15], which
took 13 minutes to formally verify the same 128bit AES
circuit. Another approach that was slightly faster than the
work mentioned before, with a difference of 5 minutes, is
presented in [17]. It consists of a language that supports
automated verification of cryptographic assembly code.

Several functional approaches were applied for the for-
mal verification of hardware designs; however, to the best
of our knowledge, the only one beside ours that was applied
to implement and verify the pipelined cryptographic cir-
cuits is the work presented in [18]. This approach uses the
functional language only to describe the behavioural spec-
ification; but not for the structural implementation; which
makes translation difficulties reappear.

Another formal approach was proposed in [19]; it uses
the equivalence checking technique. The specification is
described at the RTL level using VHDL, and the verifica-
tion process of some pipelined implementations of the KA-
SUMI cipher took from 3 to 9 minutes, depending on the
number of stages. Another work that targeted pipelined im-
plementations is [20]; it uses VHDL to describe private and
public key crypto-processor; the verification was done us-
ing simulation, formal verification, and static timing anal-
ysis.

1.2 Contribution of this work
– The most important feature of our approach, is that

it consists of using a functional HDL, which is very
suitable for hardware description and for formal ver-
ification as well. A comparison study of these HDLs
against other types showed that they give the best re-
sults [21].

– Secondly, our approach performs the functional ver-
ification using formal methods, as this latter consists
of proving mathematically the correctness of a design,
which is crucial for security systems.

– In addition, our approach uses two techniques: which
are hierarchy and modularity, in order to reduce the
complexity of the design, which makes the verifica-
tion much easier.

– Unlike the other conventional HDLs, it is possible

to represent the most abstract descriptions with func-
tional HDLs.

– Descriptions of functional languages and HDLs can
be executed, which allow the verification through the
simulation technique as well as the formal verifica-
tion.

– The functional HDL used in our approach has some
built-in tools that allow automatic formal verification
of circuits.

– The proposed approach presents a verification
methodology that is easier and faster than the previ-
ous related works.

– Lastly, even though our approach was proposed for
pipelined cryptographic circuits, it is not exclusive to
them.

2 The proposed approach
The proposed approach consists of a formal design and ver-
ification methodology for the pipelined cryptographic cir-
cuits using a functional HDL. This choice is motivated by
the interesting characteristics of these HDLs; such as the
composition of functions in the same way that complex
circuits are developed, using function composition, renam-
ing, and abstraction; the other major advantage of intro-
ducing the functional style to hardware design is having
much more concise descriptions, and the ability to provide
reusable functions that are abstractions of common pat-
terns. Moreover, functional languages usually have an ex-
tremely expressive type system, which allows being more
strict on defining the limitations on values. This makes
finding errors and violations easier. Several functional
HDLs have been created over the decades; their high di-
versity is due to the complexity of hardware design. A his-
torical survey that discusses these languages can be found
in [22]. The language that we chose for our approach is
Lava [23], which consists of a simple HDL embedded in
the functional programming language Haskell. To the best
of our knowledge, no functional HDLs (including Lava)
has been used before for both description and formal veri-
fication of the cryptographic circuits.

The design flow of hardware devices is depicted in
Fig. 1. It starts with an algorithmic description which will
be considered as the initial specification of the design; then
other descriptions are derived from it. Each implementa-
tion resulting in a certain abstraction level will be used as
the specification for the next one.

Since the algorithmic level is the most abstract, the ar-
chitectural details do not appear at it; thus, both sequential
and pipelined architectures have the same algorithmic de-
scription. Accordingly, we use the same principle of the
design flow to verify a pipelined implementation of a cryp-
tographic circuit; we start first by verifying the correct-
ness of a sequential structural implementation against its
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Figure 1: The design and verification flow of a hardware
device.

behavioural specification; once it is verified, we check the
equivalence of the pipelined structural implementation to
it, as demonstrated in Fig. 2.

Figure 2: A verification approach of a pipelined implemen-
tation of a circuit.

The behavioural specification at the algorithmic level
deals with a different type than the structural implementa-
tions at the micro-architectural level; thus, we need a map-
ping function between the two descriptions, as shown in
Fig. 3.

Figure 3: The abstraction function needed between the be-
havioural specification and structural implementation of a
circuit.

The shared behavioural description is referred to by
Spec; the sequential architecture by imp1, and the pipelined
one by imp2. So, the correctness rule of this latter would
be described by the following theorem:

∀ x, spec (abs x) = abs (imp2 x) (1)

Theorem (1) has to be decomposed to be proven; thus,
we must prove the following couple of theorems:

∀ x, spec (abs x) = abs (imp1 x) (2)

∧ ∀ x, imp1 x = imp2 x (3)

The behavioural specification and both structural imple-
mentations are described as functions, the former using the

functional language Haskell, and the latter using the func-
tional HDL Lava; which consists of Haskell modules that
give the user various facilities to work on circuits.

For formal verification; we use one of Lava tools, which
is a SAT solver, that verifies automatically the equivalence
between descriptions. Fig. 4 shows an approach of per-
forming equivalence checking using SAT solvers. If both
descriptions are equivalents, the output of the XOR gate
should be always False; if it becomes True for any input, it
means that the two descriptions are producing different out-
puts for the same input, which negates their equivalence.

Figure 4: Performing equivalence checking using SAT
solvers [24].

We must import three modules to be able to shift from
the general-purpose language Haskell to the HDL Lava:
Lava [25], which defines several operations that we can use
to build circuits; Patterns, to access wiring circuits and con-
nection patterns; and Arithmetic, to access the arithmetical
circuits:

import Lava

import Lava.Patterns

import Lava.Arithmetic

Circuits in Lava are described by functions, and their in-
puts and outputs can either be of type Signal Bool which
may take one of two values low or high; or Signal Int.

To verify that a circuit’s structural implementation meets
its behavioral specification, we must define a safety prop-
erty that expresses their equivalence. Thus, for the verifi-
cation of the pipelined implementation, we need two safety
properties corresponding to the two theorems (2) and (3)
mentioned before. These properties are also defined in
Lava by functions in the following forms:

propertyEquiv1 in = ok

where

out1 = spec (abs in)

out2 = abs (imp1 in)

ok = out1 <==> out2

propertyEquiv2 in = ok

where

out1 = imp1 in

out2 = imp2 in

ok = out1 <==> out2
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To verify these properties, we use the Lava function sat-
zoo, which is a call to the satisfiability solver:

satzoo propertyEquiv1

satzoo propertyEquiv2

This operation generates a logical formula that expresses
the equivalence property; this formula is then sent to an
external theorem prover, which will prove (or disprove) its
validity, and the result is taken back into Lava.

The input in must be of a finite form; this is not possible
in cryptographic circuits, where both data and key are of
an important size that can only be represented by lists. But
since the inputs of block cipher cryptographic circuits are
of a fixed size, we will only verify the properties for that
size. Thus, we define new equivalence properties, which
are explicit about what size of input we want to verify them.

propertyEquiv1ForSize n =

forAll (list n) $ \ in →
propertyEquiv1 in

propertyEquiv2ForSize n =

forAll (list n) $ \ in →
propertyEquiv2 in

Then we call the function satzoo for both properties with a
specific size n:

satzoo (propertyEquiv1ForSize n)

satzoo (propertyEquiv2ForSize n)

This operation will verify that both descriptions give the
same output, for all inputs of that size. When it finds that
the output of one description always equals the other, it re-
turns Valid. The SAT-solver actually checks that the nega-
tion of the formula is unsatisfiable, leading to the Valid an-
swer inside Lava [25]. Our proposed approach explained
above is depicted in Fig. 5.

3 Application and results
In this section, we demonstrate how we applied the pro-
posed approach to verify the AES sequential circuit, il-
lustrated in Fig. 6; and the pipelined circuit, illustrated in
Fig. 7. AES [26] is a symmetric block cipher, constructed
based on the Rijandael system. The plain and ciphertexts
are taken as blocks of 128 bits. The key, on the other hand,
varies depending on the system version, between 128, 192,
and 256 bits. We only focus here on the 128-bit key size
AES.

The encryption consists of ten identical rounds of pro-
cessing. Except for the last one, each round includes four
steps; the order in which these steps are executed is dif-
ferent in encryption from decryption. The 128-bit input

Figure 5: The proposed verification methodology of
pipelined cryptographic circuits in a functional framework.

Figure 6: Sequential architecture of AES128 circuit.

Figure 7: Pipelined architecture of AES128 circuit.
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block is organized in a four by four-byte matrix, column by
column. The matrix will be added to a sub-key using the
Xor operation and the result obtained will be transmitted
as input for the first round. At each round, the following
operations are performed:

– The subBytes function is performed using S-boxes.
These boxes in AES are based on a mathematical
model, which is the modular arithmetic using poly-
nomials.

– The shiftRows function is a simple-circular-left shift
of bytes: the first row doesn’t change; the second is
shifted by one position; the third is shifted by two po-
sitions; and the last one, is shifted by three positions.

– The mixColumns function consists on taking each
column of the matrix and multiplying it by a fix ma-
trix, then reducing the answers modulo the polyno-
mial x8 + x4 + x3 + x1 + x0.

– The addKey function adds the round sub-key to the
block. The sub-key used here is calculated by the key-
Expansion function.

The application of these four operations takes place at
each round except for the last one, where the mixColumns
function is not applied. The KeyExpansion is a basic op-
eration in the encryption process; it uses the cipher key to
produce sub-keys in the same number of rounds. The first
sub-key is just the original cipher key; then, to get the next
sub-key, the previous one is passed through a function that
involves a rotation P-box, a set of identical S-boxes, and
addition modulo 2 to a round-constant.

3.1 Behavioural specification of the AES
circuit

The function aesSpec represents the behavioural descrip-
tion of AES; it takes one input (m: plain text, k: cipher
key); and one output (c: cipher text).

aesSpec (m, k) = c

where

subKeys = keyExpSpec 1 k

n = addKeySpec (m, (subkeys !! 0))

c = roundsSpec 1 (n, subKeys)

The function roundsSpec is recursive and defined in the
following way:

roundsSpec n (m1, subKeys) = m2

where

n1 = subBytesSpec m1

n2 = shiftRowsSpec n1

n3 = mixColumnsSpec n2

n4 = addKeySpec (n3, (subKeys !! (n− 1)))

m2 = roundsSpec (n+ 1) (n4, subKeys)

roundsSpec 10 (m9, subKeys) = m10

where

n1 = subBytesSpec m9

n2 = shiftRowsSpec n1

m10 = addKeySpec (n2, (subKeys !! 9))

The keyExpSpec function is recursive as well, and is de-
fined as follows:

keyExpSpec n ki = kj : (keyExpSpec (n+ 1) kj)

where

w0 = wXorSpec (sBox( shiftSpec (ki!!3)),

ki!!0, rconst!!(n− 1)

w1 = wXorSpec (ki!!1 , w0)

w2 = wXorSpec (ki!!2 , w1)

w3 = wXorSpec (ki!!3 , w2)

kj = [w0, w1, w2, w3]

keyExpSpec 10 k9 = k10 : [ ]

where

w0 = wXorSpec (sBox( shiftSpec (k9!!3)),

k9!!0, rconst!!9

w1 = wXorSpec (k9!!1 , w0)

w2 = wXorSpec (k9!!2 , w1)

w3 = wXorSpec (k9!!3 , w2)

k10 = [w0, w1, w2, w3]

3.2 Structural implementation of the AES
circuit

3.2.1 AES sequential architecture

The function aesImp1 represents the structural description
of AES sequential architecture. It takes (m,k) as input, and
outputs c. The definition of this function is quite similar to
aesSpec, with the difference in their signature, and their
internal functions, because they work with two different
types. The aesSpec function works with data as hexadeci-
mal, which are taken in Lava as Signal Int. However, aes-
Imp1 works with bits, which are represented by the type
Signal Bool.

aesSpec :: ([Signal Int], [Signal Int])→ [Signal

Int]

aesImp1 :: ([Signal Bool], [Signal Bool])→
[Signal Bool]

The function aesImp1 is defined as it follows:

aesImp1 (m, k) = c

where

subKeys = keyExpImp1 1 k

n = addKeyImp1 (m, (subkeys !! 0))

c = roundsImp1 1 (n, subKeys)
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The functions that aesImp1 calls represent the inner
components of the AES circuit; they differ from their cor-
responding functions in aesSpec, even though they use the
same hierarchical way of description.

3.2.2 AES pipelined architecture

The function aesImp2 represents the structural description
of a pipelined architecture of AES. Its definition is differ-
ent than aesImp1; to allow the hardware parallelism, we
need multiple functional components, one for each round;
instead of using the same one for all of them; this will al-
low us to encrypt multiple blocks at the same time. For in-
stance, when the first data block is on the second round of
encryption, another block can start its first round; therefore
when the first block is at its last round, nine other blocks
can be calculated simultaneously. aesImp2 has the same
signature as aesImp1 and it is defined in the following way:

aesImp2 :: ([Signal Bool], [Signal Bool]) →
[Signal Bool]

aesImp2 (m, k) = c

where

s0 = addKeyImp2 (m, k)

k1 = getK 1 k

s1 = roundImp2 (s0, k1)

k2 = getK 2 k1

s2 = roundImp2 (s1, k2)

k3 = getK 3 k2

s3 = roundImp2 (s2, k3)

k4 = getK 4 k3

s4 = roundImp2 (s3, k4)

k5 = getK 5 k4

s5 = roundImp2 (s4, k5)

k6 = getK 6 k5

s6 = roundImp2 (s5, k6)

k7 = getK 7 k6

s7 = roundImp2 (s6, k7)

k8 = getK 8 k7

s8 = roundImp2 (s7, k8)

k9 = getK 9 k8

s9 = roundImp2 (s8, k9)

k10 = getK 10 k9

s10 = round10Imp2 (s9, k10)

c = s10

The functions roundImp2 is recursive as well, and it is

defined in the following way:

roundImp2 (s, k) = nextS

where

s1 = subBytesImp2 s

s2 = shiftRowsImp2 s1

s3 = mixColumnsImp2 s2

nextS = addKeyImp2 (s3, k)

round10Imp2 (s9, k10) = s10

where

s1 = subBytesImp2 s9

s2 = shiftRowsImp2 s1

s10 = addKeyImp2 (s2, k10)

The function getK is the corresponding of keyExpImp1
on the sequential implementation, it calculates only one
key, and it is defined in the following way:

getK n ki = kj

where

w0 = wXorImp2 (sBox( shiftImp2

(ki !! 3)), ki !! 0, rconst !! (n− 1)

w1 = wXorImp2 (ki !! 1 , w0)

w2 = wXorImp2 (ki !! 2 , w1)

w3 = wXorImp2 (ki !!3 , w2)

kj = [w0, w1, w2, w3]

3.3 Formal verification of the AES circuit

To verify the correctness of the AES pipelined circuit, we
need to prove theorem (4) that expresses the equivalence
between its behavioural specification and sequential
implementation; and then theorem (5) that expresses the
equivalence between the sequential implementation and
the pipelined one.

∀m, k, m ∈ [SignalBool], k ∈ [SignalBool],

aesSpec (abs1 (m, k)) = abs2 ( aesImp1 (m, k)) (4)

∀m, k, m ∈ [SignalBool], k ∈ [SignalBool],

aesImp1 (m, k) = aesImp2 (m, k) (5)

The equivalence properties are described by functions
with one input (m,k) of type Signal Bool, which will be
passed to both descriptions, in order to verify that they al-
ways produce the same output. As a result, an abstraction
function called fromSbToSi is introduced, it converts from
the type Signal Bool to Signal Int. Both functions abs1 and
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abs2 are defined using fromSbToSi.

propertyEquivSeqAES in = ok

where

out1 = aesSpec (abs1 in)

out2 = abs2 (aesImp1 in)

ok = out1 <==> out2

propertyEquivP ipAES in = ok

where

out1 = aesImp1 in

out2 = aesImp2 in

ok = out1 <==> out2

Since we use the infinite structure list, we also need to
define equivalence properties that are explicit about the size
of inputs:

propEquivSeqAES_forSize n =

forAll (list n) $ \m →
forAll (list n) $ \ k →

propertyEquivSeqAES (m, k)

propEquivP ipAES_forSize n =

forAll (list n) $ \m →
forAll (list n) $ \ k →

propertyEquivP ipAES (m, k)

To verify the AES pipelined circuit, we call the satzoo
function for both implementations:

verificationSeqAES =

satzoo (propEquivSeqAES_forSize 128)

verificationP ipAES =

satzoo (propEquivP ipAES_forSize 128)

The satzoo function generates an output of the type IO
proofResult. The execution of this function outputs the
value Valid for both properties, which means that the se-
quential implementation aesImp1 gives the same output
as the behavioural specification aesSpec, and the pipelined
implementation aesImp2 gives the same output as the se-
quential one aesImp1, for every possible combination of
plain test and key of 128 bits size. Thus, we conclude that
the pipelined implementation aesImp2 is equivalent to its
behavioural specification aesSpec.

A comparison between the proposed approach and all the
similar works mentioned here is summarized in Table .1.
As we can see the majority of the previous works are based
on using imperative HDLs [1],[2],[3],[4],[5],[17],[19],[20].
Unlike functional HDLs, the imperative ones used in these
approaches do not permit abstract descriptions of the high
levels of design, which means that their descriptions are
more detailed and therefore require longer code-lines;
which makes them of higher complexity. Besides, finding

Work Approach Method Circuit Time
(s)

[1] Imperative Formal
methods

SHA1 /

[2] Imperative Simulation TDES /
[3] Imperative Simulation AES /
[4] Imperative Simulation Kasumi 180
[5] Imperative Formal

methods
DES 59

[15] Algebraic Formal
methods

AES 800

[16] Algebraic Formal
methods

AES 844

[17] Imperative Formal
methods

SHA
AES

2100

[18] Functional Formal
methods

AES /

[19] Imperative Formal
methods

Kasumi 180

[20] Imperative Formal
methods

AES /

Ours Functional Formal
methods

AES 2.23

Table 1: Comparative table to the similar works’ verifica-
tion methods and time.

errors and correcting them becomes a harder and more te-
dious process compared to functional HDLs descriptions.
Although there is no actual comparison of the different
approaches’ code-lines (due to the lack of data), we can
say with no hesitation that the functional HDLs provide
more concise descriptions than the imperative ones for the
same circuit. [2],[3],[4] use the simulation technique for
the functional verification, which is not sufficient for criti-
cal systems such as the cryptographic circuits, even if they
provide fast and automatic verification. As we can see, it
is still possible to use formal verification with imperative
HDLs, but as we established since they lack formal seman-
tics, this makes the verification process very hard, as it re-
quires translation of descriptions into a formal logic to be
able to reason about them. [2] used deductive methods,
which means that the verification process was not auto-
matic. In the proposed approach we were able to verify the
AES sequential data-path automatically in 1.18s, and the
AES pipelined one in 1.05s, which makes the total 2.23s,
which is faster than all of the other works that we know of
their verification time [5], [15],[16],[17],[19].

Since the behavioural specification and both structural
implementations are specified by functions, they are exe-
cutable; therefore, we can simulate them and examine the
results. This is interesting because it allows us to verify
that not only they are equivalents to each other, but that
in fact, they give the expected results. All three functions
(aesSpec,aesImp1,aesImp2) were simulated and they give
the expected output of encryption.
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To verify the other versions of AES, with the appropriate
changes in the behavioural and structural descriptions, the
equivalence properties need to be explicit about two differ-
ent sizes.

propEquivSeqAES_forSizes n l =

forAll (list n) $ \m →
forAll (list l) $ \ k →
propertyEquivSeqAES (m, k)

propEquivP ipAES_forSizes n l =

forAll (list n) $ \m →
forAll (list l) $ \ k →

propertyEquivP ipAES (m, k)

For instance, to verify the AES circuit of 192-bit key
size, we call the satzoo function in the following way:

verificationSeqAES192 =

satzoo (propEquivSeqAES_forSizes 128 192)

verificationP ipAES192 =

satzoo (propEquivP ipAES_forSizes 128 192)

When automatic verification is not possible, we can use
the bottom-up proof method proposed in [27], where they
started by verifying the functions (components) at the low-
est level of the hierarchy, once they are verified, they re-
placed the implementation with its equivalent specification
at the upper level, and so on until verifying the whole cir-
cuit.

4 Conclusion
In this paper, we presented an automatic formal verifica-
tion methodology for the pipelined cryptographic circuits.
It is the first application of the functional HDLs for the de-
sign and verification of such complex circuits. The pro-
posed approach was demonstrated and applied to the 128-
bit AES pipelined circuit. As prospects, we aim to verify
the super-scalar designs as well, on which the adopted scal-
able methodology should be able to prove.
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Hand pose estimation plays an essential role in sign language understanding and human-computer inter-
action. Existing RGB-based 2D hand pose estimation methods learn the joint locations from a single
resolution, which is not suitable for different hand sizes. To tackle this problem, we propose a new deep
learning-based framework that consists of two main modules. The first one presents a segmentation-based
approach to detect the hand skeleton and localize the hand bounding box. The second module regresses
the 2D joint locations through a multi-scale heatmap regression approach that exploits the predicted hand
skeleton as a constraint to guide the model. Moreover, we construct a new dataset that is suitable for both
hand detection and pose estimation tasks. It includes the hand bounding boxes, the 2D keypoints, the 3D
poses and their corresponding RGB images. We conduct extensive experiments on two datasets to validate
our method. Qualitative and quantitative results demonstrate that the proposed method outperforms the
state-of-the-art and recovers the pose even in cluttered images and complex poses.

Povzetek: V prispevku je predstavljena učna metoda za nalogo 2D ocenjevanja položaja roke z uporabo
monokularne RGB kamere.

1 Introduction

The hands are one of the most important and intuitive inter-
action tools for humans. Solving the hand pose estimation
problem is crucial for many applications, including human-
computer interaction, virtual reality, augmented reality and
sign language recognition.

The earlier works in hand tracking use special hardware
to track the hand, such as gloves and visual markers [1].
But, these types of solutions are expensive and restrict the
applications to limited scenarios. Tracking hands without
any device or markers is desirable. To this end, several
works have been proposed in the literature to tackle this
problem [2]. However, markerless hand pose estimation
is very challenging due to strong articulations and self-
occlusions. Furthermore, the hands have a huge variation
in shape, size, skin texture and color.

The rapid development of deep learning techniques rev-
olutionizes complex computer vision problems [3, 4] and
outperforms conventional methods in many challenging
tasks, including object classification [5], object segmen-
tation [6, 7] and object detection [8, 9]. Hand pose es-
timation is not an exception and deep convolution neural
networks (CNNs) [10] have been applied successfully in
[11, 12, 13]. These studies address the scenarios where the
hand is tracked via an RGB-D camera. However, depth-
enhanced data is not available everywhere, and they need
an overhead setup to utilize. Thus, estimating the hand pose
from a single RGB image has been an active and challeng-
ing area of research, as they are cheaper and easier to use
than depth sensors [14, 15, 16, 17].

We can classify RGB-based hand pose estimation meth-
ods into two broad categories as regression-based and
detection-based. The former approach uses CNNs as an au-
tomatic feature extractor to directly estimate the joint loca-
tions [14, 18, 19]. Although the regression-based approach
is fast at inference time, it remains a difficult optimization
problem due to its non-linear nature requiring many itera-
tions and a lot of data for convergence [20].

To overcome these limitations, recent solutions to human
and hand pose estimation problems use probability density
maps such as the heatmap [16, 21, 22]. They divide the
pose estimation problem into two steps. The first one finds
a dense pixel-wise prediction for each joint while the sec-
ond step infers the joint locations by finding the maximum
pixel in each heatmap. The heatmap representation helps
the neural network to estimate the joint locations robustly
and has a fast convergence property.

In this work, we focus on the 2D hand pose estima-
tion from a single RGB image. This task is also chal-
lenging due to the many degrees of freedom (DOF) and
the self-similarity of the hand. The proposed approach
has two principal components; The first one estimates the
hand skeleton using the UNet-based architecture [23]. The
hand bounding boxes are extracted in a post-processing
step from the predicted skeleton. The second part presents
a new multi-scale heatmap regression approach to estimate
joint locations from multiple resolutions. Specifically, the
network output is supervised on different scales to ensure
accurate poses for different hand image sizes. This strat-
egy helps the model for better learning of the contextual
and the location information. Besides, our method uses the
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predicted hand skeleton as additional information to guide
the network to predict the 2D hand pose.

We validate the proposed method on a common existing
Large-Scale Multi-View hand pose dataset (LSMV) [18].
Furthermore, we create a new dataset suitable for hand de-
tection and 2D pose estimation tasks using leap motion sen-
sors. This dataset includes 60 thousand samples, such that
each one contains the hand bounding box, the 2D keypoint,
3D pose and the corresponding RGB image. We extended
our experiments to our newly created dataset (GTHD). Re-
sults demonstrate that our method generates accurate poses
and outperforms three state-of-the-arts [18, 24, 25]. In
summary, our contributions are the following:

– We propose a segmentation-based approach for skele-
ton detection and hand bounding box localization.

– We propose a multi-scale heatmap regression archi-
tecture that uses the hand skeleton as additional in-
formation to constrain the 2D hand pose estimation
task. The reported qualitative and quantitative re-
sults demonstrate the competitiveness of the proposed
method.

– We introduce a new dataset to validate the hand detec-
tion and the 2D pose estimation methods.

We organize the rest of the paper as the following. Sec-
tion 2 gives the problem definition as well as the related
work. Section 3 describes in detail our hand detection and
pose estimation approaches and defines the required steps
to build our hand pose dataset. Section 4 discusses the con-
ducted experiments and the obtained qualitative and quan-
titative results. Finally, Section 5 provides the main con-
clusion of this work and a direction for further research.

2 Related work

2.1 Hand detection
The hand detection task identifies the hand region and dis-
tinguishes it from the background. It has many applications
including, gesture recognition [26] hand segmentation and
hand tracking [27]. Traditional computer vision methods
follow a feature extraction and classification scheme for
hand detection. They extract skin color features, shape fea-
tures or combine the two types of features to represent the
image [28]. Following, they utilize a classifier to check
each pixel, whether it belongs to the hand or not [29].

Deep learning-based methods circumvent such bottle-
necks by unifying feature extraction and classification
phases. This combined strategy has been outperforming
conventional methods for the last five years. For instance,
[30] employs two streams Faster RCNN [8] for hand de-
tection. The first stream extracts feature maps from depth
video while the second one extracts it from RGB video.
After that, they use an alignment stage to connect the two
features and they run a region proposal network to classify

the pixels. Another method [31] applies multi-scale Faster-
RCNN to avoid missing the small hands.

2.2 Hand pose estimation

Estimating the 2D hand pose has been an active and chal-
lenging area of research in computer vision. Recently deep
learning-based methods achieve competitive performance
in this task as well. We can classify these based on the in-
put modality into two broad categories as depth-based and
RGB-based. In the former class, several studies achieve
accurate 2D pose estimation results for images containing
single hand [11, 12, 13, 32]. Also, [33] handles multi-hands
using pictorial structure models and Mask-RCNN.

RGB-based methods are more challenging and less stud-
ied in the literature. Early studies give the cropped hand
image as input to the ResNet-based model to directly
regress the 2D joint by minimizing the mean-squared er-
ror (MSE) between the predicted 2D joint annotations and
their ground truth [18]. Recently, [25] employs a graph-
based framework to allow features at each node to be rep-
resented by 2D spatial confidence maps. Also, [24] pro-
pose an adaptive graphical model network that includes two
branches of CNNs computing unary and pairwise potential
functions and a graphical model to integrate the calculated
information. [34] employs a cascaded CNN to predict the
silhouette information (mask) and the 2D key-points in an
end-to-end manner after localizing the hand region. To per-
form efficient small hand 2D pose estimation, [35] simul-
taneously regresses the hand region of interests and hand
key-points. Subsequently, it iteratively uses the hand RoIs
as feedback information for boosting the hand keypoints
estimation performance. [8] proposes the Limb Probabilis-
tic Mask, which uses a Gaussian distribution mask rather
than the one-hot mask. To address the self-occlusion is-
sue, it splits the whole hand mask into five fingers and the
palm. The 2D pose regression task employs the synthe-
sized hand mask to model the structural relationship be-
tween the 2D keypoints. All the aforementioned state-of-
the-art methods results are presented in Table 1 that sum-
marized the hand detection and pose estimation techniques.
Besides, it shows the used datasets, including LSMV [18],
OneHand10K [34], CMU and MPII+NZSL [37]. The re-
sults are reported using the mean PCK metric [37], which
is widely used to evaluate human and hand pose estima-
tion methods. It considers the predicted joints as correct
if the distance to the ground truth joint is within a certain
threshold γ. Some approaches use a normalized thresh-
old by dividing all the joints values by the size of the hand
bounding box. In this work, we propose a new multi-scale
heatmap regression architecture that uses the 2D skeleton
as a constraint to accurately estimate the 2D hand pose for
small and big hands.
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Hand detection Model Estimation
method

meanPCK↑a,b Threshold
γ

Gomez
et al
[18]

Faster R-CNN for
bounding box detection

ResNet-50 Direct re-
gression

80.74 on LSMV (Self-
dataset)

0.01-0.06
(N)

Kong et
al [24]

Cropping square im-
age patches of anno-
tated hands

Adaptive graphical
model

Heatmaps
detection

70.34 on CMU and
85.63 on LSMV

0.01-0.06
(N)

Kong et
al [25]

Cropping square im-
age patches of anno-
tated hands

Spatial information
aware graph convolu-
tional network

Heatmaps
detection

81.72 on MPII+NZSL,
71.65 on CMU and
85.56 on LSMV

0.01-0.06
(N)

Wang
et al
[34]

Semantic segmentation
using CNN

Mask-pose cascaded
CNN

Heatmaps
detection

90.27 on OneHand10K
(Self-dataset) and 74.82
on MPII+NZSL

0.2

Wang
et al
[35]

Hand region localiza-
tion using CNN-based
bounding box regres-
sion

Simultaneously regress
the hand region of in-
terests and hand key-
points

Heatmaps
detection

0.94 on OneHand10K 0.2

Chen et
al [8]

Limb probabilistic
mask with splitting the
hand into fingers and
palm

Nonparametric struc-
ture regularization
machine

Direct re-
gression

88.46 on OneHand 10k
and 80.03 on CMU

0.1-0.3
and 0.04-
0.012
(N)

Table 1: Summary of related 2D hand pose estimation approaches and their obtained results. We show the meanPCK
metric for defined thresholds on a specific dataset. ↑: higher is better, a, b: begin and the end of the experimented interval
of thresholds γ and N refers to a normalized threshold.

3 Proposed method
Our proposed approach for 2D hand pose estimation uses
a skeleton-based approach to detect the hand and extract
the bounding boxes. The second part uses the predicted
skeleton as a constraint to guide the proposed multi-scale
heatmap regression approach to predict the 2D joint loca-
tions of the cropped hand.

3.1 Skeleton detection and hand bounding
box localization

We represent the detected hand location in an image by
a rectangular region with four corners. Faster-RCNN [8]
type of deep network models directly regress the four cor-
ner coordinates from the given hand image.

Alternatively, we can predict the 2D hand skeleton and
extract the bounding box in a post-processing step (Figure
1). Direct regression of the bounding box is useful for hand
cropping but cannot be further exploited for other tasks.
In contrast, estimating the hand skeleton includes useful
information that guides the 2D pose estimation. Also, the
segmentation task is less challenging than predicting the
bounding box.

Of course, one needs to have the training data with cor-
responding skeletons. We can obtain this type of data using
a 3D hand tracker and an RGB camera to provide the 2D
key-points (see Section 3.3). We create the ground truth
data for the skeleton by connecting the joints in each finger

and attaching the palm to the ends of each finger. Also, we
represent each joint location by the standardized Gaussian
blob.

We can treat hand skeleton data as a segmentation mask.
Thus, we use the well-known UNet architecture [23] since
it is one of the best encoder-decoder architectures for se-
mantic segmentation. It has two major properties. The first
one is the skip connections between the encoder and the
decoder layers that enable the network to learn the loca-
tion and the contextual information. The second property
is its symmetry, leading to better information transfer and
performances.

The model outputs single feature maps on which we ap-
ply a sigmoid activation function to bound the prediction
values between 0 (background) and 1 (hand). We localize
the bounding box using a post-processing step, in which we
identify the foreground pixels, and then we apply a region
growing algorithm. In our case, the horizontal and verti-
cal boundaries of the recovered regions are reported as the
location of the detected hand. Our model robustly differ-
entiates between the skin of the hand and that of the face.
Also, it can detect the hand even in cluttered images or dif-
ferent lightning conditions (see Section 4.2).

Concerning the loss function, we did two experiments.
In the first one, we only used the L1 loss function, which
can not robustly localize the skeleton and adversely affect-
ing the bounding box localization results. In contrast, us-
ing the combination of L1 loss (Equation 1) and a SoftDice
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Figure 1: The proposed method for hand bounding box detection. Unlike many deep learning approaches that use Faster
R-CNN [8] model to directly estimate the bounding box (top), we predict the skeleton image and infer the bounding box
in a post-processing step (bottom).

(Equation 2) loss with their empirical weights can robustly
localize the hand (Equation 3).

L1(x, x̂) = ‖ x− x̂‖11 (1)

SoftDice(x, x̂) = 1− 2x̂Tx

‖x̂‖22 + ‖x‖22
(2)

Total(x, x̂) = λ1L1(x, x̂) + λ2SoftDice(x, x̂) (3)

Where: x, x̂, λ1 and λ2 represent the ground truth skele-
ton, the predicted skeleton and the two hyperparameters
of the loss function (set to 0.4 and 0.6, respectively). We
trained the model for 20 epochs using a batch size of 8.

3.2 Multi-scale heatmaps regression for 2D
hand pose estimation

Most of the existing hand pose estimation methods pre-
dict the heatmaps at a single-scale. However, the hand in
the original image can have several sizes (close/far hands).
Hence, when we use a single scale image, the cropped hand
image size cannot be suitable for all the dataset samples.

To address this limitation, we propose a multi-scale
heatmaps regression architecture that performs the back-
propagation process for many resolutions providing better
joint learning for both large and small hands. Moreover,
the cropped hand image would include some parts of the
background. To overcome this problem, we employ the
predicted hand skeleton to act as an attention mechanism
for the network to focus on hand pixels. This makes the 2D
pose regression task less challenging to optimize.

Figure 2 shows our skeleton-aware multi-scale heatmaps
network approach for 2D hand pose estimation. We feed
the concatenation of the cropped hand image and the pre-
dicted skeleton to the first convolution layer. The latter is
followed by two downsampling ResNet blocks, two upsam-
pling ResNet blocks, and a final transposed convolution

layer that recovers the input resolution. After each down-
sampling (similarly upsampling), we apply a 1 × 1 convo-
lution layer followed by a sigmoid activation function to
output 21 or 20 feature maps representing the heatmaps in
GTHD or LSMV datasets, respectively. The heatmaps res-
olution is divided/multiplied by two after each downsam-
pling/upsampling.

In test time, we calculate a weighted average of the pre-
dicted five heatmaps to find the coordinate of the 2D key-
points. We formulate the loss function in (Equation 4) as:

L(x, x̂) =

k∑
i=1

δi‖ xi − x̂i‖22 (4)

Where: k is the number of scales including the full res-
olution output, and δi is the weight given for each scale. In
our experiments we choose k = 5 and δi is set be 1, 1/2
and 1/4 for scales 128, 64 and 32 respectively.

3.3 Datasets

Deep learning methods require a large number of labeled
data for training. There is a lack of datasets that has RGB
hand images with their 2D annotations that we can use to
train our proposed approaches. For example, [38] has RGB
images with their 2D annotations, but they are both small
scale and do not describe the hand by joint annotations.

Our method has been implemented and tested on two
different datasets. The first one is LSMV [18], which is
one of the large-scale datasets that provide the hand bound-
ing boxes, the 2D key-points as well as the 3D pose. We
split the data into 60000, 15000, and 12760 samples for the
training set, validation set, and test set, respectively. While
LSMV [18] can be used to train and validate the 2D hand
pose estimators, it can not be used for hand detection since
it does not have images without hands.

To overcome this limitation, and train both the hand de-
tector and the hand pose estimator, we have built our own
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Figure 2: The overall architecture of the proposed 2D hand pose estimation approach uses the hand skeleton as a constraint
and estimates the joint heatmaps from multiple scales.

dataset (GTHD) using an RGB camera and a Leap Mo-
tion sensor [39]. It is composed of two subsets; The first
one has 60 thousand RGB images with their correspond-
ing hand bounding boxes, 2D keypoints, and 3D pose. The
second set has 15 thousand RGB images that present either
the background or people who do not show their hands.
The new dataset has a large variation in hand poses, back-
grounds, skin color and texture

The RGB camera provides an image with a resolution of
640 × 480 pixels. The leap motion controller is a combi-
nation of hardware and software that senses the fingers of
the hand to provide the 3D joint locations. Hence, a pro-
jection process from 3D space to the 2D image plane is
necessary. We achieve this goal in two steps. In the first
one, we use OpenCV to estimate specific intrinsic parame-
ters of the camera. In the second step, we estimate the ex-
trinsic parameters between the leap motion controller and
the camera. To get the correct pose with its corresponding
image, we synchronize the two sensors in time.

Finally, to find the rotation and translation matrices, we

manually mark one key-point in a set of hand images and
solve the PnP problem by computing the 3D-2D correspon-
dences [40]. Figure 3 illustrates the results of the calibra-
tion process. We randomly split the GTHD dataset into
a training set (75%), a validation set (10%) and a test set
(15%).

3.4 Evaluation metrics

We report the performance of the hand skeleton detection
module using famous classification metrics, such as Accu-
racy, Precision, Recall and F1. Furthermore, we calcu-
late the Area Under ROC Curve (AUC) for GTHD datasets
since it measures how well the two classes (Hand and No-
Hand) are separable. It calculates the trade-off between the
true positive rate and the false positive rate. Also, we re-
port the Intersection over Union (IOU) metric to quantify
our model performance in the hand bounding box detection
task. It evaluates the predicted bounding boxes by compar-
ing them against the ground truth.
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Figure 3: Examples of our hand dataset images having the bounding boxes and 21 joints annotations taken from four
subjects and covering many pose and backgrounds.

To quantitatively evaluate the performance of the pro-
posed 2D hand pose regression methods, we use the Prob-
ability of Correct Keypoint (PCK) metric [37] as it is used
frequently in human and hand pose estimation tasks.We use
a normalized threshold by dividing all the joints values by
the size of the hand bounding box. Also, for additional
quantification of the performance of the proposed method,
we report the mean joint pixel error (MJPE) over the input
hand image with 128× 128 resolution.

4 Experiments

4.1 Implementation details

We train the models for 30 epochs using a batch size of 8
and Adam as an optimizer. We initialize the learning rate to
0.01, and we decrease it after every eight epochs by 10%.
We conduct all experiments on NVIDIA GTX 1080 GPU
using PyTorch v1.6.0.

Before giving the RGB image as input to the model, we
resize and normalize the datasets by subtracting the mean
from all the images. The number of heatmaps is the number
of joints where we represent each one with a Gaussian blob
in a map of the same size of the image. The coordinate of
the joint is the location of the highest value in the heatmap.
We find them by applying the argmax function.

To validate our hand detection approach, we use differ-
ent degrees of skeleton thickness (1, 3 and 6). In the first
case, the skeleton is simply composed of lines. In other
cases, it has thicker connections and regions around the
joints. Furthermore, we select a threshold that represents
the the number of foreground pixels to be the criterion to
separate the two classes (Hand and NoHand).

Dataset Faster-RCNN [8] Ours
GTHD 0912 0.923
LSMV 0.895 0.917

Table 2: Bounding box evaluation on LSMV and our
GTHD dataset with IOU.

4.2 Hand detection and bounding-box
estimation results

Our approach for hand bounding box localization can ro-
bustly estimate the hand skeleton and localize the hand
bounding box for the two datasets. It does not produce
any false positives for background images or images with
people who do not show their hands (see Figure 4 and Fig-
ure 5).

The correct threshold for selecting Hand from NoHand
depends on the data. A robust threshold should elimi-
nate the noise and be in an interval that does not miss
samples from the dataset distribution. In other words, the
selected threshold should decrease both the false-negative
rate (adding samples from the NoHand class) and false pos-
itive rate (missing samples from the Hand class) to achieve
high performance and robustly detect the hand. Figure 7.
shows that selecting a threshold from the interval [200, 400]
is the best choice for our dataset. Also, the thickest skele-
ton representation seems to be more robust to the noise. It
outperforms the other representations and achieves a higher
performance (AUC = 0.99). Finally, our approach records
high scores of Accuracy = 0.99, Precision = 0.97,
Recall = 0.99 and F1 = 0.98.

We do not report the AUC for the LSMV dataset be-
cause it does not have images without hands. Neverthe-
less, we predict the skeleton representation to extract the
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Figure 4: The results of the skeleton estimation and the bounding box localization on the GTHD dataset using thick and
thin skeleton representations. The rows from top to down show: the input image, the ground truth skeleton, the predicted
skeleton, and the obtained bounding boxes.

Figure 5: The results of the skeleton estimation and the bounding box localization on the LSMV dataset [18] using thin
and thick skeleton representations. The rows from top to down show: the input image, the ground truth skeleton, the
predicted skeleton, and the obtained bounding boxes.
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Figure 6: Qualitative results for 2D hand pose estimation on GTHD and LSMV datasets. The columns from left to right
in each image show: the direct regression proposed in [18], our proposed skeleton aware multi-scale heatmaps regression
and the ground truth joints.

Figure 7: The impact of the threshold selection on the performances.
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Figure 8: Quantitative comparison of the proposed 2D hand pose estimation with the other methods [18, 41, 24] using
PCK metric. Left for GTHD and right for LSMV.

hand bounding boxes and perform our proposed 2D hand
pose estimation method (Figure 5). Also, we report IOU
in Table 2 showing that the proposed method outperforms
Faster-RCNN [8].

To show the influence of the hand detection step on the
bounding box localization performance, we record AUC
and IOU metrics for different thresholds on the GTHD
dataset. Figure 7 shows that the performance of the bound-
ing box localization is strongly related to skeleton detec-
tion. Also, the thickest skeleton representation seems to be
more robust to the noise. It outperforms the other represen-
tations and achieves a higher performance (0.99 in AUC
and 0.92 in IOU).

4.3 Pose estimation results

The proposed method can robustly estimate the 2D hand
pose even in the cases of complex poses and cluttered im-
ages. Figure 6 shows some randomly selected test images
on LSMV and GTHD datasets.

We compare the proposed pose estimation approach
against three-deep learning-based methods [18, 24, 25] on
the LSMV dataset. Our baseline is [18] that uses ResNet-
50 architecture [5] to directly regress the 2D joints from
RGB images. The other deep-based methods [24, 25] are
two of the existing state-of-the-art in 2D hand pose estima-
tion. The proposed skeleton-aware multi-scale heatmaps
regression method outperforms [18, 24, 25] since it learns
the joint location from many resolutions. It reports the
highest PCK across all the thresholds (Table 3).

To further demonstrate the effectiveness of the proposed
approach, we conduct additional experiments on the GTHD
dataset. In the first one, we perform two state-of-the-art
methods [18, 41]. The second experiment applies single-
scale heatmap regression using UNet architecture [23] on
128 × 128 resolution images. The third experiment per-
forms our multi-scale heatmaps regression without the
skeleton information. In the last experiment, we perform
our skeleton aware multi-stage heatmap regression archi-

tecture shown in Figure 2. We can see from Figure 8 that
our method achieves a high PCK score (0.98) with a small
threshold in LSMV and GTHD datasets. Furthermore, the
hand skeleton representation improves the proposed multi-
scale heatmaps regression method since it constrains the
2D pose estimation task (Table 4).

Estimating the 2D hand pose using the single-scale
heatmaps regression outperforms the direct regression
since the detected heatmaps help CNNs to learn better the
joint locations and converge faster (Figure 8). Finally, our
proposed method for 2D hand pose estimation provides
more improvement for our dataset since it has more com-
plex poses, face occlusion cases, and lighting condition
variations (Figure 8 and Table 4).

5 Conclusion

In this work, we propose a new learning-based method for
2D hand pose estimation. It performs multi-scale heatmaps
regression and uses the hand skeleton as additional infor-
mation to constrain the regression problem. It provides bet-
ter results compared with the direct regression and single-
scale heatmaps regression. Also, we present a new method
for hand bounding box localization that first estimates the
hand skeleton and then extracts the bounding box. This
approach provides accurate results since it learns more in-
formation from the skeleton. Furthermore, we introduce
a new RGB hand pose dataset that can use both for hand
detection and 2D pose estimation tasks.

For future work, we plan to exploit our 2D hand pose
estimation method to improve the 3D hand pose estimation
from an RGB image. Also, we plan to incorporate other
constraints that can restrict the hand pose estimation prob-
lem.
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Threshold of PCK 0.01 0.02 0.03 0.04 0.05 0.06 meanPCK
Gomez et al [18] 39.27 71.12 90.43 93.56 94.38 95.69 80.74
Kong et al [24] 41.38 85.67 93.96 96.61 97.77 98.42 85.63
Kong et al [25] 41.27 85.89 93.82 96.43 97.61 98.29 85.56

Ours 51.02 88.91 95.30 97.54 98.27 98.63 88.27

Table 3: Comparison with the state-of-the-art methods on the LSMV datasets with the PCK metric.

Methods GTHD LSMV
Gomez et al [18] 13.20 10.00

Lie et al. [41] 6.25 8.05
Single-scale [23] 7.33 5.87
Ours w/o skeleton 5.89 4.95

Ours 5.51 4.67

Table 4: Comparison with the state-of-the-art methods on
GTHD and LSMV datasets with Mean pixel errors.
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The healthcare system in the Indian subcontinent is plagued with numerous issues related to the access,
transfer, and storage of patient’s medical records. The lack of infrastructure to properly communicate and
track records between all key participants has allowed the distribution of counterfeit drugs, dependency
on unsafe methods of communication, and lack of trust between patients and providers. During the global
COVID-19 pandemic, the need for a robust communication and record tracking system has been further
emphasized. To facilitate efficient communication and mitigate the mentioned issues, a nationwide EHR
(electronic health record) system must be introduced to bring the healthcare system into digital space. To
further enhance security, efficiency, and cost, the innovation of Blockchain is introduced. Blockchain is
a decentralized data structure that allows secure transactions between untrusted parties without needing
a central authority. In this paper, a Hyperledger fabric-based Blockchain Electronic Healthcare Record
(EHR) system is proposed. The system is integrated with technologies such as NLP (Natural Language
Processing), and Machine Learning to provide users with practical features.

Povzetek: Predstavljen je elektronski zdravstveni zapis na osnovi bločnih in NLP tehnologij v kontekstu
Indije.

1 Introduction

The SARS-CoV-2 or commonly known as the Coronavirus
pandemic, has challenged healthcare systems worldwide
and has exposed vulnerabilities even among the best pre-
pared due to its uncertainty of transmission, the unavail-
ability of a patient’s proper medical history, and lack of
adequate contact tracing, to name a few examples. Track-
ing a threat such as this pandemic requires dynamic adap-
tation of resource deployment to manage rapidly evolving
care demands, ideally based on real-time data from a large
population sample. Healthcare issues plague all nations re-
gardless of development status due to environmental, eco-
nomic, or societal conditions; according to The Institute
of Medicine (IoM), over one hundred thousand people die
each year from preventable medical errors in the US [2].
While healthcare systems in developed nations are in no
way perfect as stated by IoM and proven by the pandemic,

developing or underdeveloped regions such as the Indian
sub-continent remain more vulnerable. Some common is-
sues that have arisen are due to the lack of communication
and tracking infrastructures, such as the influx of coun-
terfeit drugs in the market, dependability on handwritten
prescriptions, especially in remote areas lacking any com-
puter systems, and almost nonexistent integration between
healthcare and insurance systems. The inadequate infras-
tructure facilitates the lack of accountability for healthcare
providers and further damages relations with patients. Re-
solving the many health care issues faced in the Indian
subcontinent is a formidable challenge but can be signifi-
cantly improved with the implementation of an end-to-end
integrated Electronic Health Record (EHR). In comparison
to paper-based record keeping, a practice still utilized in
the Indian subcontinent, EHR has clear and distinct advan-
tages [7]. It is fair to say that EHR holds a lot of promise:
lower morbidity and mortality rates, better continuity of
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care, increased efficiencies, fewer adverse drug reactions,
and, most importantly, lower healthcare costs. Paper-based
records are more susceptible to human error due to funda-
mental factors such as legibility or loss of the physical item,
causing a delay in treatment and possible fatality, which
could have been prevented[18]. Also, the impact of EHR
will undoubtedly be felt during the coming months as the
global effort to distribute and administer the Coronavirus
vaccine intensifies.

An ideal healthcare system should be open, afford-
able, innovative, and secure. Care costs should not ham-
per patients from receiving required treatments or buy-
ing medicines, and healthcare should be affordable to
all regardless of wealth[19]. In the current scenario,
an ideal healthcare system might seem far-fetched, but
there is always room for improvement using the latest
innovations[13]. As our digital infrastructure evolves, the
need for robust privacy is increasing. Because of the sensi-
tivity of an individual’s healthcare information, a breach
in the system could jeopardize the identity of a patient
and the reputation of providers. According to [10], the
patient’s data contains information that is highly prized
by cybercriminals. Few noticeable hacks of medical in-
formation such as AMCA Data Security Incident (ap-
prox. 25M records) and Anthem data breaches (approx.
80M records) caused enormous damage to the medical
system[20]. Blockchain technology could help secure and
protect sensitive patient information and is emerging as an
alternative to the conventional way to log transactions and
transfer data through a trusted intermediary to provide va-
lidity to the transaction [3].

So far, we have discussed various healthcare issues pre-
vailing in the Indian subcontinent, such as the lack of
complete end-to-end EHR interlinking between individu-
als, stand-alone hospital recording systems, extensive use
of handwritten prescriptions, unsafe hospital databases vul-
nerable to data manipulation by hospital authorities with-
out patient permission and lack of accommodation for
caregivers. We also understood how a Blockchain-based
EHR system can be a perfect solution to these problems.
This article proposes a patient-centered blockchain-based
EHR system that identifies patients using their national ID,
grants individual control over their health records, protects
against unauthorized data manipulation, and allows scal-
ability. Cloud integration stores large CT scans and X-
ray reports. An EHR patient-centered system must accu-
rately identify individuals using unique identifiers. There
is no end-to-end EHR system with national ID cards like
Aadhar or PAN (Permanent Account Number). Integrating
unique identifiers like national IDs is essential to success-
fully identify patients. The proposed scalable system will
enable existing EHR and healthcare databases to be inte-
grated along with other useful features, including a mobile
app-based interface to convert paper prescriptions to text
using Natural Language Processing (NLP) algorithms to
bring old paper-based medical records into the new system.

The paper is organized as follows: Section 2 briefly de-

scribes some related work and their major contributions as
well as research gaps. The proposed system architecture
is presented in Section 3, followed by the proposed algo-
rithms. Section 4 discusses the implementation strategy as
well as the analysis of the results. Finally, Section 5 pro-
vides the conclusion and suggestions for future research.

2 Related work

With the advent of different Blockchain platforms like Hy-
perledger Fabric, Ethereum, and Azure Blockchain Work-
bench, many patients centric, permission-based Blockchain
EHR schemes have been proposed in the literature. [17]
proposed a Permission-based EHR sharing system intend-
ing to enhance security and privacy. They also proposed a
design access control policy algorithm with a smart con-
tract and formulated a performance optimization mech-
anism of the system. However, this work ignores the
reusability of existing healthcare records sitting in individ-
ual hospital databases. [8] proposed a Blockchain-based
permissioned EHR system with the capability of data in-
tegration of local standalone EHR systems that house in
different hospitals or clinics. The framework proposed to
store metadata and access only in Blockchain whereas ac-
tual health records in the cloud. This is a novel concept,
but actual patient-sensitive EHR data resides in the cloud
and does not enjoy the immutability that Blockchain of-
fers. [15] tried to enhance the framework proposed in
[17]; and added few new modules like a chemist, insur-
ance, and doctor’s appointment. Even though the authors
formulated a comprehensive approach,the work ignores the
scalability of data and interoperability of existing EHR and
healthcare databases. [6] proposed a similar Blockchain-
based searchable encryption scheme for EHR that not only
brings convenience to patients, healthcare providers but
also to researchers. In the proposed system only, indexes
are added to the Blockchain, whereas actual patient in-
formation is stored in an encrypted format in the cloud.
There are different ways of encrypting data in the cloud
and achieving privacy preservations. [9] defined a novel
way of splitting EHR records into sub-messages and fi-
nally construct shares of EHR to store in different com-
puter nodes locally and upload the indexes in healthcare
Blockchain. [3, 11] evaluated the performance for common
public and private/consortium Blockchain-based health-
care systems using metrics such as memory consumption,
disk write and read performance, network data utilization,
transaction execution per unit time, and CPU usage with
consortium-based systems yielding the best performance
results. [4] proposed a framework called Blockchain-Based
Deep-Learning as a-Service. The framework shares EHR
records among multiple healthcare users and operates in
two phases to prevent collusion attacks through authenti-
cation and predicts possible future conditions for patients
through deep learning. [5] proposed a Blockchain-based
architecture that allows access to the database based on user
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roles and enhances the traditional encryption system em-
ploying the Quantum blind signature to protect the system
from quantum attacks using hyperledger fabric.

On the other hand, [14] proposed a system that uses AES
cryptography to perform the cryptic operation and block
chaining it through the hash keys. In addition to that, their
proposed healthcare ecosystem includes a prediction model
to diagnose the disease of the patient with the deep learn-
ing algorithm. In addition to the related works mentioned
above, we also performed literature surveys on the ANN-
based text extraction model, which could contribute to our
work. [1] have implemented the Artificial Neural Network
(ANN) approach for text extraction from 64 different types
of prescriptions with 98% accuracy. [12] have proposed
a CNN common approach for extracting numeric text us-
ing handwritten numbers commonly found in India, includ-
ing Odiya, Telugu, Devnagari, Bangla, and English. The
Bangla characters were 95% accurate, Devanagari charac-
ters were 98.54% accurate, Odia characters were 97.2% ac-
curate, Telugu characters were 96.5% accurate, and English
characters were 99.10% accurate.

3 Proposed model
The proposed system prototype is based on Hyperledger
Fabric, an open-source distributed ledger technology built
to meet enterprise requirements. It is a widely used private
Blockchain option. Being a permissioned platform with
improved configurability and modularity using pluggable
consensus protocols, it is ideal for a range of industries
requiring a level of trust between known participants in a
governance model. For a transaction to occur, the user must
be admitted with the organization’s certificate authority,
received the means for network authentication, the chain
code must be deployed to the channel and installed on the
peers, and both parties must have agreed to the endorse-
ment policy. A transaction proposal using an SDK is con-
structed along with a signature to call a chain code function
with parameters to update the ledger. After approvals from
peers are received, the chain code is executed against the
current database, and the response, read set, and write set
are received; these values and the signature are sent back
to the SDK to be parsed and consumed by the application.
Once the application has validated the responses, the pro-
posal and response are bounded in a transaction message
for the ordering service; the ordering service creates blocks
of transactions per channel. The transactions are sent to
all peers in the channel, the peers complete a final valida-
tion, the ledger is updated, and the peer reports to the client
about transaction validation or invalidation.

3.1 System architecture
In the proposed patient-centric, Blockchain-based health-
care system, there are seven key participants, the patients
or the public, doctors or caregivers, pharmacies, labs, in-
surance company staffs, government institutions, and the

admin user. Assistance from the government is neces-
sary to implement a functional Blockchain-based EHR sys-
tem. The government provides credibility to insurance
companies, labs, pharmacies, doctors, and even patients
through national identification numbers. The proposed sys-
tem provides patients substantial control over their medical
records, including the right to read, write, authorize, and
revoke records in the Hyperledger Fabric Blockchain net-
work. Doctors work closely with patients to diagnose con-
ditions, plan treatments, and prescribe medication. Phar-
macies work in parallel with doctors to distribute medica-
tions to patients. Due to the many factors related to an ac-
curate diagnosis, labs are specialized in detecting distinct
conditions with the help of specific tools and trained pro-
fessionals. Insurance companies help share risk between a
large population, making the cost of healthcare affordable
for the public, especially during unexpected events such as
accidents. Doctors, pharmacies, labs, and insurance com-
panies can read and update the patient’s medical record in
the Hyperledger Fabric Blockchain network if access has
been provided. The admin is critical for system mainte-
nance, and they have unrestricted access to the system, in-
cluding the right to read, write, update, remove and grant
access to participants in the Hyperledger Fabric Blockchain
network. The admin’s enrollment certificate is obtained
from the certification authority. Implementing a national
health portal or EHR system is not possible without the
government’s involvement in India due to the sizable pop-
ulation of 1.4 billion. In the proposed system, the govern-
ment institution acts as a founder organization or a trusted
anchor that can provide credibility to hospitals, pharma-
cies, insurance companies, labs, and other institutions and
provide them with trusted roles to play. The participants
with trusted roles can create and issue credential schema
and definition to the public or patients

The participants could register through a client applica-
tion or SDK and request an enrollment certificate from a
Membership Service Provider (MSP) to the certificate au-
thority. An MSP allows peers to validate incoming trans-
actions and sign off endorsements. After receiving the en-
rollment request, the certificate authority issues the certifi-
cate and private key with a new ID to enroll the participant.
The Hyperledger Fabric Blockchain network distributes
all transactions. Participants such as doctors, pharmacies,
labs, insurance companies, etc., have different roles in the
system and are only granted access when authorized. In
the proposed system, an individual’s identity could be ver-
ified against a national identification number such as Aad-
har and be structured to contain identity information like
names, date of birth, gender, and other identifying infor-
mation which could be fetched from the Aadhar database.
Patients can use the client application to update details like
blood group, allergies, medications, insurance details, etc.
Once the transaction is submitted, it will be broadcasted
to the network. Endorsing peers will verify the transac-
tion and authenticate using their certification and private
key. The transaction will next go to the Orderer through
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the SDK client. The Orderer creates a block and sorts the
blocks based on different ordering algorithms (viz crash
fault-tolerant) and broadcasts to the network peers. All
the committing peers validate the blocks once again and
check if it is from the correct Orderer and validate con-
flicts before committing. MS is the body that manages the
network identities of organizations and users; however, it
does not have access to medical records on the Blockchain
network. The MS verifies participants based on TIN/PAN
before enrolling them within the network. CouchDB, a
NoSQL database that stores data in JSON-based format,
is a popular database option used alongside Hyperledger
Fabric. A network is comprised of peer groups that hold
ledgers and smart contracts used to encapsulate shared net-
work processes and information. In Hyperledger Fabric,
transactions produced by smart contracts are contained in
a chain code. The key components and processes of the
proposed system are highlighted in the below architecture
Figure 1. The algorithm 1 explains enrollment of patients
whereas algorithm 2 refers to hospital, pharmacy, etc. addi-
tion to the network. Table 1 details the abbreviations used
in both the algorithms.

3.2 Data pulling and sharing

In a permissioned blockchain system, the patients have the
authority to decide who can read or update their records;
however, the admin reserves the right to grant access to
an institution in case of an emergency. Individual hos-
pitals will integrate their EHR system with a Blockchain
node and a web API that has full access to their local
EHR to convert any existing SQL records to No SQL for-
mat for storage within Blockchain. A hybrid data manage-
ment approach is utilized to facilitate EHR data scalability
where all key patient information, including demograph-
ics, allergies, medications, and access controls, are stored
in Blockchain, and sensitive medical files such as x-ray and
scanning reports are stored in private cloud storage using
encryption in Figure2.

In the proposed system, a patient can provide access to
institutions and participants, including hospitals, doctors,
insurance companies, and pharmacies, through the user in-
terface using the web or mobile app. The patient will need
to identify the participant requiring access, the category of
data to be shared, and the period until the data is accessi-
ble. If a patient has visited a particular institution in the past
and there are medical records contained in the local EHR
system not found on the Blockchain network, they can ini-
tiate a pull request using web apps. Once the pull request
is approved by the institution’s admin user, the web apps
will connect to the local EHR system to fetch relevant data,
insert patient information into the Blockchain network and
upload large files to the private cloud in an encrypted for-
mat.

3.3 Patient data management at hospital

During a routine or emergency hospital visit, the patient
provides the hospital access to their medical records on
the Blockchain network to check and amend their records
based on the latest assessment. The Hospital must have
a valid node on the Blockchain network and request keys
from the network admin to permit the login. The patient
will select the category of data to be shared and how long
the Hospital will have access to the records. Once the Hos-
pital has been provided access, they can read and update the
records for an individual using their Aadhar identification
card described in Figure3.

3.4 Patient data management at pharmacy,
patho lab and insurance firm

During a pharmacy visit to fulfill a prescription, the pa-
tient provides the pharmacy access to their medical records
on the Blockchain network, assuming the pharmacy has a
valid node on the network and has requested keys from the
network admin to enable login. The patient can provide
itemized permissions where the pharmacy will only have
access to select prescriptions through private datasets and
control how long the pharmacy has access to the records.
Once the pharmacy has been provided access, they can read
and update the records for an individual using their Aadhar
identification card.

During a lab visit at a specialized facility to assess spe-
cific conditions, the patient provides the lab access to their
medical records on the Blockchain network. The lab re-
quires a valid node on the network and must have requested
keys from the network admin to allow login. The patient
controls what data is to be shared and how long the lab
will have access. Once the lab has been provided access,
they can read and update the records for an individual us-
ing their Aadhar identification card. Large lab files such
as x-ray reports can be encrypted and uploaded to private
cloud storage. Similarly, Insurance firms need to update a
patient’s insurance and policy information for policy pro-
curement or medical expense claims. The patient provides
the insurance firm access to their medical records on the
Blockchain network if the institution has a valid node on
the network and has requested keys from the network ad-
min to authorize a login. The patient will select the type
of data to be shared and how long the insurance firm will
have access to the record. Once access has been provided,
they can read and update the records for an individual using
their Aadhar identification card.

3.5 Patient uploads old handwritten/
printed prescriptions and bills

A core proposal of this paper is to convert paper prescrip-
tions to text using Natural Language Processing (NLP) al-
gorithms to bring old paper-based medical records into the
new system through a mobile app-based interface. In the
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Figure 1: Proposed architectural Framework for Blockchain-based Healthcare System. It depicts key participants, com-
ponents and transaction processes involved.

Figure 2: Secured Hospital data management and data
pulling process from local EHR.

below module in Figure 4, the system flow for NLP-based
data extraction is presented, highlighting the key compo-
nents.

3.5.1 Handwritten prescription data extraction

Convolutional Neural Network (CNN) CNN is a Neu-
ral Network (NN) that performs convolutional operations
instead of simple matrix multiplication operations; it is one
of the layers. The structure of CNN consists of a Convolu-
tion layer, pooling layer, and fully connected layer. Feature
extraction operations are done in the convolution layer, and
the output of it is passed to the activation function. The size
of output reduces by pooling layers and gives robust learn-

ing results for input data. By performing the convolution
layer and pooling layer multiple times, global features can
be obtained. In the end, extracted features are passed to the
fully connected layer for regression and classification.

Residual Network (ResNet) According to the image
processing research, the number of layers or depth of a
network is crucial for the performance of a model, but the
greater number of layers is responsible for the degradation.
Much research shows those types of degradation are not
caused by overfitting but due to the matter of optimization.
The ResNet can solve the degradation problem by intro-
ducing a residual framework.

Long Short-Term Memory (LSTM) RNN is also a
Neural Network that is specially designed for the process-
ing of sequential data. In time-series data, the output t - 1-
time step affects the decision of future time step t. So, RNN
is not able to solve long sequence data. i.e., is called a van-
ishing or exploding problem. LSTM was designed to re-
solve this issue of vanishing or exploding problems. LSTM
has an internal memory cell called a cell state. This gets the
previous output and determines which element should be
updated, erased, and maintained in the internal state vector.
These processes are handled by four gates, forget gate ft,
output gate ot, input gate gt. which are shown in Figure 5.

The proposed model consists of Resnet-50 and three
LSTM layers. To do no-linearity, Rectified Linear Unit
(RELU) activation function is used in every convolutional
layer. The images are divided into 28 sub-windows, so the
image height is equal to the height of text-line images. The
vector map will be produced by the last layer of convolu-
tion. The output of the last convolution fed into the first
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Figure 3: High-level access flow diagram: The patient can add own records to the Blockchain or grants access to other
participants like Hospital, Laboratory, Pharmacy or Insurance company to add/update records.

Figure 4: NLP based data extraction flow showing the com-
ponents.

LSTM layer. By doing LSTM operations, the weights are
optimized. Initially, 0.001 is used as the rate of learning.

3.5.2 Printed prescription data extraction

For extracting printed prescription data, we have used the
Google tesseract model,[16] a pre-trained character made
by Google. For the extraction process, we have done some
preprocesses. For a more efficient model, first, we convert
the image into grayscale. After the greyscale operation, the
Otsu thresholding is next, where pixels are converted into
zeros and ones. During thresholding, some of the pixels

Algorithm 1: Patient Enrollment.
Input: Enrollment Certificate (EC) from

Certification Authority (CA)
Output: Successful registration of patient
Initialization: NAdmin should be valid node.
NAdmin can Write/Read/Remove/Update patients;

while (true) do
if PAId is valid and FetchAadharRecord(PAId)

not null then
PRec ← FetchAadharRecord(PAId)
Add Patient (BNT , PAId)
Grant Access(PAId)
Create Record (PAId, PRec, BNT )

else
Invalid(PAId)

end
bool chk← (0 : malicious, 1 : genuine)
if !(behaviour(chk)) then

Remove Update (PAId)
else

Add Update (PAId)
end

end

may be lost. To restore those pixels, Erosion and Dilation
operations are performed where Erosion expands some pix-
els, and Dilation shrinks some pixels as shown in Figure 6a,
Figure 6b and Figure 7.

After these images complete preprocessing, the image
will be sent to Google-Tesseract. The tesseract will extract
all text from the image and send it to the network.
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Figure 5: Resnet-LSTM approch for Text Extractions.

(a) Erosion Operation.

(b) Dilation Operation.

Figure 6: Pixel restoration using Erosion and Dilation op-
erations.

4 Implementation and result
analysis

4.1 Blockchain network setup

To realize the proposed architecture, hyperledger fabric
and Sandbox are utilized. Hyperledger is authentication
and distributed ledger-based platform. It is an open-source
technology used to implement different smart contracts
with constraints and logic over the network for applica-
tions. The smart contracts are implemented over the net-
work using the sandbox module. In Sandbox, the partic-
ipants are known, and the Blockchain is in the permis-
sioned consortium mode, making it a secure and trusted
Blockchain. The proposed architecture is not limited to

Figure 7: Some pixels as missed, and after the Erosion and
Dilation operation.

the healthcare domain. Programming languages such as
Node.js, Java, Go, etc., are used for contract and busi-
ness network development. Docker is used for setting
up and initialization when working with hyperledger fab-
ric and composer. Docker is an operating system-level
container used by developers, system administrators, etc.,
for creating, deploying, and running business networks or
hyperledger-based applications in a container, enabling the
dependencies and functionalities to be packaged together.
The hyperledger fabric and composer network can run in-
side a container using Docker.

In our simulation phase, we used a network model of
3 organizations with 2 peers each and one Orderer. The
experiment is carried out with basic writing transactions at
various rates, with 1000 transactions per round at 50, 100,
150, 200, and 250 transactions per second. The experiment
is done for 1 Org 1 Peer, 2 Org 2 Peer, and 3 Org 3 Peer
with different performances of transactions. The results are
calculated over five rounds, with each round consisting of
1000 transactions at various transaction rates per second
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Algorithm 2: Hospital, Pharmacy, Patho Lab and
Insurance firm Enrollment.

Input: Enrollment Certificate ( EC ) from
Certification Authority ( CA )

Output: Access to all nodes HN , PN , LN , IN
Initialization: NAdmin should be valid node.
NAdmin can Read/Write/Update/Remove
participants HN , PN , LN , IN ;

while (true) do
if HN is valid and HTIN is valid then

Add Node (BNT ,HN )
Grant Access(HN )

else
Invalid(HN )

end
if PN is valid and PTIN is valid then

Add Node (BNT ,PN )
Grant Access(PN )

else
Invalid(HN )

end
if LN is valid and LTIN is valid then

Add Node (BNT ,LN )
Grant Access(LN )

else
Invalid(LN )

end
if IN is valid and ITIN is valid then

Add Node (BNT ,IN )
Grant Access(IN )

else
Invalid(IN )

end
end
bool chk← (0 : malicious, 1 : genuine)
if !(behaviour(chk)) then

Remove Update (HN , PN , LN , IN )
else

Add Update (HN , PN , LN , IN )
end

(tps).
The graphs in figure 8a and 8b highlight the average la-

tency and throughput for varying transaction rates along
with the number of transactions completed per minute per
three network models. The network model using 1 Org
and 1 Peer had the lowest average latency and the highest
throughput per transaction rate while completing the high-
est number of tasks per minute. In contrast, the network
model using 3 Org and 3 Peer had the highest average la-
tency and the lowest throughput per transaction rate while
completing the lowest number of tasks per minute. The
network model using 2 Org and 2 Peer fell in between the
above results. (i.e 3org3peer > 2org2peer > 1org1peer).
So, we can conclude from figure 8a, that latency increased
as the system scaled up with more organizations and more
peers. Throughput of 1 org 1 peer is measured to be high-
est of 190 whereas it keeps decreasing with the number of
organization and peer increases. For 2 org 2 peer, it was
found to be 182, and the same for 3 org 3 peer was 180 in
Figure 8b. Figure 8c shows successfully completed trans-
actions per minute. 1 org 1 peer completed 5000 transac-
tions in around 4 minutes whereas the 2 org 2 peers com-
pleted 4500 transactions and 3 org 3 peers completed 4000
transactions at the same time. As a result, transaction time
has been observed to increase in perfect sync with the orga-
nization’s and peers’ growth. Figure 8d on the other hand,
highlights the CPU consumption per network model. For
different rates of transactions, the network models resulted
in varying average CPU usage. We observed that among all
peers, peer1.org1.example.com touched the highest CPU
utilization at a transaction rate of 200 per sec. whereas
peer0.org1.example.com recorded the lowest CPU utiliza-
tion at a transaction rate of 100 per sec. Table 2, details
other resource consumption parameters. With these exper-
iment results, we move forward to our next set of experi-
ments related to data extraction from prescriptions.

4.2 Handwritten prescription data
extraction- training and validation

In regions dominated by paper prescription usage, provid-
ing the ability to transfer vast amounts of existing data into
the digital space is essential. Allowing users to upload pre-
scriptions simplifies the transition to an electronic system
and populates the system with useful patient data given in
Figure 9a, 9b and 10. The following experiments are re-
lated to training and validation for data extraction from
handwritten prescriptions. The first step of training re-
quires the number of inputs, hidden layers, and output lay-
ers. Twenty handwritten prescriptions of different classes
are taken, including numeric characters, alphabetical char-
acters, spaces, and punctuation. To improve image accu-
racy or legibility, the prescription image may be taken by
section by users, causing the model to be confused and less
accurate. To overcome this issue, images are converted
into small segments. For analysis of images 64x64 pix-
els in size, 16 feature vectors are extracted from the feature



A Blockchain and NLP Based Electronic Health Record System. . . Informatica 45 (2021) 605–616 613

Abbreviation Explanation

PRec Patient’s Record
BNT Blockchain Network
NAdmin Admin Node

PN , HN , LN , IN Pharmacy, Hospital, Patho lab, Insurance firm nodes respectively
PTIN , HTIN , LTIN , ITIN Pharmacy, Hospital, Patho lab, Insurance firm tax Id’s respectively

Table 1: Abbreviation used in the algorithm and its explanations.

(a) Average Latency with Varying Transaction Rate. (b) Throughput with Varying Transaction Rate.

(c) No. of Completed Transactions with Time.
(d) Resource consumption.

Figure 8: Measurement of different performance parameters.The results are calculated over five rounds, with each round
consisting of 1000 transactions at various transaction rates per second (tps).

Type Name CPU(avg) Memory(avg) Traffic-In Traffic-out disc Write

Docker peer0.org1.example.com 36.6 284.5MB 10.4MB 4.5MB 4.2MB
Docker peer0.org2.example.com 28.4 280.0MB 10.5MB 5.6MB 4.2MB
Docker peer0.org3.example.com 25.1 275.5MB 9.8MB 9.8MB 4.2MB
Docker Orderer.example.com 2.34 50.0MB 2.5MB 1.2MB 1.2MB

Table 2: Resource consumption of various parameters.

map. The feature vectors are produced by the convolution layer and are extracted from each sliding. The model is
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trained by 11,000 samples, with the epoch starting from 0
to 10000. The learning rate is 0.0005 when the size of the
batch is 10. For this experiment, 2000 images are validated.

(a) Sample handwritten Prescription.

(b) Sample output.

Figure 9: Handwritten prescription and sample output.

CNN-LSTM ResNet-LSTM

Train 89.1 90.3
Test 81.6 88.3

Table 3: Model Accuracy for Handwritten Data extraction
approach.

According to the above results, the training accuracy was
improved after the 30th epoch. Finally, an 88.3% accuracy
result was accomplished using Test Dataset given in table
3. The generate model will take an input and generate a text
output which is pre-processed by string operations. After
the string operations are completed, the produced output
will be sent to the network.

Figure 10: Training graph sample of Resnet-LSTM with
output.

4.3 Printed prescription data extraction-
training and validation

The Tesseract-OCR is a pre-trained model created by
Google.

For improved image processing dilation, erosion meth-
ods are applied to Otsu’s thresholding. This approach
also provides better accuracy as mentioned by the Google
tesseract research. [16]. In our case, the test data is result-
ing in 99% accuracy. The illustration of the image is shown
in 11.

(a) Printed Prescription.

(b) Sample output.

Figure 11: Output of Tesseract OCR text extraction.

5 Conclusion and future work
EHR systems will be of considerable importance to ad-
vance the digital medical space of developing regions such
as the Indian subcontinent. With the advancement of
Blockchain technology, its potential has been recognized to
significantly impact the future of EHR systems due to the
superiority of Blockchain-based systems over traditional
systems and paper-based record keeping. Blockchain-
based EHR systems improve security, efficiency, and cost,
making it an excellent option for the Indian subconti-
nent. In this paper, we have highlighted some common
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issues that have arisen due to the lack of communication
and tracking infrastructure, such as the influx of counter-
feit drugs, dependability on handwritten prescriptions, and
lack of integration between healthcare and insurance sys-
tems. We have discussed solutions to these issues using
Blockchain, NLP, Hyperledger Fabric and Docker Contain-
ers, etc. The proposed scalable system will allow inte-
gration of existing EHR and healthcare databases, national
identification, cloud technology to store large files with en-
cryption, and a mobile app-based interface to convert paper
prescriptions to text using OCR and deep learning tech-
niques, then to bring old paper-based medical records into
the new system. Our future research will include address-
ing implementation challenges at the grassroots level and
also collect more samples for training, to increase the ac-
curacy during converting the handwritten prescriptions into
text.
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The task of finding the best job candidates among a set of applicants is both time and resource-consuming, 

especially when there are lots of applications. In this concern, the development of a decision support 

system represents a promising solution to support recruiters and facilitate their job. In this paper, we 

present an intelligent decision support system named I-Recruiter, that ranks applicants according to the 

semantic similarity between their resumes and job descriptions; the ranking process is based on machine 

learning and natural language processing techniques. I-Recruiter is composed of three sequentially 

connected blocks namely 1) Training block: which is responsible for training the model from a set of 

resumes, 2) Matching block: that is responsible for matching the resumes to the corresponding job 

description, and 3) Extracting block: that is responsible for extracting the top n ranked candidates.  

Experimental results for accuracy and performance showed that I-recruiter is capable of doing the job 

with high confidence and excellent performance. 

Povzetek: Predlagan je inteligentni sistem za podporo odločanju (IDSS) za pregledovanje in razvrščanje 

življenjepisov prosilcev na podlagi strojnega učenja in obdelave naravnih jezikov.. 

 

1 Introduction
Organizations always seek to hire employees who 

perfectly suit the job. Improper selection decisions for a 

new employee often have costly impacts on the work. 

Hence, Persons who stand behind the selection decision 

face an arduous task of selecting the most appropriate 

person from several applicants. 

Recruitment is the process of searching, attracting, 

and hiring qualified applicants for employment in an 

organization [1]. Figure 1 presents an overview of the key 

steps of the recruitment process. 

A recruitment process starts with the advertising of an 

available job position. This is carried out using diverse 

advertising channels such as websites, newspapers, and 

others. Job seekers who are interested in that job will apply 

for the job by creating their profiles using a designated 

online form or uploading their resumes through the 

organization's website. Received applications are then 

screened to find out the suitable candidates to interview.  

Screeners firstly should understand the requirement 

for the job. After that, they look through each of the 

submitted applications and reject applicants who do not 

meet the requirements. Finally, they find the best applicant 

who matches the job by comparing resumes with the job 

profile. The top few candidates listed during the screening 

stage will go along advanced stages in the process of 

evaluation, like interviews, written tests, and group 

discussions. The feedback received from the evaluation 

processes is used to make the final hiring decision. The 

candidate who passes the interview stage will be offered 

the position [2]. 

Human resources (HR) staff need to spend a 

significant amount of time going through applications in 

order to identify the few candidates who are truly qualified 

for the position. Automated systems can scan resumes for 

job compatibility, reducing efficiently HR's time spent 

 

Figure 1: Overview of the recruitment process. 
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analyzing documents and performing the job with high 

accuracy as well  [3].  

A Decision Support System (DSS) is an interactive 

computer system that helps decision-makers to use data, 

models, and knowledge in solving structured, semi-

structured, or unstructured problems. Any DSS employs 

Artificial Intelligence (AI) techniques to generate decision 

alternatives called Intelligent Decision Support System 

(IDSS) [4].  AI is the development of machines that work 

and react as though they were intelligent [5]. The 

development of Decision Support Systems (DSS) is a 

promising solution for the candidate selection process for 

a job position in terms of time and effort. As organizations 

today receive a large number of resumes each time they 

advertise a job. The needed time and effort for screening 

is directly proportional to the number of applicants.  

This paper presents an IDSS called I-Recruiter for 

applicants resumes screening to find the best job match 

ones in the Information Technology sector (IT). I-

Recruiter ranks applicants according to the semantic 

similarity between the resume and job description. Then, 

it presents the top-ranked candidates' details to go ahead 

with the recruitment stages. System functions build on the 

basis of machine learning and natural language 

processing. 

The rest of the paper is organized as follows. In 

section 2, we will present the related works. The system 

overview is explained in section 3. I-Recruiter 

implementation and results are discussed in section 4. In 

the end, a conclusion and future work is provided in 

section 5. 

2 Related works  
This work is related to two disciplines of Artificial 

Intelligence (AI). First, Machine Learning (ML) which is 

the discipline of giving programs the ability to learn and 

adapt. Here data represent the experiences where ML 

models derived. These models help in capturing 

complicated hidden patterns of new data [6]. The second 

discipline in AI is Natural Language Processing (NLP) 

which is the discipline of processing spoken or written 

forms of free text used by humans with the use of 

computational methods [7] 

For the ML discipline, there are different approaches 

used approaches namely 1) supervised learning, 2) 

unsupervised learning, 3) reinforcement learning, and 4) 

deep learning [8]. In supervised learning, patterns are 

found from data with labeled features that define their 

meaning. It is used for weather forecasting. Unsupervised 

learning is more suitable for unlabeled data. As the data 

that comes from social media applications. Unlike 

previous approaches, reinforcement learning depends on 

trial and error and not on a set of data for training. This 

kind of learning can be used for training robots. The deep 

learning main concept relies on the base of incorporating 

neural networks in consecutive layers for learning. This 

approach is most suitable for the training of unlabeled and 

unstructured data in the cases of image recognition, 

speech, and computer vision [8]. 

NLP tasks include 1) Sentence Boundary Detection, 

2) Tokenization, 3) Part-Of-Speech Assignment To 

Individual Words (POS Tagging), 4) Morphological 

Decomposition Of Compound Words, 5) Shallow Parsing 

(Chunking), 6) Problem-Specific Segmentation, 

Spelling/Grammatical Error Identification And Recovery, 

7) Named Entity Recognition (NER), 8) Word Sense Dis-

ambiguation (WSD), 9) Negation And Uncertainty 

Identification, 10) Relationship Extraction, 11) Temporal 

Inferences/Relationship Extraction, And 12) Information 

Extraction (IE) [9]. 

Over the last few years, deep learning-based NLP 

attained outstanding results on various NLP tasks. This 

was achieved via the success of word embeddings and 

deep learning methods [10]. Word Embedding (WE) is a 

numerical representation of words, usually as vectors [11]. 

WE training can be done in a variety of ways, including 

Word2vec, FastText, and BERT [12]. Word2Vec is the 

most used form of WEs. The Word2Vec takes text corpus 

as input and produces word vectors as output. The 

generation of WE with Word2Vec can be based on two 

types of models 1) the Continuous Bag Of Words 

(CBOW) model and 2) the Skip-Gram model [13], [14]. 

In the CBOW model, a word is predicted based on 

surrounding words. While in the Skip-Gram model, 

surrounding words are predicted based on a given word 

[13]. The architecture of these models is shown in Figure 

2.  

The main usefulness of WEs is detecting the 

similarity between words [10]. Measuring similarity 

between vectors is possible, using term-based similarity 

measures such as Block Distance,  Cosine Similarity, 

Dice’s Coefficient, Euclidean Distance, Jaccard 

Similarity, Matching Coefficient, and Overlap Coefficient 

[15]. 

[16] proposed a resume ranking and recommendation 

system named Smart Applicant Ranker, which is designed 

for IT companies to guide them in their recruiting process. 

This system used Ontology to find and classify the implicit 

and explicit linkages between the candidate models and 

the job requirement model. Smart Applicant Ranker 

architecture is composed of 3 modules: 1) information 

extraction, 2) candidate search, and 3) candidate ranking 

algorithms. The information extraction module is 

responsible for reading the resume information, 

 

Figure 2: Word2Vec models architecture [13]. 
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constructing an ontology model for a resume, and finally 

saving the information in the database. Then, the 

candidate search module provides the resumes ranked by 

their relative score after calculating the similarity value 

between the selected resume models and the supplied job 

requirements. In the last module, the nominated 

candidates will be evaluated using two fundamental 

algorithms that will assign rank points based on their 1) 

educational credentials and 2) skills and work experience. 

In [17], the authors proposed a recommendation 

system that is based on the employer's inquiry to 

recommend relevant resumes. The system was mainly 

based on the Vector Space Model (VSM). Where two 

databases are used to store the terms to be retrieved from 

the documents (skill DB and candidate DB). The 

vocabulary is then constructed using the corpus's unique 

terms. The documents are then represented as vectors 

using the Term Frequency (TF) approach, and cosine 

similarity is used to calculate document similarity. Finally, 

the document that has the highest similarity value is 

recommended. 

[18] proposed a resume classifier application in the IT 

sector. The application classifies a candidate profile to the 

best match domain based on the information included in 

the resume and allocation of a project for the candidate in 

a particular domain. This application employs the 

ensemble learning based voting classifier, which consists 

of five individual classifiers Naïve Bayes, Multinomial 

Naïve Bayes, Linear SVC (Support Vector Classifier), 

Bernoulli Naïve Bayes, and Logistic Regression. The 

architecture is composed of 2 modules: 1) natural 

language processing pipeline and 2) classification module. 

The natural language processing pipeline is responsible 

for removing extraneous information from resumes and 

providing only the relevant data in the form of tokens. 

While the classification module analyzes the list of tokens 

to classify the resume into the appropriate domain. 

[19] proposed a resume matching system. The parser 

system is composed of 4 main phases: 1) text 

segmentation, 2) named entity recognition, 3) text 

normalization, and 4) Co-reference merging and conflict 

resolution. In the first phase, the extracted text is separated 

into segments of similar information based on attributes 

such as Name, Phone, and so on. Next, the texts are 

categorized into named entities. The text normalization 

process guarantees that specified entities are transmuted to 

make them consistent and reliable and that abbreviations 

are enlarged with the help of a reference library. In the last 

phase, Co-reference resolution, a sort of textual or 

syntactic-semantic connection in which two or more 

nominal groups name the same object, is applied to the 

parsed resume. The outputs of the parser system then 

passed through a weighting task and matching process 

based on the firefly algorithm. 

[20] proposed a system for resumes classification and 

matching to a specific job position. As an output of this 

system, the top ten candidates are selected from a set of 

applicants. This system first classifies resumes into 

different categories using Random Forest (RF), 

Multinomial Naive Bayes (NB), Logistic Regression 

(LR), and Linear Support Vector Classifier (Linear SVM) 

models. Then, applies the content-based recommendation 

using cosine similarity and k-Nearest Neighbors (k-NN) 

algorithm for ranking resumes. 
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[16] Ontology 83% 

The proposed solution 

works only with 

structured data.  

[17] 

NLP 

Vector 

space 

model 

Not 

mentioned 

The model only 

considers the skills 

characteristic and 

neglects other factors 

such as education and 

work experience, 

besides, accuracy was 

not reported so we 

can not decide 

whether it is usable or 

not. 

[18] 

NLP 

Ensemble 

learning 

91% 

The model merely 

matches a candidate's 

profile to an 

appropriate domain, 

not to a specific 

employment position. 

[19] 

 

NLP 

Firefly 

algorithm 

94% 
"only for a 

part of the 
whole system 

(parser)" 

The model 

concentrates only on 

the job seeker's 

educational 

qualifications and 

skills. 

[20] 
NLP 

ML 
79% 

The main issue faced 

with this system is 

that some important 

data is lost because of 

text summarization, 

also it does not 

support some real-

world resumes format 

such as PDF. 

[21] 

NLP 

Vector 

space 

model 

Not 

mentioned 

We can't say whether 

it's usable or not 

because the accuracy 

hasn't been reported. 

[22] Ontology 
Not 

mentioned 

The proposed system 

focused only on the 

CyberSecurity field. 

Also, other factors 

such as experience, 

education, and so on 

are not taken into 

account. As well 

accuracy hasn't been 

reported.  

Table 1: Comparison of similar solutions. 
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[21] proposed an automated resumes screening 

system, which works in two phases. First, NLP is used to 

extract all relevant candidate information such as skills, 

work experience, education, certifications, and so on from 

the unstructured text in resumes. Then, resumes were 

ranked according to how well their content matched the 

job description using the Vector Space Model, where the 

documents are represented as vectors, and then similarity 

measurements such as cosine similarity are used to 

determine which group of resumes is the best fit for the 

job. Finally, a ranked list of applicants is generated. 

In [22], an ontology-based recommender system was 

presented for analyzing and assessing information while 

taking into consideration the changing demands of the 

firm and the talents of the job applicant. It is composed of 

two main parts including ontologies construction and 

matching process. Where the construction of ontologies is 

done through three phases 1) Job requirements are 

represented as ontologies, 2) the system collects all of the 

information from job seekers' profiles and creates 

ontology models for them, and 3) two different ontologies 

for skills, IT skills, and Cybersecurity skills, are created. 

The matching process then uses a matching engine to 

compute matching scores using pre-generated ontologies 

and a set of matching rules, taking as input a job 

description and a number of job seeker's profiles to be 

matched. 

A summary of the related work and comparison 

among several strategies is provided in Table 1. As seen 

from the table, [16] [17], [19], [21], and [22] used ML in 

its solution architecture which is different from what was 

used by I-recruiter. Besides,  I-recruiter intersects with 

[17], [18],  [19] and [20] in its support of unstructured 

resumes. In general, I-Recruiter uses different techniques 

from other proposed works such as word embeddings and 

supports continual learning to adapt to data changing. It 

also enables users to specify the number of ranks which 

makes it more flexible as well as its supports to real-world 

resumes format such as PDF. 

3 System overview 
All the time, companies have been spent a lot of time and 

effort on traditional recruiting, especially in cases with a 

large number of received resumes. With the support of 

technology power, recruitment can be more efficient with 

fewer resources needed. As an attempt to support and 

facilitate the recruitment process, an IDSS called I-

Recruiter was designed to speed up the screening step of 

recruitment. I-Recruiter automatically finds the top-

ranked candidates based on the degree of semantic 

similarity between the job description and applicants' 

resumes. The architecture of the I-Recruiter is shown in 

Figure 2. The system consists of three main building 

blocks namely 1) training, 2) matching, 3) and extracting. 

In the next sub-sections, we will explain how does 

each block of the I-Recruiter work. 

3.1 Training block 

This block is responsible for training the domain WE from 

a set of resumes. In this subsystem, the Skip-Gram model 

is used. According to [13] skip-gram model is more 

efficient than CBOW as rare words or phrases are well 

presented. Also, this subsystem is responsible for updating 

the basic WE with any new inputted resume, this assists 

the system to continuously develop knowledge. The 

generated WE models from this block will be used later in 

the matching block. Both training and updating processes 

are done on four levels as shown in Figure 4. 

• Level 1 — text extraction: resume files are being read 

and text is extracted from them.  

• Level 2 — unigrams generation: a list of one word 

generated from resumes text in two steps. First, the text is 

pre-processed with the removal of unnecessary parts of the 

text, such as links, symbols, and stop words. Also, by 

dividing it into tokens with NLP tokenization and 

returning words to their basic form with NLP 

lemmatization. Second, words for training are extracted 

from the text using POS tagging. In which unannotated 

words in natural language are labeled with Parts-Of-

Speech labels such as verbs, nouns, adverbs, adjectives, 

etc. [7].  Figure 5 shows an example of unigrams. 

• Level 3 — bigrams generation: a list of word pairs is 

generated from resumes text in two steps. First, bigrams 

 

Figure 3: I-Recruiter architecture. 

 

Figure 4: Levels of the training process. 

 

Figure 5: Unigram and bigrams of the cleaned version of the 

sentence "Programming using C++ and Java". 
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are generated and scored with the use of the Natural 

Language Toolkit (NLTK), which is a suite of libraries for 

language processing [23]. Second, top-scored bigrams are 

cleaned to remove any noisy pairs that do not harmonize 

together or are not related to the job. This cleaning process 

employs POS tagging and NER techniques for defining 

unwanted words. NER recognizes the named entities 

occurring in the text such as persons, organizations, 

locations, dates, etc. [7].  Cleaning is also based on some 

frequent words that appear in resumes and must be ignored 

like name,  contact, and so on. Other IT-related words 

must not be ignored like C++, 3Ds, and so on.  Figure 5 

shows an example of bigrams. 

• Level 4 — training word embeddings: models are 

trained at the last level from previously generated lists of 

bigrams and unigrams using the Word2Vec technique. 

3.2 Matching block 

This block is responsible for matching the text of the job 

description with the text of each applicant's resume. It 

depends on pre-trained WEs to create vectors for all in-

putted resumes and the job description. Figure 6 shows a 

sample of the vector representation of words. After that, 

the average of generated vectors is computed as the 

vector's average estimation leads to a meaningful 

representation of longer pieces of text [24]. Lastly, the 

semantic similarity degree is calculated with the cosine 

similarity method. Cosine similarity refers to the measure 

of similarity between two vectors, where vectors represent 

the compared documents and the cosine degree between 

these vectors represents similarity degree [25]. The 

similarity is calculated as shown in the following equation 

where A and B are vectors and ∅ represent the angle 

between them: 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦(𝐴, �⃗⃗�) =  cos ∅ =  
𝐴 . 𝐵

‖𝐴‖ ‖𝐵‖
           

 =  
∑ 𝐴𝑖  ×𝐵𝑖 

𝑛
𝑖=1

√∑ 𝐴𝑖 
2𝑛

𝑖=1  × √∑ 𝐵𝑖 
2𝑛

𝑖=1

 (1) [26] 

The top ranks of the resumes are for the top highest 

similarity degrees. These top-ranked resumes will be 

transferred to the next block for data extraction.  

3.3 Extracting block 

This block is responsible for extracting the top-ranked 

candidates' basic information that including candidate 

name, phone number, and email. NLP gazetteer and 

pattern matching approaches are used in this stage. For 

extracting emails and phone numbers, the pattern 

matching approach is used. Where extraction patterns are 

defined using Regular Expressions (RE). The result is then 

matched with a given input text and the matched text will 

be extracted [7]. I-Recruiter is designed to detect any text 

that matches the email pattern for finding candidates' 

email addresses. Concerning getting candidates' phone 

numbers, the text detected whatever matches the Palestine 

dialing code. Regard extracting names, the gazetteer 

approach was used. Gazetteer or gazette is a pre-defined 

list of all possible values of a named entity [7]. Here the 

system detects entities named ' PERSON ' in the process 

of finding candidates' names.  

4 Implementation and discussion 
In this section, we will explain the implementation of the 

I-Recruiter prototype, data collection, and I-Recruiter 

testing as well as a discussion of the results. 

4.1 Prototype development 

A prototype of I-Recruiter has been developed as a 

desktop application with the use of Python programming 

language version 3.8 escorted by python artificial 

intelligence libraries such as Gensim, spaCy, and Natural 

Language Toolkit (NLTK). Figure 7 presents the I-

Recruiter interface. 

4.2 Data collection 

A dataset of 101 unstructured resumes in the domain of 

information technology (IT) were collected from different 

resources. All resumes within this dataset are in PDF 

format. 

4.3 Test and results 

To test I-Recruiter, we designed two experiments, the first 

aimed to test the performance (elapsed time) where the 

second aimed to test the accuracy of I-Recruiter results. 

4.3.1 Performance of I-Recruiter.  

The time required to train models using 101 resume files 

was calculated. The calculated time has been carried out 

in one trial. Also, the time required to match 101 resumes 

to a job position and the time required to extract 

 

Figure 6: Sample of words vector representation. 

 

Figure 7: I-Recruiter interface. 
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information from the top three ranked candidates' resumes 

were calculated. Four trials with different job descriptions 

for each trial were used for calculating the required time 

of both matching and extracting. Table 2 shows the results 

of these tests. 

As shown in Table 1, I-Recruiter took approximately 

327.23 seconds for train 101 resumes, an average of 36.34 

seconds for matching, and an average of 0.73 seconds for 

extracting. 

There were no reports about total execution time for 

other related work, however,  an average of  37.07 seconds 

execution time is acceptable and effectively applicable in 

comparison to the lengthy manual method. According to 

this,  I-Recruiter can work efficiently and will do save time 

for the human resources department. 

4.3.2 Accuracy of I-Recruiter.  

Following [16] and [18], accuracy was measured by 

comparing system results to individual ones. In our 

experiment, I-Recruiter was configured to find out the best 

3 candidates among 10 applications for 4 job positions. 

The same was performed manually by an IT specialist and 

both results were compared together in Table 3. 

I-Recruiter has proved that it can be reliable with an 

overall accuracy of 100% in candidate selection and 92% 

in rank order. These degrees of accuracy were calculated 

by finding the average of the results of all testing trials. 

The 8% error percentage appears because of the existence 

of some noisy bigrams that were not removed in the 

cleaning process. To overcome this issue of wrong 

ordering, users can specify more than needed ranks. Then, 

reorder them manually. 

In comparison with other proposed solutions and 

models, I-Recruiter showed excellent performance in 

terms of execution as well as accuracy. The average 

accuracy of I-Recruiter is 96% while for [16], [18], and 

[20] it is 83%, 91%, and 79% respectively. Hence, it is 

obvious that I-Recruiter outperforms the other models in 

terms of accuracy and hence is reliable to be used for the 

purpose it was proposed. 

5 Conclusion and future work 
I-Recruiter is an intelligent decision support system for 

screening a set of applicants' resumes for a job position 

and find out the most appropriate candidates. This system 

is composed of three main building blocks training, 

matching, and extracting. Domain-trained word 

embeddings are generated from the training block. While 

the matching block finds the top candidates based on the 

semantic similarity between resumes and the job 

description. Basic information on top-ranked applicants 

was extracted in the last block. I-Recruiter showed very 

good results with a high degree of accuracy and a short 

time of work. We'll work on increasing the system's 

performance and accuracy in the future, as well as 

introducing more capabilities like personality analysis 

from personal pictures. 
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In recent years, online marketing has become increasingly extensive and effective. Product recommender
systems are often deployed by e-commerce websites to improve user experience and increase sales. To
address this, more and more e-commerce started to use machine learning models to predict customers’
purchase behaviors. In the scientific literature there are only few real-life studies to date which give solu-
tions for recommendation systems for online advertising. The demand from the owners of such websites
is given, however, it is hard for them to choose a method or model to predict from an endless number of
options for some specific circumstances. The aim of this paper is to propose a practical guideline as a
hybrid approach that predicts customers’ purchase behaviors and helps to target advertisement, sales form
in user level. To this end, we have designed a robust hybrid model to predict interested sales form based on
user behavior within a large e-commerce website. The paper details a real-life practical solution and build
a structure that can be used in a large variety of e-commerce systems.

Povzetek: Opisan je razvoj modela nakupovanja po spletu z namenom ciljnega oglaševanja.

1 Introduction

One of the most important and dynamically developing ar-
eas today is e-commerce and related services. While in a
traditional shop tracking customer is difficult (e.g.,loyalty
card program), a webshop’s back-end offers countless so-
lutions to solve this problem. For example, we could use
cookies, spent checking, newsletter and product tracking
[4, 15, 1]. The main driving force behind this fast evolu-
tion is the fact that we can understand and anticipate user
behavior better, and we can answer the related questions in
real-time. The key goal is to get the highest response from
users by spending as little money and time on it as possible,
and create customer-oriented services [2]. That is named
personalization and targeting [13], where the objective is
to find the best matching ads or form of sales promotion to
be displayed for each user. The solution is not new, as we
could see similar solutions at the first generation webshops,
but nowadays the amount of data is much higher than be-
fore.

When the task is to efficiently process huge amount of
data, it is useful to try and find a solution in those research
papers written based on similar task. For example, [26] an-
alyzing clickstream, [15] uses email sending history, while
[1] collects user activity to predict user’s future behavior.
At first glance, the task does not seem to be a difficult one,
as using data mining and data science in e-commerce is not
new, and there is a huge amount of papers published with
the same purpose. These papers refer to a waste amount of
machine learning (ML) tools and solutions which are able

to help with this optimization. For instance, classification
can predict the occurrence of an event, or regression tech-
niques that can help us to predict the time or amount of
money the user will spend on the website. More sophis-
ticated solutions are offered by collaborative filtering or
content-based approaches. The repository of toolkits may
seem endless, but solving a problem is never the same, and
it is seldom enough to use just one tool to solve a problem.
Many recent publications have introduced some kind of hy-
brid solution for this complex problem in which one has to
combine and embed simple methods to find a proper model.
For example, in [5] we could see a typical hybrid recom-
mendation model that integrates user-based and item-based
collaborative filtering, content-based filtering together with
contextual information to get rid of the disadvantages of
each approach.

Thorough literature review on these subjects can lead to
an impression that most of the scientific papers are theo-
retical model descriptions instead of accurate and practical
model descriptions. One could find vague model formula-
tions that make it difficult or impossible to rebuild a pre-
sented solution in real life. Along this line of thought, we
have concluded that, besides theoretical models, there is a
huge demand for publications that document a case study
and provide the opportunity for anyone to reproduce it the
results on their database. Our goal is to make and docu-
ment a case study that demonstrates an ML-based recom-
mendation system, which classifies users and provides an
individual-level approach for ads form. Based on our litera-
ture review we found that a hybrid recommendation system



626 Informatica 45 (2021) 625–632 G. Kőrösi et al.

provides the most accurate solution for that. We combined
and embedded various classification and regression mod-
els, including Logistic Regression, Random Forest, GBM,
and XGBoost to get the most accurate solution.

The rest of the paper describes our approach as follows.
Sections 2 and 3 describe the background of the problem.
In Section 4 the dataset and the generated features are de-
tailed. The model ensemble is briefly described in Section
5. In Section 7, the importance of features is studied, top
features are listed, and our solution is given. Finally, Sec-
tion 8 concludes the results of the study.

2 Background

As data is increasing, more and more companies are de-
manding high quality solutions from their data scientists.
The use of recommendation systems has become a daily
concept in product suggestion, product group selection,
promotional message content generation which is sup-
ported by machine learning techniques. Common exam-
ples of applications include the recommendation of movies
(e.g., Netflix, Amazon Prime Video), music (e.g., Pandora),
videos (e.g., YouTube), news content (e.g., Outbrain) or ad-
vertisement (e.g., Google) [25].

In this paper we give a detailed description of a rec-
ommendation system which can make user-level marketing
letter or offer sales promotion. Note that recommendation
system is a quite general concept. It could be based on the
collaborative filter solution, the content-based method, the
classification or regression, and their embedding in differ-
ent depths and widths. What follows is an outline of what
a recommendation system might consist of.

Collaborative filtering (CF) is probably one of the most
used and well-known technologies. Behind the basic idea,
the solution is that based on users’ historical data, the users
are put into an n-th dimensional space which makes pos-
sible to then measure the distance between them. In light
of this, we could make recommendations based on the data
of the users closest to each other [7]. This CF technique
proved its power, but on the other hand, a huge amount of
work pointed out the disadvantages of it. These are the fol-
lowings: cold start problem, data sparsity, and scalability
[29].

Besides collaborative filtering, the second most popu-
lar solution is the content-based method. It is a tech-
nique which operates with unique characteristics and be-
haviors of each customer, and in turn, delivering personal-
ized content for each user, based on their content consump-
tion history across channels. Another interesting way is the
community-based method. This approach assumes that the
content coming from a user’s friends or authoritative users
is more likely to be interesting for a user than the rest.

While collaborative filtering and content-based models,
used only a static ’user states’ we could find many papers
which are using uni- or multivariate user event sequences,
time-series to build a predictive model. Koehn et al. [20]

divided the user event sequence prediction problem into
four groups, namely the ’predict the product group’, ’clas-
sify a sequence’, ’predict the outcome of an incomplete ses-
sion’, and ’click-through rate prediction’. In our work we
are focusing to predicting the users’ interest, which was
created based on some initial observations on the users’
purchase behavior during the shopping process, meaning
that our task is rather similar to the ‘predict the product
group’ task of the recommender systems. Koehn et al. [20]
summarized the methods of event sequence data prepro-
cessing, highlighting their advantages and disadvantages.
One of the most often implemented methods is to create ag-
gregated, cumulated data, which, however, results in data
loss and requires manual feature engineering by the do-
main experts. Another common method is to create se-
quence segments or sliding a window, where we use only a
chunk/fixed-length part of the data. Lastly, there are neural
networks and embedding layers, where we can work with
partially or completely raw data. In the field of sequence
prediction approach, we could find many papers.

Perhaps one of the most promising paper which related
to our work is created by Yu et al. [28]. They used re-
current neural network on sequenced data to identify web
shop users habits and made the next basket recommenda-
tion. They applied recurrent layers in the temporal do-
main and proved their effectiveness for handling the tem-
poral dimension for time series classification. Deep learn-
ing based (DLL) solution with time series have proven ef-
ficiency in many areas, however, web-shop log data often
includes variables that contain mixed continuous and dis-
crete variables. Even these kinds of data can be easily han-
dled by a decision tree-based solution, in neural network
this is not so easy. In deep learning based approaches, the
discrete-valued sequences must be transformed into the nu-
meric space. Using one-hot encoding might not prove to
be overly useful, as it explores the dimensionality of the
input feature vector and dramatically increases its sparsity.
Inspired by Natural Language Processing, we managed to
transform our categorical data into a dense space utilizing
embeddings. These methods encode categories as vectors
based on contextual similarities and then feed them into
the recurrent or convolutional neural network. The em-
bedded vectors are usually trained together with the time-
series/sequence model training process [21]. The embed-
ding of discrete-valued sequences was successfully applied
in user behavior analysis. For instance, An et al. [3] pre-
sented their neural user embedding approach which was
capable of learning informative user embeddings by us-
ing the unlabeled browsing-behavior. Koehn et al. [20]
proposed their impressive clickstream classification results
where they applied RNN architectures and embedding lay-
ers. Cheng et al. [9] introduced the Wide and Deep fea-
ture representation method. In their terminology, Wide rep-
resentations were one-hot encoded features which could
memorize sparse feature coincidences, while Deep repre-
sentations consisted of dense embeddings which gave gen-
eralization power to deep learning systems.
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Although content-based and community-based methods
have proven their worth in many case studies, in our case
it was almost impossible to apply these methods due to the
lack of data. Another approach could be the deep learning
based solution, but as many paper shows (e.g. [8, 17]) when
the dataset is based only short sequences (as our dataset), a
traditional ML model can outperform a DLL based model.
Based on these paper even a XGboost based classifica-
tion model or regression would provide a good solution in
an optimum prediction system, but unlike simple patterns,
things are always more complicated in real life.

To solve the backward of the traditional and DLL based
methods, the concept of hybrid or combined systems are
becoming more popular in many papers. Bozanta and
Kutlu [5] summarized that while each filtering approach
has different drawbacks, a hybrid approaches combines the
existing approaches and aim to minimize or remove the
drawbacks of existing approaches, which may occur when
they are used individually. The exact description does not
exist for a hybrid solution, but we could certainly use the
aforementioned tools at different depths and widths. There
are quite many papers proving that a hybrid approach pro-
vides a better solution than the single method, see, e.g., in
[5, 7, 12]. Thus, we have chosen this solution for our work-
flow, and we decided to use use such a hybrid model for
our system which used both regression and classification
method.

Our goal was to solve the problem of predicting the
user behaviors about the sales promotion. Similar goals
is solved by Martínez et al. [23] and Liu et al. [22]. They
created a model that can predict future customer behavior
which based on the set of customer-relevant features that
derives from times and values of previous purchases. As
our solution, they apply machine learning algorithms in-
cluding logistic Lasso regression, the extreme learning ma-
chine and gradient tree boosting for predicting whether the
customer makes a purchase in the upcoming month. Al-
though these two cited papers are very similar to the so-
lution we used, however, unlike them, we tried to create a
prediction algorithm not just by using one method but by a
(hybrid) combination of them.

3 Problem statement
The main objective of this paper is to solve the problem of
predicting the purchase behaviors of users who have known
the history on an e-commerce website. More closely, we
aim at forecasting which ads group or form of sales pro-
motion user will most likely to use based on purchase his-
tory and profile information. This form of sales promotion
could be: buy two, get one free; price deal; sampling, etc.

Although we did not directly use others’ work to design
our system, the solution we came up with is strikingly sim-
ilar to the description of [29]. That is, a predictive system
would help in several practical scenarios such as

– build a cold start recommender system, by providing

high-level recommendations to users who connect for
the first time to an e-commerce website;

– improve existing product recommendation engines,
by providing category-level priors that can guide the
recommender system to and domains of interest for
the user;

– provide e-commerce companies with tools for tar-
geted email/social media campaigns.

Our paper has two main goals. The first is to explore
which information is correlated with the form of sales pro-
motion which the users most likely to use (see in Table 1
for an illustrative example.) Based on this we have built
and tested a hybrid model which optimizes a user-level ta-
ble, in order to propose the form of sales promotion to users
that fit the best to their interests and preferences, see Table
2. The second goal is to back-test and document well each
critical point of hybrid machine learning algorithms which
could be used as a base structure for those who want to
replicate our model or build a similar system.

4 Datasets
We have used data which has been recorded from a health
and beauty webshop. The data has contained near millions
of users, from different markets (countries), however, in
order to obtain the richest data possible, we have filtered it
by the oldest market which includes 230, 000 user-profiles
and their purchase history. Data consists of seven years of
user interaction logs with the webshop. Each event has a
user identifier, a timestamp, and an event type. The pur-
chase data contains 5 categories of events: pageview of a
product, basket view, buy, ordered timestamp, and deliv-
ered timestamp.

There are around 240 different types of products. In the
case of a buy or a basket view, we have information about
the price and extra details. An average customer has been
used the shop two or three times yearly, which leads to very
sparse and high dimensional dataset. This is not surprising
as it is extremely common in recommender systems [25].
As a solution, there are two obvious ways to reduce the di-
mensionality of the data: either by marginalizing the time
(aggregate pageviews per user over the period) or the prod-
uct pageviews (aggregate products viewed per time frame)
[26]. In this work, we follow both approaches.

As a first step, our solution connected unique events with
sessions. We used homogeneous like purchase history only
and heterogeneous example clicks, profile data in nature.
These events are then cleansed and ordered by their times-
tamps to form the action chain.

As a next step, we transformed unique events into a fea-
ture list (e.g., number of purchases, the distance between
two logins, etc.). Beside of the evident data (number of,
sum of, mean of purchases), the script accumulated other
data such as:
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Table 1: Illustration: problem statement as a binary classification.
1st 2nd 3rd nth

purchase purchase purchase · · · purchase
Likely to buy with

time of sales promotion
prediction ⇒ (user who use more

than 50% promotion
for buying something)

Table 2: Illustration: problem statement as a recursion; the distribution of sales promotion types.
1st 2nd 3rd nth

purchase purchase purchase · · · purchase
SPType1 35%

Time of ⇒ SPType2 25%

prediction
...

...
SPTypen 50%

– distance (in time) between first and second, third,
etc. actions;

– number of purchases in first, second, etc. months;

– increase or decrease in purchases compared to the pre-
vious month by month;

– the reaction times between advertising letters and a
purchase.

4.1 Feature engineering
One of the most important steps for better performance
of a classifier is to preprocess the data correctly. Besides
the regular data cleaning process, we transformed features
by scaling each feature to a given range with min-max
scaling. As a last preprocessing step, we calculated fea-
ture importance with tree-based ensemble method namely
ExtraTreesClassifier [14]. Based on the obtained
results by this method, our model uses only the top 20 fea-
tures, which significantly increased the accuracy of the re-
sults.

5 Methodology
In order to handle the popularity-bias, we divided the prob-
lem into two subtasks:

i) predict if a user is sensitive for the sales promotion or
not, and

ii) predict which kind of form of sales promotion is more
interested in it.

As a solution, we have created a hybrid model which used
both regression and classification method, see Figure 1.

The recommendation model returns two lists. The first
list gives information about the users, if they are likely to

use or not any of the forms of sales (the sensitivity for sales
promotion). The second list provides us with the data to
calculate the probability for every sale (which form of sales
likely to use).

For the results we propose a novel hybrid recommenda-
tion algorithm where similarity measurement is performed
between a user and form of sales on features derived from
their profile and history information. As a result, we obtain
a table where every single user gets his/her predicted value,
as we can see in Table 3.

6 Experimental setup
As we want to use raw log data to make a prediction for
recommendation, we have to handle the data sparsity prob-
lem. As already mentioned, our dataset contains 230, 000.
However, only 33, 000 of them have data of sufficient qual-
ity. So, in our experiment, we used only this reduced and
filtered dataset. To conduct experiments, we split the entire
dataset into test (20%) and training (80%) sets.

In the first step, we have trained various classification
models, including Logistic Regression [11], Random For-
est [6], LightGBM [19], and XGBoost [8], where grid
search was used to select the optimal parameters. As the fi-
nal results proved, XGBoost classifier and XGBRegressor
performed the best. Additionally, the majority of classifier
(MC) [18] is used as a baseline for comparison with the
above learning algorithms.

For the regression problem, we used the central ten-
dency measure as the baseline for all predictions. Based
on these, we inspected the hybrid models using the train-
ing set and adjusted the predictive algorithms’ parameters
achieving the best performance on the validation set. Pre-
dictions were made for each instance in the test set and the
forecasted results were compared with the true values by
computing corresponding performance metrics. To obtain
the best evaluations we have used K-fold validation where
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Figure 1: State diagram of our hybrid solution.

Table 3: Example of model outcome.

user id likely to use likely to use sales promotion type
sales promotions type1 type2 type3 type4 type5

1000 YES 35% 50% 5% 3% 7%
1001 NO 0% 0% 0% 0% 0%

both training and validation sets were also used for predic-
tion.

Handling problem with an ensemble
classification and regression tree

The first goal is to predict if a user is likely to use or not a
sales promotion, which is a binary classification problem.
To find the best solution we have trained and tested classi-
fication models as many times as we could. In the end, we
have found that the XGBoost ensemble classifier [8] gives
the best results. It is not surprising, because tree boost-
ing is a highly effective and widely used machine learning
method.

Another important feature is that the algorithm has a
good performance as it includes an efficient linear model
solver and can also exploit parallel computing capabilities
[8]. Ensemble learning to provide a systematic solution to
merge the power of multiple learners. The prediction value
of XGB can have different interpretations, depending on
the task, i.e., regression or classification. XGB is a tree
ensemble model which set of classification and regression

trees. It could classify our data into one of a finite number
of values, that while called a regression (nonlinear model).
Besides XGB, we compared our results with Linear regres-
sion [10], Lasso [24] and Ridge regression [16].

7 Results
Classification. It is well known that the main problem of
the recommendation system is the cold start problem. It
could appear when the user has started his/her initial steps,
or in our case when a shop owner started a new sales pro-
motion type, which makes very sparse data. To solve this
problem, we filtered (dropped out) those users and promo-
tions from the training dataset which has too sparse or no
data. Based on our model, we made a binary classification
with XGBoost to predict user likely to use a sales promo-
tion or not. The parameters of the estimator used to apply
optimization by cross-validated grid-search over a parame-
ter grid.

To find the most accurate model, we have tried more
models and settings. The results are reported in Table 4,
where the window size (number of purchase) was 3 for all
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Table 4: Results of classifications.
model ACC F1 precision recall

Baseline 0.587 0.342 0.351 0.337
Logreg_all 0.676 0.409 0.620 0.306
Logreg_top10 0.685 0.404 0.661 0.291
XGBoost_all 0.706 0.527 0.652 0.436
XGBoost_top10 0.703 0.518 0.657 0.419
XGBoost_all_HPT 0.768 0.519 0.666 0.423
XGBoost_top10_HPT 0.771 0.509 0.658 0.417
XGBoost_top10_HPT(4) 0.790 0.624 0.713 0.554

Table 5: Error rates of regression models.

model Sales promotion Type1 Sales promotion Type2 Sales promotion Type3
MAE MSE RMSE MAE MSE RMSE MAE MSE RMSE

Baseline_CV 5.840 53.568 7.313 9.970 161.948 12.723 12.679 256.261 16.001
DNN 5.906 53.275 7.298 9.870 158.492 12.589 12.600 259.132 16.097
LR_all_CV 5.039 46.029 6.779 8.927 131.045 11.442 11.368 206.408 14.365
LGBMReg_CV 4.715 42.469 6.551 8.446 118.202 10.869 10.946 191.677 13.843
StackReg_CV_TOP 4.778 43.153 6.564 8.720 125.506 11.200 11.092 196.392 14.013
LR_CV_TOP 4.986 44.844 6.691 8.829 127.842 11.301 11.234 203.471 14.284
LGBMReg_CV_TOP 4.700 42.349 6.501 8.602 112.589 11.067 10.895 191.120 13.824

the methods, except in the last configuration.
During the first phase, we have used XGboost with all,

and with only the top-10 features, which achieved 70% ac-
curacy. To improve this, we have applied hyperparameter
tuning, namely cross-validated grid-search over a parame-
ter grid which gains better accuracy.

We wanted to make further improvements, but the spar-
sity of the data did not allow it. The main problem is that
we want to predict user feature habits as soon as possible.
For that reason, we used the user’s first 3 purchase history
to train the model, but this was (as expected) not enough
to improve the results. To get better results, we need more
data, such as we expected it. The solution to this problem
is simple: we have to wait for more information, or encour-
age clients to fill the profile table. To prove this concept,
we have trained our model with the user’s first 4 purchases,
which achieves 0.79 accuracy (last row in Table 4).

To find another way for this challenge, we changed our
method like many researchers suggest: if we don’t have ac-
curate enough classification model, we have to change our
point of view. To use this idea, we retested our solution as a
regression with XGBRegression (as a regression problem).
As a result, it affords RMSE = 16.77, which is not offer-
ing better outcome, because if we transform this result into
a classification result, we got accuracy: 0.686, precision:
0.578, recall: 0.546, and F1: 0.562.

Regression. In our second phase, we were looking for-
ward to determining which type of sales promotion will
prefer most of our users (see in Figure 1). It is a regres-
sion problem, where we have to predict every SP type for

every user. To make a measurable result, we did not test all
the types of SP, instead of that, we chose only 3 types of
promotion:

– Type1 is an SP type which has a long history in our
webshop;

– Type2, which has only a year background, and

– Type3 is the youngest SP type (less than 6 months is
using).

Based on this idea we obtained the results reported in Table
5.

To get the best outcome, we tested more models with
different settings, like linear regression (LR), LightGBM
(LGBMReg), and a simple deep neural network (DNN).
In the initial step, our model used all (n = 129) normal-
ized, scaled and skewed feature sets. Based on this method
LGMBReg made the most accurate solution.

As a second step, we wanted to increase our model’s ac-
curacy. To solve this, we wanted to find the most impor-
tant features. For this purpose, we used wrapper method,
namely backward elimination. As the name suggests, we
gave all the possible data to the model at first. We track
the performance of the model and then repetitively remove
the worst performing features one by one until the over-
all performance of the model comes in a suitable range.
To calculate feature importance, we are using the ordinary
least squares (OLS) model [27]. After many attempts and
settings, the best solution is made by LGMBReg which is
a tree-based regression model, which made a much more
accurate model than the random choice.
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Discussion. Our problem and its solution to predict ac-
ceptance of the sales promotion is unique, since we do not
predict a repeat purchase but a reaction to advertising let-
ters. Regardless, we wanted to somehow compare the per-
formance of our model with other models as well. The re-
sults, and methodology of our paper is similar to the results
obtained by Martínez et al. [23], so we compared our re-
sults with theirs. Our goal was to predict if a user is likely
to use or not a sales promotion, which was same as their bi-
nary classification problem. While our model reaches 79%
accuracy, their solution reached 86.68%. The difference in
accuracy between the two models is not surprising, since
we used only the first 4 purchases, they used 24 months for
the same task. As they noted, it is difficult to make an ac-
curate prediction model from short data and few purchases,
however, over time, as data is collected, we could produce
more accurate results.

8 Conclusions
In this work, the goal was to build and share a structure of
the model for predicting user habits about using sales pro-
motions. As we saw in the literature review it is not a trivial
case. There is a lot of gaps that we have to handle, for ex-
ample, feature with different types (time, numeric, categor-
ical, etc.) or scale. Based on human habits, the webshop’s
data is often log scaled, and sparse which makes it difficult
for the model to find optimal parameters. There are now
countless solutions to deal with this problem, like scaling,
normalizing, skewing data, or find the most relevant fea-
tures. Based on these methods, finally we identified a solu-
tion for our problem with relatively good accuracy results.
For the classification problem we have found that XGBoost
gives the best model, while the second solution is not that
clear. Based on our results as at first glance LightGBM
(LGBM) could be the right choice.

Before making our decision, we need to know the struc-
ture of the model. LGBM is a very popular solution, be-
cause of its speed and accuracy. It has happened because
LGMB grows tree vertically while other algorithms like
Xgboost, Gboost grow trees horizontally. Put it differently,
LGBM grows tree leaf-wise while another algorithm grows
level-wise. LGBM is giving the best solution for our task,
but there is some gap, which overshadows our success.
However, it is sensitive to overfitting, especially on small
dataset. There is no threshold on the number of rows but
researchers suggest to use it only for data with 10, 000+
rows. This model hence cannot be used for new promo-
tions that only used by a small amount of user. In the light
of this, in the final model, we used linear regression which
gives almost the same results as LGBM.
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The multimedia m-learning method (MobLearn method) is a holistic and functional method that includes 

the key steps, methods, and techniques for using multimedia to create m-learning interfaces. In this paper, 

the MobLearn process was evaluated by comparing it to one of the latest m-learning methods by Stanton 

and Ophoff (2013( which has the same function. A comparative case study was employed to examine the 

degree to which two m-learning approaches are similar in terms of interface architecture and their main 

characteristics, their differences and the primary function of features that occur in one of them but not in 

the other. Based on this comparative study, the final version of MobLearn method was introduced in two 

forms: high-level framework and method steps. In this version, the mapping strategies of m-learning were 

applied where the mapping techniques deal with a different set of information types and a large variety of 

media. 

Povzetek: Primerjana je multimedijska metoda MobLearn z m-metodo Stantona in Ophoffa. 

 

1 Introduction
We are currently undergoing a knowledge revolution in 

which computer-based communication and technology are 

increasingly evolving and affecting all aspects of our lives. 

One of the most important impacts of the technical 

revolution has been in the field of education and learning. 

E-learning can occur as synchronously or asynchronously 

either inside or outside a classroom. More recently, the 

introduction of M-learning as an extension of E-learning 

has led to great developments in mobile technologies. M-

learning is essentially the use of various mobile 

technologies to provide opportunities for learning 

anywhere and anytime using mobile phones, smart 

phones, PDAs, tablets and wireless networking 

technologies [1].  

The recent emergence of technology such as mobile 

devices, multimedia interfaces, and m-learning has 

resulted in many mobile educational apps being 

developed. These kinds of programs have been developed 

to enable non-programmers to develop their own software 

for m-learning. Although these applications are effective 

in creating m-learning applications, they do not provide 

affordable, essential, design-based procedures to meet 

student requirements in design media selection. 

The multimedia m-learning method (MobLearn 

method) presented in Nagro and Campion forms a 

complete and user-friendly method that encompasses the 

main steps, sub-steps, tools, and techniques required to 

produce m-learning interfaces using multimedia [2]. It 

includes all the stages required to build software 

applications that specialize in m-learning systems. The 

effectiveness of this method was evaluated using a case 

study on a historical topic, and the evaluation confirmed 

that the method’s steps were not only effective for 

designers but also had a positive impact on multimedia 

user interface design for mobile learning. In addition, 

these authors published another research paper [3] 

explaining the steps of the proposed method, and 

evaluated the usability of the method using think-aloud 

protocol. The method encompasses the steps, tools, and 

techniques necessary to produce M-learning interface 

using multimedia. 

In this particular research study, the authors want to 

apply a comparative case study to investigate the extent to 

which two m-learning methods are similar, and their main 

characteristics when designing interfaces. It also 

investigated their differences and the main purpose of 

those features that exist in one but not the other. This 

chapter also aims to evaluate the MobLearn method by 

comparing it to one of the existing m-learning methods 

that has the same goal. The researcher chose Stanton and 

Ophoff’s method [4], which describes a high-level M-

learning design method containing eight steps. 

Comparative case studies include more than one case to 

produce generalizable knowledge about a specific topic. 

They emphasize comparison within and across various 

contexts. They encompass the analysis and synthesis of 

the similarities, differences, and the patterns across two or 

more cases that share a common focus or goal [4]. 
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In this paper, section 2 describes the related work, 

section 3 discusses some key updates to the MobLearn 

method version 6 published in [3], section 4 explains the 

comparative study criteria, section 5 provides a discussion 

and an analysis of the results, section 6 explores the the 

final version of the MobLearn method’s framework, 

including both the general and detailed steps, section 7 

offers a comparison with other methods, and finally, 

section 8 offers a conclusion. 

2 Related work 
Online learning styles have evolved from E-learning to M-

learning which enables unlimited accessibility to learning 

content. This is majorly due to the advancement of 

technologies and enhanced mobile phones such as, smart 

devices and tablets. Consequently, traditional learning 

materials are being updated and redesigned to include 

compatibility with M-learning [5]. Nevertheless, the 

effects of certain mobile device features may hinder the 

efficacy of M-learning with issues relating to wireless 

internet connectivity, input/output systems, smaller sized 

screens, and battery life [6]. Taking these limitations into 

consideration is important during the modification of 

information to be delivered through mobile devices. 

Although several educational institutions have created 

their own applications, these apps have not taken into 

account several factors which contribute to the successful 

delivery of course materials through mobile devices [7]. 

In this section, there will be a description of the current 

methods, frameworks and guidelines that are available to 

design M-learning. 

SOAP protocol enables the use of XQuery language, 

which then allows contents from a website to be adapted 

to the user’s particular mobile device which works by 

transferring information structures from one operating 

system to another. However, this makes adaptation only 

possible for text formatted materials instead of rich 

formats as those contain multimedia [8]. Similar to the 

XQuery language, Huang et al. recommend the FWA 

algorithm which enables the conversion of different styles 

of web content to be adapted to any device [9]. Most 

research work has been focused on this area. For instance, 

an intelligent agent that can automatically alter and send 

all electronic messages to any device was created by Ally 

et al. In this case, the agent finds and chooses the optimal 

tool for conversion based on the software requirements 

and hardware limitations of each device [10]. On the other 

hand, this process can take anywhere from 10 to 30 

minutes to convert each webpage for the particular mobile 

device, making it extremely time consuming. Nonetheless, 

a content adaptation system was designed that enables it 

to select the best version of the converted webpage for the 

mobile device in question. However, this process also has 

the major disadvantage of being very time consuming, 

offering users the option to skip any multimedia to be 

displayed in order to save time [11]. A system architecture 

for learning resource adaptation and delivery framework 

produced by a different study looks at some of the issues 

behind M-learning, for example, internet connectivity and 

wireless speed [12]. The study proposed engaged two 

process layers to guarantee the good quality of the 

materials being delivered: 1) a multimedia adaptation 

layer that considers the quality of the multimedia item, and 

2) a learning object adaptation later that considers the 

quality of the learning objects. But while the research 

study considered the adaptation of existing websites to 

mobile devices, it did not take into account the design of 

original content delivery through mobile devices. 

Therefore, there are many issues due to this limitation, the 

process of transferring, and resulting interfaces system. 

Many studies have also been conducted on creating 

different approaches on design and development of 

multimedia interfaces. Heller et al. divided multimedia 

into three main aspects: 1) media (text, sound, graphics, 

and motion), 2) context which considers target audience, 

discipline, interactivity, quality, usefulness, and 

aesthetics, and 3) media expression which includes 

elaboration, representation, and abstraction [13]. Their 

study proposed certain guidelines on how to plan 

particular media types based on information types. On the 

other hand, their study did not provide or design a method; 

they simply assessed educational multi-media. 

Nevertheless, according to Chen et al.  combing e-learning 

materials online with different mobile technologies that 

can help contribute to an effective learning environment is 

certainly possible [6].  

The Universal Instructional Design (UID) was 

adapted to M-learning concepts by Elias. The features of 

UID were designed to guide and help interface developers 

and designers who need to create educational material 

interfaces for a varied group of students [14]. Particularly 

useful in educational settings, the UID principles include 

the following:  

1. equitable use, 

2. flexible use, 

3. simple and intuitive, 

4. perceptible information, 

5. tolerance for error, 

6. low physical and technical effort, 

7. community of learners and support, and 

8. instructional climate. 

The adapted UID has demonstrated good results with 

effective interfaces. 

Campion suggests a method for designing tasks with 

multimedia integration using rules to guide the 

educational materials to a particular type of media [15].  A 

method and advisor tool for designing a multimedia user 

interface was also proposed by Sutcliffe et al. which 

considers user requirements, media selection, and data 

design when representing information [16]. Moreover, the 

latter method’s advisor tool is a useful addition that helps 

in selecting the appropriate media to display the 

information content. Nonetheless, both of these methods 

to not consider the limitations of M-learning. Sutcliffe et 

al. offered a high-level M-learning approach that takes 

into account the course proposal and design as well as the 

objectives and usability measures [16]. Despite this 

approach, this method failed to take into account the 

following: the course structure, mapping information, and 

lesson analysis. In order to teach Dijkstra’s shortest path 

algorithm using mobile devices, Seraj and Wong proposed 
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a designing flash-based user interface; moreover, they also 

urge all designers to use UID principles when designing 

educational materials for mobile devices [17]. But while 

the strategy focuses on teaching Dijkstra’s shortest path 

algorithm, it cannot be applied to design user interfaces for 

general educational material. Lee asserts that both 

technical and design should be factored in the decision to 

use mobile devices in learning environments [18]. The 

technical limitations can be attributed to the device 

functionality, and the design problems are based on the 

development of appropriate educational materials 

delivered via mobile devices. Lee provides a set of 

comprehensible instructions to follow when designing 

educational platforms on interfaces, taking into account 

the website browsers, and within the screen where to best 

position the features of the interface. Moreover, he also 

recommends UID designers to take into account which 

particular device they will consider before starting the 

design work. 

There have been some research studies that 

concentrated on the production of design principles; in 

2012, for example, there was design proposal for M-

learning practice tips [19]. Moreover, later in the same 

year, Ryokai et al. conducted a study that created the 

following design principles: “connect, contextualize 

access, capture, and multimodal” aiming to connect the 

gap between M-learning and what actually goes on in the 

classroom [20]. There was yet another study published in 

2011 that included suggestions for designing M-leaning 

messages for different devices [21]. Wang and Shen’s put 

4 principles included:  

Principle 1: “Design for the least common denominator” 

M-learning materials should be designed in a format 

that is appropriate for all mobile devices. 

Principle 2: “Design for E-learning, adapt for M-learning” 

Utilize the same processes in E-learning for M- 

learning, such as the iterative design approach which 

consists of design, creation and evaluation. 

Principle 3: “Design short and condensed materials for 

smart phones” 

Shorten and consolidate the course materials on the 

mobile devices screen by including images, audio notes 

and a summary of the materials. 

Principle 4: “Be creative with 3G and 4G technologies” 

3G and 4G technologies have offered the designers 

the chance to run more sophisticated programs on mobile 

devices. 

In 2010, web interfaces with responsive design were 

first initiated by [22]. Responsive web design entails 

flexible design interface that can be utilized pragmatically 

on all types of mobile device screens without 

compromising on content [23]. However, there is a lack of 

consideration for M-learning design principles; thus, this 

approach merely presents the design aesthetically on the 

mobile device. While it may be useful technology for 

designing M-learning materials, it can be further enhanced 

by taking into account certain M-learning design 

principles. These days, it is more common for app 

developers to consider design for mobile devices before 

desktop computers; even though designing for mobile 

devices may have more limitations. Essentially, this 

design strategy entails starting to create or design for the 

smallest screen first and progress towards larger formats. 

To sum up, there is a dearth of studies on exploring 

design for M-learning interfaces that integrate multimedia 

formatting. It is recommended that further examination be 

conducted to analyze and explore other potential methods 

that could resolve design limitations. An ideal solution 

would include a comprehensible set of instructions to 

guide the selection and integration of media, address 

implementation issues, and evaluate other areas that need 

improvement while considering the features of mobile 

devices. 

3 Method for updating comparative 

study 
The researchers decided to update the MobLearn method 

presented in [2] & [3]. This update improved this method 

so that it incorporated certain evolving features. The new 

version of the proposed method considers gamification 

and virtual reality in the mapping table and lesson plan in 

the information type table. It also includes an interaction 

table, which states all the possible technologies that could 

be used when interacting with multi-media.  

The proposed method also considers pedagogical 

analysis; these techniques in the first step of the MobLearn 

method provides some guidance on how to analyse the 

educational material [24]. Pedagogical analysis is a 

process of breaking down the lesson into smaller sections 

and is defined as “the analysis of a given content material 

in any subject any topic carried out well in the spirit of the 

science of teaching (Pedagogy) is known by the term 

pedagogical analysis of the contents” [24]. 

3.1 Comparative study design 

According to Goodrick (2014), a comparative case study 

fundamentally engages six steps, which are preferably 

undertaken in the following order: 

I. State the key evaluations 

This step is important to determine whether or not the use 

of comparative case studies techniques is a convenient 

design. The purpose of using comparative case studies 

may be either be an explanation, an interpretation, and/or 

a comparison [25]: 

- An explanation and an interpretation of the 

similarities and differences is determined between the 

cases in order to produce a holistic understanding of how 

the method functioned and how to direct additional 

implementation. The key evaluation question for the 

conducted comparative study in this research is as follows: 

what are the similarities and differences between these m-

learning methods? The aim of this question is to develop 

a new, comprehensive version of the proposed method 

with the most beneficial characteristics after the 

interpretation of the results. 
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- Comparisons can uncover certain explanatory 

propositions regarding how and why a method functioned 

in specific contexts. The key evaluation question for the 

conducted comparative study was what are the 

characteristics that make both of these methods 

suitable/unsuitable for the m-learning interface design? 

The aim of this question is to be able to identify any 

significant features not included by the MobLearn method 

that are seemingly significant for the m-learning interface 

design. 

II. Determine initial proposition 

This step aimed to clarify some of the initial propositions, 

which include a clarification of how the study was 

assumed to contribute to the results that will generate the 

intended goals [25]. In order to specify initial 

propositions, first a selection between a “within-group 

design” and a “between-group design” was made. This is 

a critical decision in all comparative studies as it has a 

direct impact on the quality of the data collected [26]. The 

within-group design was used to conduct this study. The 

time restrictions of the study, the sample size, and the non-

existence of individual differences are the reasons behind 

this choice of strategy. Additionally, this study was not 

funded so the researcher was unable to find a larger sample 

size. To overcome the disadvantages of this type of design, 

the researcher provided a quick tutorial to design 

participants before they started the study; this helped them 

understand how to use each method to design interfaces 

for m-learning. To reduce fatigue, a 10-minute break was 

allowed after each step and the researcher helped clarify 

any unclear ideas. The impact of the learning effect was 

considered very low in this study as the participants used 

two different methods to design the interfaces, which is 

the main topic of the study. 

As discussed in Nagro and Campion, in a comparative 

study, the cases could be as few as two cases [25]. The 

researchers decided to conduct five comparative cases 

with different domains (anatomy, chemistry, genetic 

engineering, software engineering and mechanical 

engineering). Using several domains for the design 

process increases the opportunity to examine more of the 

information type and mapping tables. 

The participants’ criteria must be as represented in 

Table 1 to ensure the suitability and generality of the 

MobLearn method for most available mobile devices, the 

researcher decided to use five different models of mobile 

devices, as follows: 

a. In the first sub-study (anatomy): the designer 

designed a set of interfaces for the Samsung Galaxy 

Tab Pro 5. 

b. In the second sub-study (chemistry): the designer 

designed a set of interfaces for the Samsung Galaxy 

S8+. 

c. In the third sub-study (genetic engineering): the 

designer designed a set of interfaces for Apple 

iPhone 8. 

d. In the fourth sub-study (software engineering): the 

designer designed a set of interfaces for the Nokia 5. 

e. In the fifth sub-study (mechanical engineering): the 

designer designed a set of interfaces for the Huawei 

P10 lite Black. 

III. Conducted the case study process 

The cases took place in a quiet office with a computer on 

a desk and A4 paper to draw sketches. The researcher 

provided a quick tutorial on how to use both methods, and 

then presented the steps and the aim of the studies. 

Subsequently, the participants executed the design work 

before starting the initial sketches. After designing the 

interfaces using one of the provided methods, they were 

asked to conduct the other condition with the other 

method. After each case, the participants were interviewed 

to identify any difficulties, advantages, and disadvantages 

they had faced during the cases. During the interview, 

each participant needed to answer the Key Evaluation 

Questions. These two questions were as follows: 

• What are the similarities and differences between 

these m-learning methods? 

• What are the characteristics that make both of these 

methods suitable/not suitable for m-learning 

interface design? 

The researchers conducted five cases, as mentioned 

previously, as the within-group design allows a small 

number of participants [26]. As a deep understanding of 

each case is required, comparative case studies tend to 

allow as few as two cases to be involved [25]. Each 

participant conducts one case. 

3.2 Collection and analysis of results 

After finishing all cases, the data was collected from the 

participants by interviewing them and encouraging them 

to comment on each method. The information was then 

analysed as qualitative data to improve the proposed 

method. The comparison spurred some new questions 

regarding the similarities and differences between the two 

cases, as discussed in the following sections. 

4 Findings 
The results of the five comparative cases conducted are 

summarized in Tables 2 and 3 below. Accordingly, the 

results were divided into negative and positive points for 

Age  20+ 

Gender  Male or female  

Mental ability  Average  

Educational background  
School education as a 

minimum  

Physical attributes  Normal  

Motivation  
Must have positive attitude 

toward designing  

Personality  Patient  

Job  

Representative designers, 

Junior designers, lecturers 

has designing experiences. 

Computer usage Average  

Interface designing 

experience 
Any 

Table 1: User Profile. 
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comparison, and were divided based on each step of the 

four steps method as presented in [2]. 

As shown in Tables 2 and 3, the results were 

categorized into negative and positive points to show the 

comparison. 

5 Discussion 
The comparative studies examined two m-learning 

methods that aim to design m-learning interfaces for a 

lesson. Both methods consisted of a set of steps based on 

several theories to guide the designing process. The 

participant designers were asked to identify the 

similarities and differences between both methods and 

specify the better choices for them. As argued by some 

participants, both of these methods produce interfaces 

suitable for m-learning. This is because both considered 

user-centred design [27], and the pedagogical analysis for 

the provided lesson. Moreover, both are based on all the 

steps in m-learning theories. Thus, both methods heed the 

importance of the lesson objectives and how to divide the 

lesson into smaller parts that are suitable to be represented 

on relatively small screens. Finally, both methods 

encourage designers to evaluate and test the system before 

finalizing it. 

Most participants argued that the MobLearn method 

is time consuming as it has many steps and focused on 

more details. These reasons make this method more 

suitable for non-expert designers and designers with 

limited knowledge of how to use media for m-learning 

interfaces. Yet, one participant argued that the MobLearn 

method could be used by experts and non-experts, unlike 

the m-learning method by [4], which is not suitable for 

non-experts as it refers to a considerable number of design 

theories without explaining them. However, another 

designer thought that the MobLearn method has many 

restrictions to consider; thus, they inferred that it was more 

accurate in designing. This is why some participants 

suggested producing an automated version of the mapping 

process, so that when the designer chooses any 

information type, the system can show all the possible 

media they can utilize. This will be considered in our 

future research studies. 

The main difference between these m-learning 

methods is in choosing multimedia. In the m-learning 

method by [4], the researchers referred to the design 

principles in both [19] and [20]. The principles are as 

follows: connect, contextualize access, capture, and 

multimodal. These principles connect the classroom with 

what is delivered via mobile devices for students and the 

importance of creating a personal connection to the 

material for the students by ensuring that it is relevant and 

meaningful. Multimodal refers to making the content 

accessible via multiple learning styles: visual, auditory 

and kinaesthetic [19]. These concepts are important in m-

learning design; however, the researchers did not guide the 

designer on how to choose multimedia. Instead, they only 

Step Interviewee MobLearn method Stanton & Ophoff’s method 

Negative points 

Step 1  Nothing identified. 

 

Step 2 1 

- In case the designer wants to use 

another media, it is not allowed by 
this method.  

 

 2  - Without an actual decision support theory 

 

3 

Needs to be automated.  - Does not have any guidance and depends on designer’s opinion 
- Does not account for information types 

- Does not know if it is the most appropriate media 

- No guidance on how to choose the most appropriate media  

 4  - Just considers 3 types of media (audio, video, & image) 

 5  - Suggests using three main media (audio, video, image) 

Step 3 
Nothing identified. 

Step 4 

Generally 

 

1 

- Too long to follow, time-consuming 

and requires lots of concentration 
- Is apparently not based on theory. If 

it is, then may be it is better to 

explain when and where the method 
uses the theories 

- Confusing 

- Does not give details on how to apply the theories provided   
- If the designer is unfamiliar with these theories, they will struggle 

to apply them 

- More general and needs more experienced designers 

2 
- Compatibility and interaction design 

unifies the method of empty slots 

and means it is compatible 

- More learning strategy based 

- More decision support statements instead of referencing other 
theories 

- Provides processes and sign posts for each process steps 

3 
Needs concentration and is time 
consuming 

- Lack of restrictions led to lack of accuracy 

 4 Too long 
- Difficult to apply, because it is too general 

 
5 

Consumes time 

 
 

- Not good for non-experts 

- Consider more types of media and some instructions on how to 
follow the steps 

Table 2: Negative points identified by comparative study. 
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considered which three multimedia (video, audio, and 

image) could have been used [4]. On the other hand, the 

MobLearn method starts this process by specifying for 

each piece of information a type by using a table that 

Step Interviewee MobLearn method Stanton & Ophoff’s method 

Positive points 

Step 1 

 

1 - Encourages the designer to look at the 

material and divide them using some 

pedagogical analysis 
- Step 1 is a critical step. I consider it as the 

base of the designing process. Designers need 

to determine objectives, functional 
requirements and information type 

- Encourages the designer to look at the material and divide 

them using some pedagogical analysis 

- In the other method the first step is indicated by green 
boxes. It is concerned with analysing the pedagogy and it 

relates them to the objective, which also gives the key 

points for the designing process 

2 - Provides steps that are divided in a logical 

order to start planning a lesson. 

 

3 - Organises the delivery of the lesson 
depending on objectives 

- Depends on information type to choose media 

- Shows the possible combinations of media 

- Organises the delivery of the lesson depending on 
objectives 

 

5 - Supports the designers to know the objective 

before designing commences, which leads 

them to discover the content of the lesson 
- Analysing the content is a good start 

- Information type table made it easier for me to 

choose multimedia 

- Supports the designers to know the objective before 

designing commences, which leads them to discover the 

content of the lesson 
- Analysing the content is a good start 

Step 2 
 

1 - More determined by using information type 
table and mapping table 

- I found all multimedia I want in the mapping 

table 
- When it is my first time to design I will use 

the MobLearn method, which makes me more 
knowledgeable of all information types and 

multimedia available 

- Detailed mapping process is beneficial 
- Suitable for mobile learning design as it 

guarantees the choice of the most correct 

media 

- Good as it gives the designer freedom to choose the 
multimedia 

2 - Supports decision making in the process 
- Connecting between the learning material and 

the multimedia choice 

 

3 - Guidance to choose the most appropriate 

media, and it guides you step by step to do 

this 

 

4 - Mapping table is helpful, it helped me to 

decide which media to apply 

 

5 - Considers more than 3 media and on the 

positive side it assists the designer with 

choosing the media 
- Considers the delivery of the content using 

multimedia 

- Considers the delivery of the content using multimedia 

- Easy to decide which media to use 

Step 3 4 - Analysing the lesson considering mobile 

screen size 

 

Step 4  

Generally 1 - Steps and sub-steps are clear to follow 

- Suitable for mobile learning design 

- Not time consuming 

- Not long to follow 
- States some theory which is good to build a method on 

- Suitable for mobile learning design 

2 - Appropriate for both lessons or complete 
courses 

- Colour coding to distinguish the steps 

- Table layout 

- Colour coding 
- Clarity of the main 

Processes 

3 - Clear 
- Accuracy in choosing media 

- Easier to follow as it does not contain many restrictions 
- Not time consuming 

4 - A long method, which requires attention to 

detail 

 

5 - Follows some defaults steps, any expert 
designer can follow them 

- Could be used for non-expert and expert 

designers, especially the second step 
- Produces well-designed interfaces, I mean the 

variety of multimedia available to choose 

from 

- Did not take long to apply 

Table 3: Positive points identified by comparative study. 
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indicates all the possible information types, a description 

of these types, and some examples to help the designer 

with the decision making process. The MobLearn method 

then directs the designer to map each of the information 

types to set of possible multimedia by following a set of 

instructions provided. The participants of the comparative 

study agreed that these steps were clear, and that they 

supported the designers in choosing media by connecting 

the actual education material with the multimedia choices. 

6 Final method 
The following section presents the method’s final version. 

As with the original prototype method in [2] this final 

version consists of three stages: 1) user requirements and 

information analysis, 2) media selection, integration and 

design, and 3) system implementation. The following 

section presents the method’s framework. 

6.1 Method’s framework and method’s 

steps 

The method’s framework shows the basic structure of the 

method (see Figure 1). It generally represents the main 

steps with the input and output associated with each 

process. The changes made to the final version were based 

on the results of the comparative study. Compared to the 

previous versions in [2], the first phase became user 

requirements, information, and pedagogy analysis, and the 

input for the media selection phase becomes information 

types and mapping table tools. 

Figure 2 below portrays the steps of the method, 

where the first stage addresses step one, stage two 

addresses steps two and three in the method, and finally 

the third stage is addressed in step four. 

7 Comparison with related methods 
Table 4 below shows the main weaknesses in existing 

methods, found after conducting the literature review, and 

the gaps found and filled by the MobLearn method. 

8 Conclusion 
In this study, the authors used a comparative case study to 

explore the degree to which two methods of m-learning 

are identical as well as their key characteristics with 

reference to interface design. It also discussed their 

variations and the primary purpose of characteristics that 

occurs in one of them but not in the other. 

The paper also assessed the process of MobLearn by 

contrasting it to one of the latest methods of m-learning 

that has the same purpose. The researchers chose the 

method of Stanton and Ophoff (2013), which defines a 

high-level method of m-learning design consisting of eight 

steps. The paper presented the final version of the method 

in two forms: high-level and framework overview of 

method steps. It gave an overview of the method, which 

represented the method as a framework. It also gave an 

overview of the method in the form of steps. In the final 

version, the research adds the mapping techniques for m-

learning design to the body of knowledge. Specifically, it 

supports studies that have suggested that mapping the 

information type to suitable media should also consider 

students’ cognitive ability. The mapping techniques deal 

 

Figure 1: The Framework of the Method. 

 

Figure 2: The Method’s steps. 
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with a clear set of information types and the following set 

of media: animation, non-realistic audio, charts, diagrams, 

graphs, lists, realistic audio, network charts, maps, music, 

photographs, sketches, speech, tables, text, videos, 

captions, gamification and virtual reality. 
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considered 
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A relatively large dataset coupled with efficient but computationally slow machine learning algorithm 

poses a great deal of challenge for Internet of Things (IoT). On the contrary, Deep Learning Neural 

Networks (DLANNs) are known for good performances in terms of accuracy, but by nature are 

computationally intensive. Based on this argument, the purpose of this article is to apply a pipelined 

Support Vector Machine (SVM)) learning algorithm for benchmarking public health data using Internet 

of Things (IoT). Support Vector Machine (SVM) a very good performing machine learning algorithm but 

has constraints in terms of huge training time and its performance is also susceptible to noise. The applied 

software pipelined architecture to SVM was to minimize its computational time under a resource 

constrained device like raspberry pi. It was tested with a medicare dataset with Gaussian noise to assess 

the impact of noise. The classification results of Total Medicare Standardized Payment Amount obtained 

indicated that the proposed pipelined SVM model was optimal in performance compared to DLANN model 

by 79.74% in terms of computational time. Also the performance of SVM in terms of area under curve 

(AUC) was better compared to other models and outscored Logistic Regression by 7.2%, and DLANN 

model by 22.65%. 

Povzetek: Analiziran je vpliv Gaussovega šuma na SCM metodo za plačevanje medijskih storitev. 

 

1 Introduction 
Allhoffa and Henschke indicate that [1] Internet of Things 

(IoT) will become one of the greatest technologies that 

will revolutionize information capabilities and will have 

tremendous impact on the society at large. It is to be noted 

that IoT has limitations in terms of processing, memory 

and secondary storage capacities as compared to laptops, 

workstations and servers. Haller et al. [2][3] define IoT as 

“a world where physical objects are seamlessly integrated 

into the information network, and where the physical 

objects can become active participants in business 

process.” On the other hand, Gokhale et al., [4] define IoT 

simply as a “network of physical objects.” Here they 

indicate that generally speaking devices, vehicles, 

buildings and other forms of hardware and their embedded 

software can be conceived as physical objects. IoT has be 

of special importance to the world of healthcare where 

organizations pertaining to the healthcare ecosystem are 

working towards reduction of costs and improving 

productivity. IoT is especially useful in decision support, 

transmitting information, and device control. Much of this 

pertains to the field of healthcare informatics. Healthcare 

informatics is defined by Wan and Gurupur [5] as “a 

transdisciplinary study of the data flow and processing 

into more abstract forms such as information, knowledge, 

and wisdom along with the associated systems needed to 

synthesize or develop decision support systems for the 

purpose of helping the healthcare management processes 

achieve better outcomes in healthcare delivery.” The 

processes involved in synthesizing and developing 

decision support systems from knowledge and 

information requires innovative computational solutions 

and bolsters the need to advance data science especially 

pertaining to machine learning. Machine learning can be 

effectively performed in a suitable computational 

environment. 

It is to be noted that edge computing or fog computing 

is becoming popular day by day as advanced biomedical 

devices are involved in collecting patient medical data 

thereby further improving processes associated with 

healthcare delivery. The advantages in terms of reduced 

latency between users, edge infrastructure and cloud are 

evident as described by Shukla et al., [6]. The central 

storage and sophisticated processing facilities provided by 

cloud facilities at time may suffer from network latency 

issues for real-time applications and may act as a single 

point of failure. It is to be noted that Machine Learning 

(ML) algorithms are being applied in plethora of 

applications in relation to the context discussed.  

In the work delineated in this article the investigators 

explore Raspberry Pi as an edge computing device for 

benchmarking a popular ML algorithm Support Vector 

Machine (SVM). The SVM is defined by Noble [7], as “a 
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computer algorithm that learns by example to assign labels 

to objects.” As explained by Noble [7] SVM is a key 

algorithm that can be effectively used to identify patterns 

that can be used to train and label data for the purpose of 

classification. Here the classifiers performance is 

measured using the concept of Area under the Curve 

(AUC) as explained by Bradley [8]. This attribute brings 

about a key desired characteristic for analysing healthcare 

data. In the recent past many investigators have used the 

combination of Raspberry Pi and SVM to identify noise 

and patterns. 

For experimentation and demonstration the 

investigators have used health care data with 40,662 rows 

and 28 variables, logistic regression algorithm for 

computational time and Deep Learning Neural Network 

(DLANN) for testing the accuracy of the classification 

results of Total Medicare Standardized Payment Amount. 

The reason for choosing SVM is its ability to produce 

results at higher level of accuracy; however, SVM tends 

to be constrained by high computational time and memory 

complexities for larger size training data [9]. This problem 

is compounded by the constrained computational 

resources of a Raspberry Pi and the presence of noisy data. 

The solution explored is an application of the pipeline 

architecture for SVM and its performances against the 

benchmarks set by of logistic regression and deep learning 

neural network on the same dataset. 

The specific research objectives of the analysis are as 

follows: 

• To analyse the performance of SVM with other 

benchmarks such as Deep Learning Machine 

Algorithm, and Logistic Regression in terms of 

accuracy and computational time under optimized 

and selected variable dataset for a resource 

constrained environment of Raspberry Pi and 

• To implement a pipelined architecture model for 

SVM with feature selection and ascertain the 

consistency of performance in terms of metrics and 

robustness by evaluating the performances on a 

Gaussian Noise based dataset.  

The presentation of a pipelined architecture is to 

contribute to the science of applying SVM to Medicare 

and Medicaid type datasets. Here the investigators are 

mindful of the fact that different datasets of different sizes 

and complexities require different approaches for analysis 

in terms of machine learning. More importantly it is 

important to state that the key targeted contribution of the 

experimentation explained in this article is to provide a 

computational method that can be effectively used in 

analysing healthcare data. 

2 Related work 
SVM suffer from high time required for training datasets 

[9][10]and memory complexities issues. These problems 

are compounded for large datasets and for noisy data were 

SVM had disadvantages in terms of performance, SVM 

was applied by Cheng-Lung Huang [11] for credit scoring. 

They proposed a SVM with Genetic Algorithms (SVM-

GA). One of the drawbacks which they observed that 

SVM-GA took large training times and proposed SVM-

GA to be suitable for parallel architectures. Yazici et.al 

[12], in their work observed the performances of machine 

learning algorithms on raspberry pi as a part of their study 

on edge computing paradigm. Some of their results proved 

that SVM algorithm was slightly faster in inference and 

also efficient in power consumption. The above work’s 

motivated us to reduce SVM’s computational time by 

integrating it with a pipeline architecture model for 

working on moderately large datasets for a resource 

constrained environment like raspberry pi. 

Nguyen and Torre [13] in their work discussed that 

feature selection aided Support Vector Machines towards 

generalization and computational efficiency. The authors 

proposed a convex energy-based framework towards 

feature selection and parameter selection. Experiments on 

seven different datasets and with feature selection helped 

them to retain the desired performances. Sanz et.al, [14] 

discussed in their work that predictor models with most 

relevant variables was one of the important criteria for 

biomedical research. They proposed the extension of 

Recursive Feature Elimination (RFE) based on non-linear 

SVM kernels. The proposed methods when applied on 3 

different datasets performed better as compared to 

classical RFE.  

Logistic regression a supervised learning is one of the 

popular models applied for classifying medical healthcare 

data. Logistic regression usually works on large sample 

size and thus the motivation to apply the same to our 2014 

Medicare Provider Utilization and Payment Data [15]. 

Zardo and Collien [16] successfully used logistic 

regression to successfully identify critical predictor 

variables in public health policy research in Australia. 

Incidentally, Sheets et.al, [17] demonstrated the use of 

logistic regression in identifying attributes associated with 

high utilization of Medicare payments, thereby creating a 

burden on US taxpayer dollars. This research is focused 

on chronic patients and managed care and proactively 

identify high risk patients to reduce the cost of healthcare. 

Thus the present study would like to extend logistic 

regression to resource constrained environment of 

raspberry pi.  

Deep Learning Artificial Neural Networks (DLANN) 

are more specialized forms of artificial neural networks 

and can also learn on their own and handle huge datasets 

to provide superior classification accuracy, but they also 

need huge computational resources. Sakr et.al, [18] in 

their work applied Convolutional Neural Networks (CNN) 

and SVM for automation of sorting waste on raspberry pi 

3.SVM appeared to have higher classification accuracy as 

compared to CNN by outscoring CNN by 11.8%. Ravi 

et.al, [19] also studied the impact of Deep Learning 

algorithms on Health Informatics. They summarized that 

most of the deep learning algorithms were applied to 

balanced or synthetic datasets. Also, deep learning 

algorithms required large amounts of training data.  

Thus, with algorithms like logistic regression, deep 

learning the investigators would like to benchmark the 

classification accuracy and related performances of 

support vector machine on a pipeline architecture on a 

resource constrained device like raspberry pi which holds 

lot of promise for edge devices. This analysis was carried 
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on a dataset of 40,662 records [15]. Gangsar and Tiwari 

[20] studied the impact of noise for fault diagnosis of 

electric machines. They found for perfect original signal 

SVM predicted with greater accuracy for all speeds. 

However, when white Gaussian noise was applied to the 

raw signal, the overall prediction accuracy fell by 10%. 

They considered 2% external noise for their study. Pei 

et.al, [21] in their studies considered the impact of images 

with white Gaussian noise and their performance effects 

on convolutional neural networks (CNNs). As the 

percentage of noise addition increased, the accuracy 

started to decrease. Wu and Zhu[22] analysed real world 

data in terms of noise handling features of data mining 

algorithms. They said error-aware data mining algorithms 

improved the data mining results. Last but not the least, in 

their work Zualkernan et.al., [23] considered the 

application of remote cameras for monitoring animals. 

They considered an IoT based system whereby images 

captured on a camera are processed on the edge using 

Raspberry Pi and the accuracy results are moved to the 

cloud database system. To summarize application of SVM 

and other methods related to data science has immense 

potential that needs to be further explored and the 

experimentation presented in this article is a step taken in 

that direction. 

3 Method and experiments 
The block architecture of the experimental setup is as 

illustrated in Figure.1 

The experiments were executed once the platform was 

laid, this included implementing the pipelined model for 

SVM, installing tensor flow for Deep Learning algorithms 

and a computational time model on a resource constrained 

environment of Raspberry Pi. 

3.1 Statistical optimization and 

performance 

The dataset used for experimentation is a medical 

healthcare data that contains records for physical therapy 

patients and amounts paid to the physical therapists in 

each case Gurupur et al., [15]. It becomes imperative to 

consider feature section techniques for dataset pruning as 

an optimization technique for resource constrained 

environment. Hardware Platform used for the experiment 

was Raspberry Pi B; Quad Core ARM Cortex A53 CPU 

1.2GHz 64bit CPU with 1 GB RAM. From a software 

perspective, a python program was written using numpy, 

pandas and scikit-learn [24] along with keras and 

tensorflow; to apply logistic regression, SVM and 

DLANN for all variables in order to model them as a 

classification problem under supervised learning. This 

software platform was also used to execute metrics like K-

Fold Cross Validation, Confusion Matrix and Area Under 

Curve (AUC). 

The reason for applying statistical techniques for the 

dataset as follows:  

a) To optimize the data features so that it helps the 

machine learning algorithm to classify with a lesser 

number of variables.  

b) To identify outlier’s and remove those from the 

dataset so that we have statistically a more 

normalized dataset.  

Feature selection is an important step in the 

application of machine learning to achieve at times better 

performance from the models in terms of computational 

execution speed. The presence of irrelevant features may 

negatively affect this application. This creates the need for 

developing parsimonious models. The advantages could 

be minimizing the impact of overfitting, accurate results 

and reduce timing. Therefore, feature selection was the 

first step in the process. This was implemented using 

Python scikit-learn library [24] that provides a class called 

SelectKBest and to this the investigators further utilized 

the f_classif score function. Finally, SelectKBest retains 

the first K features of the input dataset X minus the target 

variable. In our case the value of k was 10. Using this 

process the investigators listed the features with top 10 

F_Score in Table 1. 

This was followed by the statistical determination of 

the presence of outliers [25]. As defined by Zhao [26] an 

“outlier is considered as a data point which is far from 

other observations.” Here the investigators believe that the 

presence of outliers may have an impact on the final 

results of machine learning models. With this in mind, the 

investigators applied Interquartile range (IQR) to detect 

the presence of the outliers. Technically, as applied in [27] 

the IQR is measured as the difference between the third 

Quartile and the first Quartile i.e. IQR = IQ3-IQ1. After 

applying the operation to remove outliers from the dataset 

the investigators removed 6,579 entries.The skewness of 

the dataset was measured. Skewness as indicated by [27] 

attempts to indicate the normal distribution of the values. 

Finding outliers and removing them from the dataset is 

one of the ways of handling skewness, this process was 

outlined by [29]. Thus, we measure skewness of the 

selected features before and after removing outliers from 

our dataset (Table 2). 

It can be observed in Table 2 that after removing 

outliers the skewness of the selected features has reduced. 

The analysis of binary classification for selected variables 

for logistic regression, SVM and DLANN is as illustrated 

in Figure 2. 

 

Figure 1: Block architecture of the experimental setup. 
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Metrics applied were K-Fold validation test, 

confusion matrix metrics and Area Under Curve (AUC). 

Cross validation is used to gauge the effectiveness of the 

model. It involves using a sample of the dataset for testing 

and training the model on the remaining part of the dataset 

[30]. The value of k determines the number of groups that 

a data can be split into. In our case we have set the value 

of k to 10; therefore, the name 10-fold cross-validation. 

Additionally, investigators have used a confusion 

matrix also termed as an error matrix to analyse the 

performance of a machine learning algorithm in a matrix 

format [31]. It is as shown in Table 3. 

In the confusion matrix, TP stands for true positive, 

TN stands for true negative, FN stands for false negative 

and FP stands for false positive. The assumptions made 

are 𝑆𝑇𝑃 denotes the Samples of True Positive, 𝑆𝑇𝑁 are the 

samples which denote True Negatives, 𝑆𝐹𝑃 denotes the 

Samples for False positive and 𝑆𝐹𝑁 gives the samples for 

False Negatives. 

Feature variable names F_Score 

Number of Services  22369.69 

Total Medicare Standardized Payment 

Amount  

22184.17 

Total Medicare Allowed Amount  22119.67 

Total Submitted Charge Amount  19193.84 

proxy for # of new patients  19177.12 

Number of Medicare Beneficiaries  18581.63 

Average Medicare Standardized 

Amount per Beneficiary  

7535.67 

Number of HCPCS  6275.17 

Physical therapy services that involve 

Physical Agents  

1998.79 

Physical therapy services that involve 

Therapeutic Practice  

1998.79 

Table 1: Feature selection based on F-Score. 

Feature variable names With 

Outliers 

Skewness 

Without 

Outliers 

Skewness 

Number of HCPCS 0.59 0.26 

Number of Medicare 

Beneficiaries 

2.70 0.98 

Average Medicare 

Standardized Amount per 

Beneficiary  

2.05 0.66 

Physical therapy services 

that involve Physical 

Agents  

1.53 1.17 

Physical therapy services 

that involve Therapeutic 

Practice 

-1.53 -1.17 

proxy for # of new 

patients 

2.87 0.78 

Number of Services  3.96 1.06 

Total Submitted Charge 

Amount  

3.97 1.07 

Total Medicare Allowed 

Amount 

4.15 1.01 

Total Medicare 

Standardized Payment 

Amount 

4.55 1.05 

Table 2: Measuring skewness with and without outliers. 

Input: Medicare data from CSV file 
Output: Measure Accuracy Score 

1. Select the features using F_Score 
 # SelectKBest() is a function under  
 # feature_selection under sklearn library 
 # f_classif uses Anova F-value for classification  
 # purposes 

2. selec_features ← SelectKBest(f_classif, k = 10)  

3..Remove the outliers using Z_Score 
 # zscore a function available in Scipy python  
 # package under stats module 

4..z ← np.abs(stats.zscore(data))  

5..Compute the Skewness to determine normal 
distribution of values 
 #Pandas library in Python to measure unbiased  
 #skewness.  

6.skw ← data.skew()  

7. Remove the outliers by identifying anything 
that is not the range of lower and upper bound 
IQR ← IQR3 – IQR1 
l_bound ← IQR1 - (IQR * 1.5) 
u_bound ← IQR3 + (IQR * 1.5) 

8. Assign X to columns and Y to target 

9. Split X and Y into training and testing dataset 
in the ratio 80 to 20% 

10. Train the models (Logistic,SVM and DLANN 
Model)  

11. Predict the target for the above models. 

12. Compute K-Fold accuracy for the models 
# KFold from sklearn library will split data into 10  
# folds where 9 folds are used for training and  
# 1 fold for validation in an iterative manner;  
# random state=7 is seed for random number  
# generator 

13. kfold ← KFold(n_splits=10, random_state=7) 

14. Compute confusion matrix metrics and ROC 
for the  above models. 

15. Plot the area under receiver operating 
characteristic curve from the metrics module 
under sklearn library 

16. auc_score ← metrics.roc_auc_score(y_test,  
 y_pred_prob) 

Algorithm 1. 
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Accuracy of the classification model [32] is 

determined in the present study by correctness of the 

confusion matrix and is as given in Equation 1.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑚𝑜𝑑𝑒𝑙 =
(𝑆𝑇𝑃 + 𝑆𝑇𝑁)

𝑆𝑇𝑜𝑡𝑎𝑙

 (1) 

where 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑚𝑜𝑑𝑒𝑙  gives the classification 

accuracy. A higher accuracy of 99% is good but at times 

it also depends on the dataset. 

Precision of the classification model gives the 

percentage the correct results among all the returned 

results and is as given in Equation 2 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑜𝑑𝑒𝑙 =
𝑆𝑇𝑃

𝑆𝑇𝑃 +  𝑆𝐹𝑃

 (2) 

where 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑚𝑜𝑑𝑒𝑙  gives precision of a machine 

learning model for classification problem 

Recall is the capacity of the model to find data points 

of interest and is as given in Equation 3 

𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑜𝑑𝑒𝑙 =  
𝑆𝑇𝑃

𝑆𝑇𝑃 +  𝑆𝐹𝑁

 (3)  

where 𝑅𝑒𝑐𝑎𝑙𝑙𝑚𝑜𝑑𝑒𝑙  gives the correct classification of 

positive samples by the machine learning model for the 

given binary classification problem. 

One of the limitations of accuracy is its constraints in 

terms of test sample size which in our experiments has 

been considered as 20%. Thus, for a binary classifier as in 

our experiments, where we have pitted true positives 

against false negatives; Area Under Curve (AUC) gives a 

more generic approach as it evaluates the binary classifier 

model for random guesses. Thus, AUC provides a better 

perceived measure as compared to accuracy which is more 

tightly coupled to a threshold. In an event when accuracy 

cannot be used to clearly distinguish machine learning 

models AUC can work as an alternative deciding 

parameter [33]. The experimentation conducted provided 

K-Fold validation scores of 94.10% and 99.97% for 

logistic regression and SVM respectively.  

Thus, the K-Fold accuracy of SVM is superior to 

Logistic Regression by 12.15%. We now consider the 

confusion matrix metrics for the selected feature dataset as 

illustrated in Figure 2. 

It is further observed in Figure 2 that SVM was the 

top performer and marginally outscored DLANN which is 

an interesting observation which needs to be analysed 

further. 

Figure 3 shows AUC for Logistic Regression, SVM 

and DLANN. From Figure 3 it is observed that SVM has 

the highest AUC of 1.0 followed by DLANN with an AUC 

of 0.99. The AUC of Logistic Regression is relatively least 

with a score of 0.98. 

3.2 Computational time analysis 

Based on the observations made from the binary 

classifier model it becomes imperative that apart from 

scoring high on accuracy and other associated metrics 

computational efficiency on resource constrained IoT 

environment is a necessary attribute for a low-cost data 

analysis system. Therefore, the investigators decided to 

compare the computational time of each model used for 

analysis. The hardware platform used for this aspect of 

analysis was a Raspberry Pi with Quad Core 1.2GHz 

Broadcom BCM2837 64bit CPU, 1GB RAM. The results 

of this analysis is as illustrated in Table 4. 

As mentioned before, the application of feature 

selection and removal of outliers led to the reduction of 

dataset size from 8.7 MB to 2.9 MB. Therefore, it is 

common sense that for a dataset with selected variables 

the computational time will be naturally lower. This is of 

significance for resource constrained environments IoT 

environments such as the Raspberry Pi. It is observed 

under dataset with selected variables Logistic Regression 

outperforms SVM by 99.04% and DLANN by 98.02%. 

This clearly indicates that Logistic Regression is most 

computationally efficient as compared to SVM and 

DLANN. Also, SVM outperformed DLANN and Logistic 

Regression in terms of AUC, confusion matrix metrics and 

 Predicted 

Actual TP FP 

FN TN 

Table 3: Layout of confusion matrix. 

 

Figure 2: Confusion matrix metrics forl logistic 

regression, SVM and DLANN for selected feature 

dataset. 

 

Figure 3: AUC for logistic regression, SVM and 

DLANN for selected feature dataset. 
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K-Fold validation tests. This motivated the investigators 

for further analysis where they built a model where SVM 

provides robust performance and also is computationally 

time efficient. 

3.3 Pipelined support vector machine 

architecture and Gaussian noise 

Pipeline allows us to fit a model by combining a number 

of transformations and executing a predictor once. The 

software pipeline architecture as provided by scikit-learn 

[24] is as illustrated in Figure. 4.  

In Python the Pipeline class [34] allows the collation 

of multiple processes into a single estimator. Therefore, 

we can fit the pipeline to the whole training data and also 

transform it to test data without the need for doing the 

same individually. Linear Support Vector Classification 

abbreviated as LinearSVC uses a linear kernel, is faster 

and can also scale rapidly. These parameters were fed to 

the pipeline to reduce the computational time required for 

SVM on raspberry pi. 

The algorithm implemented in our model of pipelined 

SVM is as illustrated in Algorithm 2. 

Here Gaussian noise is added to the dataset to 

benchmark the performance of SVM against Logistic 

Regression and Deep Learning Artificial Neural Network. 

The presence of Additive Gaussian Noise [35][36] is 

known to have impact on the distribution of the data. To 

check the robustness of the different classifier models a 

common data corruption technique through Gaussian 

noise was applied. Many such analysis were conducted in 

[37] to benchmark neural network robustness. In our work 

the noise signal was set with mean 0 and standard 

deviation of 0.1.To simulate the Gaussian Noise the 

NumPy Random Normal function was used, which 

generates values from the Gaussian distribution. The 

values assumed for μ was 0 and σ = 0.1. The additive noise 

is as generalized [38] in Equation 4. 

𝑀𝑅𝑛𝑜,𝐹𝑛𝑜 =  𝑂𝑅𝑛𝑜,𝐹𝑛𝑜 +  𝜖𝑅𝑛𝑜,𝐹𝑛𝑜  (4) 

where 𝑀𝑅𝑛𝑜,𝐹𝑛𝑜 is the modified data point; 𝑂𝑅𝑛𝑜,𝐹𝑛𝑜is 

the original data point and 𝜖𝑅𝑛𝑜,𝐹𝑛𝑜 is the random noise 

approximately equal to the distribution (μ, 𝜎2); where μ is 

mean and 𝜎2 is the variance. The algorithm for Gaussian 

Noise implementation is illustrated in Algorithm 3.  

The analysis of K-Fold validation tests came with a 

result of 78.88% for Logistic Regression and 78.58% for 

SVM which indicated the similar performance of both the 

models in presence of Gaussian Noise. The performance 

of Logistic Regression dropped by 15.22% and 

performance of SVM dropped by 21.39 %. This clearly 

indicates that in the presence of noise logistic regression 

performed at an acceptable level. We further continued 

our experiments for results with confusion metrics as 

illustrated in Figure 5. 

From Figure 5 it is observed that the performance of 

SVM in terms of accuracy is least 58.44% in presence of 

Gaussian Noise. The precision of Logistic Regression and 

DLANN was good and exhibited similar performances of 

49.79%. and 50.79%. However, it could be observed that 

the precision was one of the worst affected metrics and the 

performance for Logistic Regression dropped by 46.8%, 

SVM by 66.53%, and DLANN by 49.11%. This 

performance was compared with performances of 

machine learning models run on dataset with selected 

features. A low precision for SVM could basically indicate 

a large number of false positives. On the contrary, a high 

value of recall of 99.16% indicates that SVM was very 

sensitive and could successfully identify true positive 

observations. The analysis was continued for AUC metric. 

Binary classifier Model Computational 

Time in seconds 

Raspberry Pi B  

Logistic Regression – Selected 

Dataset 

37.81 

SVM – Selected Dataset 3949.02 

DLANN – Selected Dataset  1918.59 

Table 4: Computational time of machine learning and 

deep learning models. 

Scaler = 
StandardScaler ()

Learning 
Algorithm = 
LinearSVC

Prediction 
Accuracy

Training Dataset

Testing Dataset

Fit and Transform

Transform

 

Figure 4: Pipeline architecture for SVM on Raspberry Pi. 

Output: Pipelined Architecture of SVM 
1.pipe_lrSVC ← Pipeline([('scaler', 
StandardScaler()), ('clf', LinearSVC())]) #Build the 
pipeline 
2. r ← pipe_lrSVC.fit(X_train, y_train)  
3. y_pred ← pipe_lrSVC.predict(X_test) #predict 

Algorithm 2 

Input : newmeddata.csv # The original dataset 
Output: noisy_data.csv # The noisy dataset 
1. σ ← 0.1 # standard deviation is 0.1 
2. μ ←0 # mean is 0 
3. noise ← actual_data + σ * random (size 
(actual_data)) + μ 
4. noisy_data.csv ← actual_data + noise  
#noisy_data.csv is the data with added Gaussian 
noise 
5. target_variable ← int (actual_target_variable + 
noise) 

Algorithm 3 
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From Figure 6 the investigators observe that the 

performance of SVM is better compared to other models. 

It outscores Logistic Regression by 7.2%, and DLANN 

model by 22.65%.  

3.3.1 Computational time analysis 

As indicated in the introduction section the investigators 

performed the computational time analysis of different 

methods. This computational time analysis is illustrated in 

Table 5. 

Here we observe that Logistic Regression was the 

most computationally efficient in terms of execution time. 

However, with a pipeline SVM outperformed its nearest 

competitor DLANN by 79.7 4% and was inferior to 

Logistic Regression by 93.83%. Therefore, SVM 

improved its performance in terms of computational 

execution time. Additionally, it was observed that in 

presence of Gaussian Noise, the accuracy of most of the 

models dropped and DLANN emerged as slight winner 

with little bit of consistency and SVM exhibited low recall 

and high precision thereby exhibiting its fitness for the 

dataset under consideration. Also, the proposed Pipelined 

model of SVM achieved a better performance in terms of 

computational time to its nearest competitor the DLANN 

model.  

4 Discussion 
The investigators in the present work implemented a 

pipeline SVM model to test it against known benchmarks 

of Logistic Regression and Deep Learning Neural 

Network for performance optimization in terms of 

computational time and accuracy metrics for a resource 

constrained environment of Raspberry Pi. Therefore, the 

investigators explored statistical technique of F Score for 

feature selection and could shortlist top 10 features. The 

investigators further processed outliers by applying Inter 

Quartile Range. This helped the investigators to balance 

the skewness of the data. Thus, the modified dataset with 

reduced storage requirements was tested on Raspberry PI 

for machine learning models like logistic regression, SVM 

and DLANN for binary classification and performance 

benchmarking. K-Fold accuracy of SVM was superior to 

Logistic Regression by 12.15%. Confusion matrix metrics 

where further applied to test the machine learning models 

and SVM achieved better performance and at times was at 

par with Deep Learning Neural Network. The uniqueness 

of the present work is that it dealt with the training time 

that SVM takes which is usually large. Thus reducing 

training time was of paramount importance as the platform 

were, SVM was to be implemented was Raspberry Pi. This 

was achieved by implementing SVM with a pipelined 

architecture. Thus SVM achieved a better performance in 

terms of computational time to its nearest competitor the 

DLANN model by 79.74%. .SVM is prone to noise, thus 

the optimized and pipelined architecture of SVM was 

benchmarked with Deep Learning in the presence of 

Gaussian noise. The accuracy of most of the models 

dropped and DLANN emerged as slight winner with little 

bit of consistency and SVM exhibited low recall and high 

precision thereby exhibiting its fitness for the dataset 

under consideration. The better accuracy of DLANN with 

selected features and under noise may be attributed to the 

fact that noise could have added as a regularization factor 

thus boosting the performance of DLANN. This clearly 

provides some pathway for future work in terms of 

 

Figure 5: Confusion matrix metrics for logistic 

regression, SVM and DLANN for selected feature 

dataset and with gaussian noise. 

 

Figure 6: AUC for logistic regression, SVM and DLANN 

for selected feature dataset with gaussian noise. 

Binary classifier Model Computational Time 

in seconds 

Raspberry Pi B  

Logistic Regression –

Selected Dataset with 

Gaussian Noise 

23.57 

SVM – Selected Dataset 

with Gaussian Noise 

382.34 

DLANN – Selected Dataset 

– Gaussian Noise 

1887.36 

Table 5: Computational time of machine learning and 

deep learning models. 
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extending pipeline architectures for Deep Learning 

algorithms [39],[40],[41], which are efficient but slow and 

are visualized for working in resource constrained 

environments of IoT. 

4.1 Limitations of the present work 

The analysis was considered for a single medical dataset. 

In future the capabilities of the models could be 

generalized for a range of datasets. With parallel 

environments for machine learning models and with IoT 

clusters based on graphical processing units (GPU’s) for 

remote computing the models could be made much more 

computationally feasible. Also, techniques like PCA for 

feature selection and its interaction for deep learning 

algorithms was not explored in the present work. 

5 Conclusion 
Overall, the investigators conclude that SVM exhibited its 

robustness in terms of relatively good performances for all 

computational setups of optimized, and corrupted datasets 

in resource constrained environments of IoT. The impact 

of additive noise had distressing effects on most models 

and may be a concern in an environment where devices 

collect data from sensors. As stated, the analysis was 

conducted on a single dataset thereby limiting the 

validation of the conclusions derived. The feature 

selection of dataset resulted in reduction of dataset size by 

67% but had a minor loss in terms of accuracy of the 

classifier models like Logistic Regression, SVM and 

DLANN. Therefore, we can safely suggest that SVM had 

a relatively stable performance across all the scenarios and 

at times was better than DLANN model. Additionally, we 

suggest that pipeline architectures and automating 

machine learning models had a good impact on resource 

constrained environments like Raspberry Pi. SVM 

pipelined model outscored DLANN model by 79.94% for 

a featured selected and Gaussian noise added dataset in 

terms of computational time. Thereby, the investigators 

have concluded SVM as the model of choice for analysing 

similar datasets. Therefore, the core contributions of this 

work were: i) implementing a pipelined Support Vector 

Machine model for performance benchmarking against 

Logistic Regression and Deep Learning Neural Network 

for computational time efficiency and accuracy metric for 

a relatively largest dataset, and ii) a brief analysis of 

computational time analysis for these general methods for 

SVM using Raspberry Pi. In future, the investigators 

would like to explore how the machine learning and deep 

learning models that can detect noise and outliers and 

automatically improve their learning abilities for complex 

pipelined models, in a constrained environment of an IoT 

device enabled by Graphics Processing Unit (GPU). 
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This paper summarizes the Doctoral Thesis that examines various techniques to recognizing Arabic 

textual entailment, deciding whether one fragment of text entails another, where there is an exceptional 

level of structural and lexical ambiguities. As far as we know, the current work is the first study to apply 

this task for Arabic. For this purpose, we firstly describe a semi-automatic method for constructing a first 

Arabic textual entailment dataset. Then, we have investigated various system combination techniques for 

improving tagging and parsing depending on having accurate linguistic analyses. Finally, we have 

improved the standard tree edit distance (TED) algorithm. This extended version of TED, ETED, 

calculates the distance between two trees by applying operations on subtrees and single nodes. The 

current work also uses the artificial bee colony (ABC) algorithm to automatically guess the edit operations 

cost for both subtrees and single nodes and to decide thresholds. The current findings were encouraging 

for Arabic and English RTE-2 test sets. It should be noted most of the methodologies presented here could 

be utilized in research projects on poorly resources languages. 

Povzetek: Predstavljena je doktorska disertacija za obdelavo arabskih besedil. 

 

1 Introduction 
One of the essential tasks for natural language systems is 

to decide whether one natural text snippet entails another. 

Nowadays, textual entailment (TE) is considered as one of 

the most popular generic tasks in this regard. TE can be 

described as a relation between two natural sentences in 

which one sentence's truth, the entailing expression (T), 

compels the truth of the other, what is entailed (H). For 

instance, ‘The president was assassinated.’ entails ‘The 

president is dead.’, whereas the reverse does not hold. 

TE definition contrasts with the standard entailment 

definition, i.e., T entails H if H is true whenever T is. The 

TE recognition task is in some ways easier than the 

classical entailment task.  It has led to different techniques 

that diverge from the tradition of translating from natural 

language into logical forms and using standard approaches 

of theorem proving to determine the relationships between 

these logical forms. 

2 Methodology 
The current work [1,2] aims to see how well existing 

approaches for recognizing textual entailment (RTE) work 

when utilized to the Arabic language; and to provide 

suggestions for improvements that teat with the particular 

issues posed by the language. We used the TE architecture 

system that is illustrated in Figure 1. At each stage, we 

aimed to take advantage of variations on the standard 

machinery to assist us in overcoming the additional 

challenges posed by written Arabic. 

2.1 Arabic linguistic analysis 

Such a system depends on the presence of accurate 

linguistic analyses. It is notoriously difficult to obtain such 

analyses for the Arabic language. Concerning these 

problems, we looked into solutions that used system 

combination strategies to improve tagging and parsing to 

overcome these issues [3]. These strategies outperform 

any of the contributing tools by a significant margin [4]. 

A tagger and a parser are implemented as preprocessing 

tools to represent each sentence as dependency trees. We 

use the method described by [5] of merging the three 

taggers (MADA, AMIRA, and a maximum-likelihood 

tagger) based on their confidence levels, using the built-in 

 

Figure 1: General diagram of current system [1]. 
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tokenizer from MADA to preprocess the text. In [6], we 

show that the combination strategy achieves 99.5% 

accuracy for the ‘Bies’ tagset. We then use a combination 

of three parsers (MSTParser plus two MALTParser 

algorithms) as described by [7]. This gives around 85% for 

labeled accuracy, which is the best Penn Arabic treebank 

(PATB) result we have seen. We apply these combinations 

in all our series of experiments. 

2.2 Arabic TE dataset 

To evaluate our Arabic TE system, an appropriate dataset 

is required. As far as we know, no Arabic datasets are 

available for the TE task; therefore, we have had to create 

one. We have utilized one of the approaches applied for 

collecting the T-H pairs in the RTE tasks, with a slight 

alteration. We developed in [8] a semi-automatic approach 

for producing a first Arabic textual entailment dataset 

relying on an improved version of the ‘headline-lead 

paragraph’ technique. We outlined the challenges that 

come with depending on volunteer inter-annotators to 

make the judgment and developed a regime to address 

some of these issues. There are 600 pairings in the 

preliminary testing dataset, each with a binary annotation 

of ‘yes' or ‘no' (a 50-50 split). This dataset is similar in 

size to the RTE-2 dataset but with typically longer 

sentences. 

2.3 Tree matching 

We investigate various systems for the task of Arabic TE, 

starting with basic and reliable but approximate systems 

and proceeding to more advanced systems. There are two 

primary groups of these systems [1]: surface string 

similarity systems (bag-of-words system and Levenshtein 

distance systems) and syntactic similarity systems (tree 

edit distance systems, our extended version of TED with 

subtree operations systems (ETED) [9,10,11], hybrid 

ETED with optimization algorithms such as ABC 

algorithm). Six systems out of 10 are reimplementations 

of existing methods that have been implemented for other 

languages. These serve as baselines and indicate that when 

applied to Arabic, the findings are comparable to those 

achieved with English. While four systems cover our 

contributions, each representing a distinct version of our 

system. 

2.4 Entailment decision 

This part is responsible for making the final entailment 

decision depending on the final score. To evaluate if this 

score should lead to a certain judgment, one threshold 

(entails/not-entail tests) or two thresholds 

(entails/unknown/not-entail tests) are utilized [9].  

3 Conclusion 
The current findings were extremely encouraging on the 

Arabic test set, notably the F-score improvement. The fact 

that some of these findings were replicated for the RTE2 

test set, where we did not have any control over the 

dependency trees parser, gives some evidence for the 

current approach's robustness [1]. In both circumstances, 

we anticipate that having a more accurate parser (our 

Arabic parser achieves approximately 84% accuracy on 

PATB, whereas MINIPAR is estimated to reach around 

80% accuracy on the Suzanne tested corpus) would 

improve the performance of both versions of TED. 
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Kumar, H. Kwaśnicka, W.K. Lai, C.-S. Laih, K.-Y. Lam, N. Landwehr, J. Lanir, A. Lavrov, M. Layouni, G. Leban,
A. Lee, Y.-C. Lee, U. Legat, A. Leonardis, G. Li, G.-Z. Li, J. Li, X. Li, X. Li, Y. Li, Y. Li, S. Lian, L. Liao, C. Lim,
J.-C. Lin, H. Liu, J. Liu, P. Liu, X. Liu, X. Liu, F. Logist, S. Loskovska, H. Lu, Z. Lu, X. Luo, M. Luštrek, I.V.
Lyustig, S.A. Madani, M. Mahoney, S.U.R. Malik, Y. Marinakis, D. Marinčič, J. Marques-Silva, A. Martin, D.
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