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This paper describes a work on transfer learning in neural networks carried out in 1970s and early 

1980s, which produced its first publication in 1976. In the contemporary research on transfer learning 

there is a belief that pioneering work on transfer learning took place in early 1990s, and this paper 

updates that knowledge, pointing out that the transfer learning research started more than a decade 

earlier. This paper reviews the pioneering 1970s research, and addresses important issues relevant for 

the current transfer learning research. It gives a mathematical model and geometric interpretation of 

transfer learning, and a measure of transfer learning indicating positive, negative, and no transfer 

learning. It presents experimental investigation in the mentioned types of transfer learning. And it gives 

an application of transfer learning in pattern recognition using datasets of images.  

Povzetek: Ta članek opisuje delo na področju prenosa učenja v nevronskih omrežjih, opravljeno v 

sedemdesetih in zgodnjih osemdesetih letih prejšnjega stoletja, ki je prvo publikacijo izdalo leta 1976. V 

sodobni raziskavi o transfernem učenju obstaja prepričanje, da je pionirsko delo na področju 

transfernega učenja potekalo v začetku devetdesetih let, in ta članek to znanje posodablja. poudarja, da 

so se raziskave o transfernem učenju transfernem učenju začele 15 let prej. Ta članek pregleduje 

raziskave in obravnava pomembna vprašanja za sedanje raziskave o transfernem učenju. Daje 

matematični model in geometrijsko razlago transfernega učenja. Daje merilo transfernega učenja, 

vključno s pozitivnim, negativnim in tabula rasa prenosnim učenjem. Predstavlja eksperimentalno 

raziskovanje omenjenih vrst transfernega učenja. Uporablja prenosno učenje pri prepoznavanju nabora 

podatkov. 

 

1 Introduction
Transfer learning is a machine learning method where a 

learning model developed for a first learning task is 

reused as the starting point for a learning model in a 

second learning task (Tan et al. 2018). It is a research 

problem in machine learning that focuses on storing 

knowledge gained while solving one problem and 

applying it to a different but related problem (Wikipedia 

> Transfer Learning, October 2020). Often previous 

learning is referred to as source and the next learning as 

target (Pratt 1993, Pan and Yang 2010, Weiss et al. 

2016). Basically it is using a pre-trained neural network 

(trained for Task1) for achieving shorter training time 

(positive transfer learning) in learning Task2. Transfer 

learning is an emphasized way of learning in 

contemporary multistage neural networks named deep 

neural networks (e.g., Goodfellow et al. 2016). 

According to (Wikipedia > Transfer Learning, 

October 2020), the earliest work on transfer in machine 

learning is attributed to Lorien Pratt (1993). That work 

points out the earlier work on the subject (Pratt et al. 

1991). After 1993, as pointed in Pan and Yang (2010) the 

fundamental motivation for transfer learning in the field 

of machine learning was discussed at a NIPS-95 

workshop on “Learning to Learn” (Baxter et al. 1995).  
In the context described above, this paper informs on 

an explicit work on transfer learning which took place 

fifteen years before the Pratt et al. (1991) work. That 

research, reviewed here, started 1972 producing some 

unpublished reports (Bozinovski 1972, 1974) and a 

published report in 1976 (Bozinovski and Fulgosi, 1976) 

which explicitly in the title addressed the transfer 

learning concept. Research continued after that, and 

reports were given in (Bozinovski et al. 1977, 

Bozinovski 1978, 1981, 1985a, 1985b, 1995).  

That initial research on transfer learning is important 

to the current effort in transfer learning, because in 

addition of presenting initial concept of transfer learning 

in neural networks, it describes an early approach of 

defining a measure of transfer learning which is of 

interest to current efforts in transfer learning (Tan et al. 

2018). The review presented here, in addition to 

mathematical treatment of transfer learning, describes the 

experimental investigation on transfer learning  which 

took place during 1976-1981. This paper also gives an 
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application of transfer learning, in obtaining shorter 

training sequences in learning a dataset of images 

representing letters.   

In the sequel the paper first reviews the neural 

network used in early research on transfer learning, 

during 1972-1981. Then it gives a mathematical model of 

supervised learning, in which it explicitly introduces 

transfer learning. Then it gives a geometrical model of 

transfer learning, including positive, negative, and no 

transfer learning. Then, in Section 5, it defines a 

mathematical index, a measure of transfer learning. In 

Section 6 the paper discusses a search for a solution of 

pattern classification problem in case of negative transfer 

learning. In Section 7 the paper discusses the multi-class 

multi-template problem of transfer learning. Section 8 

shows results of experimental investigation in transfer 

learning. It first shows experiments with small set of low 

resolution images representing letters, demonstrating 

experimentally the effect of tabula rasa, positive, and 

negative transfer. The paper then extends to an 

application of transfer learning in case of learning a 

dataset of three sets each containing 26 images 

representing letters. The section 9 reviews the related 

work by other authors which appeared after 1986, 

influenced by the renewed interest in neural networks 

due to the book of Rumelhart, McClelland, and the PDP 

Group (1986), including the work of Pratt et al. (1991) 

and Pratt (1993). The paper ends with a discussion and 

conclusion section. 

2 The neural network 
The neural network used in our study (Bozinovski 1972, 

1974, 1995) is shown in Figure 1. 

The network contains 5 computational stages 

(layers). The first one, M, is the sensor layer, with 

sensors arranged according to a need, for example as a 

matrix retina. Sensors are binary giving values 0 or 1. 

Second layer, Z, is a feature extraction layer. Feature 

is a pattern which is used as input in recognition of a 

higher level pattern. Examples of features might be 

"horizontal line", "circle", "upper left corner", or a rather 

complex feature. Important is that the feature is a first 

stage in recognizing a pattern, which is a set of features. 

One way of defining a feature is to pre-wire all sensors in 

a horizontal line and to create an output from Z layer, 

with interpretation "horizontal line". The other way is to 

add a Z-element with trainable weights and produce an 

output with interpretation "horizontal line". The number 

of outputs from Z-layer is often  larger than the number 

of input sensors. For example each sensor can be 

considered a feature, plus some needed features such as 

"middle horizontal line", "left corner" or "square".  

The outputs of the layer Z are inputs to the third 

layer, the A-layer. It contains A-elements, or associative 

units, as named originally by Rosenblatt (1958, 1962), 

and used in early neural learning research (e.g. Glushkov, 

1967). We will use that term, but we will also use the 

term associative weights. A weight represents the 

relevance of the feature in creating the concept of a 

pattern. They are divided into subsets A1, A2, ..., An, each 

subset having inputs from the feature layer Z. The 

subsets are associated to a cognitive concept, a class to 

which input patterns are classified. If there are n possible 

classes and Ns possible features, then each A element can 

be represented by values wis, i=1,..,n; j=1,..,Ns. They are 

in general real numbers. Each class of A elements 

represent a concept, a cognitive class, that will be learned 

in the pattern classification process. For example, if a 

task is to classify images, then one set of A elements will 

be devoted to recognize image "E", another to recognize 

the image "F" etc. 

Next layer, S, are elements that perform some 

computation over the subsets of A elements representing 

cognitive classes. An S element si computes some 

function y(wij) over the elements wij , i = 1,..,n; j =1,.., 

Ns. Most often these elements compute a weighted and 

thresholded sum yi = jwij xj - pi where pi  is named 

threshold of the element si. Further in the text we will use 

the -notation for threshold , i.e. pi = i. There are n S-

elements in this layer, s1, s2, ..., sn. A subset of A 

elements and the corresponding S element is named a 

neuron of the neural network. 

The next layer, D, is an arbiter layer, which chooses 

an S-element out of n alternative S-elements. Usual way 

is computing a maximum function. This layer can be 

composed by set of neurons which have a common  

threshold. Such an Isothreshold Neural Network (e.g. 

Bozinovski 1985a) has a common threshold value equal 

to maximal value of the individual neuron thresholds. 

Such a network provides a mechanism for computing 

maximal value in neural networks. In addition, the 

maximal value might be normalized to 1, and the 

maximum computing network can be viewed as 

computing fuzzy union if the input values are also 

normalized between 0 and 1. The output of this layer is 

an integer from 0 to n. For example, output d = 2 means 

that the observed pattern belongs to class 2 out of the 

considered n classes. The output d = 0 means that the 

classification is undecided, possibly there are two S-

elements computing the same largest value, so there is no 

single maximal value.  

The next layer E, is output interface layer. It 

activates some device that is controlled by this neural 

 
Figure 1: A 5-layer neural network used in supervised 

learning for pattern recognition in the research 

described here (Bozinovski 1974, 1995). 
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network. For example if d=2 is computed, then this layer 

may activate a speech device telling the sound 

representation of the class 2.  

The neural network presented in Figure 1 was the 

one we started our research in neural networks with. The 

first task we considered was distinguishing a horizontal 

vs vertical line on a matrix retina (Bozinovski 1972). 

That is not reviewed here. This paper is focused on 

modeling transfer learning.  

3 Mathematical modeling of transfer 

learning in a neural network 
For purpose of presenting the concept of transfer 

learning, here we use a simplified version of the 5-layer 

network on Figure 1. Let the layer M consists of m 

synapses or sensors. Let layer Z does not compute any 

additional feature besides the sensor inputs, so it just 

represents connections from sensors to A-elements. Let 

each subset of A elements has the same connections to 

the sensors as the other subset of A-elements. The A-

elements will be named synaptic weights, such that the 

weight wis represents the s-th synapse element in the i-th 

class of A elements. Then the S-element si computes the 

function yi = swisxs - i. Let the layer D is represented 

by a maximum selector function: (di = 1 if yi = maxi{yi} 

otherwise di = 0). Other way of denoting a maximum 

selector is d = indmax{yi} where indmax{ } returns the 

index of the maximal element in the considered set. In 

the literature this function is usually written as d = 

argmax{ }, but we use our original notation (Bozinovski 

and Fulgosi, 1976). 

3.1 An approach toward modeling 

supervised learning in neural networks 

The principal learning concept of the neural network 

approach toward machine learning is the concept of 

(synaptic) weights (e.g. Rumelhart et al. 1986, 

Goodfellow et al. 2016). In pattern classification with 

neural networks the principal representation spaces are 

the pattern feature space and weights space. However, it 

should be noted that while in artificial neural nets 

synaptic weights are observable, in real biological 

systems they are not observable. So it is interesting to use 

a representation of the supervised learning problem 

which will not deal with synaptic weights as primary 

representation concept. Here we will describe such a 

representation which is a weights-free and we call it 

teaching space (Bozinovski 1981, 1985b). 

Let us note that in a supervised learning there is a 

system named teacher who has a reference model of the 

knowledge to be transferred in the other system named 

learner or student. The teaching space approach is based 

on the following notation:  

Let x be a body of knowledge to be learned by the 

student. For example x might be a visual pattern to be 

classified in a class. The supervised learning procedure 

(training) contains both teaching trials (where the teacher 

presents the knowledge about x), and examination trials 

(where the student presents its knowledge about x). After 

the training is completed there will be many exploitation 

trials, where the learner will show its knowledge in an 

application. 

Let !(x) denotes a teaching (or advising) trial, 

representing the teacher’s reference model knowledge 

about x. Let ?(x) denotes a test (or examination) trial, 

representing the current learner’s knowledge about x. 

Then, the goal of the teaching process becomes  

?(x) = !(x) for all considered x.   (1) 

The learner we use is a maximum selector classifier 

(Figure 1). For each input pattern x in an test trial, the 

learner computes n alternatives, i.e., computes n 

functions y1(x),..,yn(x), and chooses the one with 

maximal value. If there is no maximal value the learner 

gives special answer meaning "undecided", for example 

value 0. 

Lets define a set X of N objects (patterns), 

X={x1,..,xi,..,xj,..,xN}, to be classified into n classes, 

C1,..,Ck,..,Cq,..,Cn, where N > n. Let, by teachers 

reference model, the i-th pattern belongs to the k-th class 

and j-th pattern belongs to the q-th class. That can be 

written as  

!(xi)= Ck;  i=1, …, N; k=1,...,n; (2.1) 

!(xj)= Cq;  j = 1,…, N, q=1,...,n; j  i, qk; (2.2) 

In an examination trial it is computed the maximum 

value, which means that the correct classification is 

achieved if the following pair of inequalities holds 

?(xi) = !(xi) = Ck   yk(xi ) > yq(xi )       (3.1) 

?(xj) = !(xj) = Cq   yq(xj ) > yk(xj )       (3.2) 

Further, we assume that the patterns are represented 

as feature vectors x1,..,xN and that the weight  vectors are 

represented with w1,..,wn, where wk is associated with the 

class Ck.  

The learning process is governed by a consequence 

driven teaching process with an error correction learning 

rule  

 if  ?(xi)   is different than   (!(xi) = Ck ) 

 then correct wk toward xi:  wk = wk + cxi  (4) 

where c is a constant. In words, if the classifier 

erroneously classifies the pattern xi in an test trial, a 

teaching trial is introduced in which the pattern xi is 

added to the weight wk, lecturing that xi belongs to Ck.  

Here c is a learning rate which is a constant and we 

use the value c=1.  

3.2 Introducing transfer learning  

Consider neural network from Figure 1 which has 

capability to classify N patterns into n classes, N > n. 

Consider the simplest task, two patterns xi and xj to be 

classified into two classes Ck and Cq. The problem is 

stated with relations (3). However let us emphasize that k 

and q are arbitrary in the set of {1,...,n| kq}, and also i 

and j are arbitrary in the set {1,...,N| ij}. 

Now we introduce transfer learning. Let assume the 

considered neural network has been subject of a learning 

task which we call first learning task. After that first 

learning task the neural network learner is now subject to 
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a second learning task. The second learning task will be 

carried out by a supervised learning (or teaching) process 

represented by a teaching sequence L. The teaching 

sequence contains both teaching and test (examination) 

trials. However, the memory of the learner is updated 

only during the teaching trials. The test trials demonstrate 

the knowledge already stored in the memory of the 

neural network learner. 

Let yk(xi) be the output of Sk element of the neural 

network at the completion of the first learning task. It is 

the initial knowledge as demonstrated by this neural 

network before the second learning task. We emphasize 

that with notation yk
0(xi) := yk(xi), pointing out with a 

superscript 0 that it is initial knowledge for the second 

learning task. So the output  yk
0(xi) manifests the transfer 

learning from the first teaching task about the concept 

class k, before the second teaching task with teaching 

sequence L is applied.  

Let yk(xi/L) be the output of Sk element representing 

class k when shown pattern xi after the learning in the 

second task with the learning sequence L. So the second 

learning task will be modeled with the following outputs 

from elements Sk and Sq 

 yk(xi/L) = yk
0(xi)+ aijpi   (5.1) 

 yq(xj/L) = yq
0(xj)+ ajipj   (5.2) 

where pi is the number of appearance of pattern x in a 

teaching trial of the teaching sequence L, i.e. the number 

of application of the learning rule (4), and aij is the inner 

product between patterns, aij = xi
Txj. 

So, in order a correct pattern classification to be 

achieved in the second task, by a neural network with 

maximum selector as in Figure 1, it is necessary and 

sufficient that the following system of inequalities holds 

 yk(xi/L) > yq(xi/L)   (6.1) 

 yq(xj/L) >  yk(xj/L)   (6.2) 

which leads to 

 aii pi - aij pj > - yk
0(xi) + yq

0(xi) (7.1) 

 -aji pi + ajj pj  > yk
0(xj) - yq

0(xj) (7.2) 

That reasoning leads to the following Theorem: 

Theorem 1. (Transfer learning in case of learning 

arbitrary two patterns from a set of patterns) Let xi and xj 

be arbitrary patterns from a set X ={x1,..,xi,..,xj,..,xN} of 

N patterns, which a maximum selecting neural classifier 

should learn to classify into given two classes Ck and Cm 

respectively, from a set C={C1,..,Ck,..,Cm,..,Cn} of n 

classes. Let aij = xi
Txj. Let the lecture (teaching trial)  !xi 

= Ck is presented pi times, and let !xj = Cm  is presented pj  

times in the teaching sequence L. Then, the problem of 

correct classification learning is equivalent to the 

problem of finding pi  and pj  which satisfy the pair of 

inequalities 

      aii  -aji       pi      qk(xi)  

         >    (8) 

      - aij   ajj     pj            kq(xj)   

which in compact form can be written as  

 Ap >      ( 9) 

where   

        = qk(xi)   =   yq
0(xi) -yk

0(xi)               (10) 

 kq(xj)        yk
0(xj) - yq

0(xj) 

is named transfer learning vector. 

Before we present the proof of the Theorem 1 we 

will give interpretation of the variables which appear in 

the theorem.  

First we point out that the left side of the inequalities 

(8) contain a matrix of all inner products between 

patterns. The inner product aij  between two patterns xi 

and xj shows how much their features overlap. It can be 

viewed as covariance, a manifestation of pattern 

similarity. We denote that matrix A = [aij], and name it a 

matrix of mutual similarity between patterns. Note that 

this matrix is invariant to the teaching process, it simply 

describes relation between the given patterns.  

The vector p=(pi pj)T  shows how many times 

patterns were shown in a teaching trial in the teaching 

sequence L. It is a training vector of the second learning 

task.  

The right side of inequalities contain the variables 

are due to transfer learning from a learning task prior to 

this considered task of training using curriculum L. It 

contains differences of outputs of S-elements for each 

pattern shown in the teaching process, i.e. yqk
0(xi) = 

yq
0(xi) - yk

0(xi) for shown pattern xi, and ykq
0(xj) = yk

0(xj) 

- yq
0(xj) for shown pattern xj.  

So the left side of matrix inequalities, Ap, contains 

all controllable and observable parameters of the 

teaching process. If patterns are known, the matrix A is 

known. The teaching sequence L is the one it is looked 

for, and after it is found, the vector p will be known. 

However, the right side of inequalities, vector , which 

represents transfer learning, is in general case not 

known. Teaching of a biological brain does not assume 

that initial values of weights are known. Often the task is 

to teach a learner regardless the transfer learning. 

However, because of unknown transfer learning teaching 

process might converge in a longer time. 

The proof of the Theorem can be expressed using a 

reasoning flow diagram as shown in Figure 2. The 

equations and inequalities used have been already 

described in the text. 

Note that if all thresholds in the network are equal, 

then the transfer learning can be expressed as 

kq(xj) = (wk
0-wq

0)xj    (11) 

3.3 Modeling positive and negative 

transfer learning  

In this section we will address formally the following 

questions.  

Given a neural network that has been subject to a 

learning Task1, is it possible to find a teaching sequence 

L which will solve the teaching Task2 regardless the 

transfer learning from Task1? 
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!(xi) = Ck  yk(xi)|L > ym(xi)|L 

!(xj) = Cq..  yq(xj)|L > yk(xj)|L 

 

yk(xi)|L = (wk|L)xi -k 

 

   (wk|L)xi - k > (wq|L)xi - q 

   (wq|L)xj - q > (wk|L)xj - k 

 

 

wk|L = wk
0 + cpixi 

 

aij := xixj 

          cpiaii – cpjaji > (wq
0xi- q) – (wk

0xi-k) 

          cpjajj – cpiaii > (wk
0xj- k) – (wq

0xj-q ) 

 

yq
0(xi) := wq

0xi-q 

 

qk
0(xi) = yq

0(xi)-yk
0(xi) 

 

 c=1 

 

  aii -aji pi qk
0(xi) 

          > 

  -aij ajj pj kq
0(xj) 

 

Figure 2: Proof of the Theorem 1 in a reasoning flow 

representation. 

Case of positive transfer of learning. Is it possible 

that Task1 helps achieving shorter sequence L in Task2, 

than if starting from no previous transfer of learning?  

Case of negative transfer of learning. Is it possible 

that Task1 will produce a longer sequence L in Task2, 

than if starting from no previous transfer of learning?  

In order to answer those questions we will further 

elaborate on the inequalities (7). We repeat them here for 

clarity and renumber them (12) for keeping the sequence: 

 aii pi - aij pj > - yk
0(xi) + yq

0(xi) (12.1) 

 -aji pi + ajj pj  > yk
0(xj) - yq

0(xj) (12.2) 

The inequalities (12) can be rewritten to see 

explicitly how pj depends on pi. To see that, we move 

terms with pi on the right side of the inequalities (12) and 

we obtain the following system of inequalities: 

 - aij pj > - aii pi - yk
0(xi) + yq

0(xi) (13.1) 

   ajj pj  >   aji pi + yk
0(xj) - yq

0(xj) (13.2) 

Now we multiply equation (13.1) with -1, which 

changes the inequality sign from > to <. We obtain the 

following system of inequalities:  

 aij pj < aii pi + yk
0(xi) - yq

0(xi) (14.1) 

 ajj pj > aji pi + yk
0(xj) - yq

0(xj) . (14.2) 

where from 

 pj < (aii / aij) pi + (yk
0(xi) - yq

0(xi))/aij      (15.1) 

 pj > (aji / ajj) pi + (yk
0(xj) - yq

0(xj))/ajj      (15.2) 

and finally 

 pj < (aii / aij) pi + kq(xi) / aij   (16.1) 

 pj > (aji / ajj) pi + kq(xj) / ajj  (16.2) 

These inequalities can be observed geometrically as 

in Figure 3. 

 

         Pj  

 

 

 

 

kq(xj)/ajj            

 

 

           kq(xi)/aij  

 

      pi  

Figure 3: Geometric interpretation of Theorem 1. 

Note that because aij =xi
Txj, the coefficient aii/aij > 1, 

and the coefficient aji/ajj < 1. Because xi  xj those 

coefficients are never at the same time equal 1. Because 

coefficients aii/aij > 1 and aji/ajj < 1 are slopes of the 

boundaries of the solution region, it means because 

patterns are different, xi  xj, the angle  on Figure 3 

always exists, and the solution points for (pi, pj) inside 

the shaded region defined by the angle  always exist.  

So we can formulate the following statement.  

Theorem 2. It is always possible to chose a teaching 

sequence L which will contains patterns xi and xj (xi  

xj), such that after training with L the learner is able to 

correctly classify the patterns regardless transfer of 

learning from a previous learning task.  

The proof is given in the previous reasoning using 

equations (12)-(16).  

The teaching space in which we observe transfer 

training is an integer space. The components pi and pj are 

non-negative integers. In Figure 3 it is shown that only 

the integer points are solutions for correct classification 

of xi and xj. 

4 Geometric interpretation of 

transfer learning: positive, 

negative, and tabula rasa  
From Figure 3 we can see that the solution region of the 

teaching process is a convex cone defined by two 

parameters: 1) the position of the coordinate origin 

relative to the vertex of the cone, and 2) the angle of the 

convex cone. The orientation of the cone is always such 

that most of it lies within the first quadrant, although the 

vertex may be in any quadrant. We call this a positive 

convex cone. 

The angle of the convex cone is determined solely by 

inner products between patterns. The angle represents the 

similarity between patterns in a sense of overlapping 

features. 
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Transfer learning is geometrically represented by the 

position of origin of the coordinate space (pi, pj) relative 

to the convex cone. That is illustrated in Figure 4. 

               pj  

 

 

                T4 

  

            T2  pi 

             T0 

 

        T-2  

        T-4 

 

Figure 4: A geometric interpretation of transfer learning. 

The plane (pi, pj), the convex cone, and various 

coordinate origins representing transfer learning from a 

previous learning task.  

As Figure 4 shows, if the peak of the convex cone is 

in the coordinate origin (coordinate system T0), then 

there is no transfer learning. The learner starts from 

tabula rasa initial conditions. It means that the memory 

values are all equal, for example all zero. However they 

are not necessary zero, they need only to be all equal 

(homogenous initial conditions). In this condition a 

learning process must take place for both patterns (or 

lessons) xi and xj in order the learner to correctly 

recognize those patterns.  

If the coordinate origin is inside the solution region 

(coordinate system T4) the learner has positive transfer 

learning. There is no need of additional learning. The 

previous learning is enough for the correct recognition of 

the patterns.  

If the coordinate origin is in region symmetrically 

opposite the solution region, (negative convex cone), it is 

an example of negative transfer learning. Coordinate 

system T-4 is such a case. Both patterns xi and xj have 

been previously, in Task1, classified into classes which 

are incorrect according to the new Task2. So the new 

learning process must include both patterns. The learning 

process will be longer than in case of tabula rasa 

condition. 

If the coordinate system is in the area outside the 

positive and negative convex cones (examples T2 and T-2 

coordinate systems), then there are situations in which 

for one pattern there is positive transfer learning and for 

the other is negative.  

5 Defining an index of transfer 

learning in a neural network 
Based on the geometrical interpretation of transfer 

learning in Figure 4 we will now define an index of 

transfer learning, a numerical representation of transfer 

learning. Measure of negative transfer as well as 

transferability measure are emphasized in contemporary 

transfer learning research (Tan et al. 2018). The index 

which we will discuss here is proposed in (Bozinovski 

and Fulgosi 1976).  

The mathematical measure of transfer learning was 

introduced using the following reasoning. Observe the 

segments the lines in Figure 4 define intercepting with 

ordinate pj. For T0 coordinate system both lines have 

intercept 0. For coordinate system T4, one intercept is 

positive (for the boundary line pj > pi) and the other is 

negative (for the boundary line pj < pi). For coordinate 

system T2 one intercept is positive and the other is 

negative. For T1 both intercepts are negative. For T3 both 

intercepts are positive. Note that also in Figure 3 above, 

it is shown a case of both positive intercepts. So we will 

only observe the sign of the intercepts, positive, negative, 

or zero, and we will define index of transfer learning.   

Note that the intercepts are defined as kq(xi)/aij and 

kq(xj)/ajj  and consequently their signs are defined as 

sign(kq(xi)/aij) and sign(kq(xj)/ajj) where sign( ) is a 

function that gives 1 for positive, 0 for zero, and -1 for 

negative argument. Now we can define an index, a 

measure of transfer learning on the basis of signs of 

intercepts of the boundary lines for patterns xi and xj. 

TL(kq(xi), kq(xj)) = 3sign (kq(xi) -sign(kq(xj)       (17) 

According to this index, if both signs are positive 

then TL =2. That corresponds to a coordinate system T2 

in Fig. 4. If both are negative, then TL = -2 and that 

corresponds to the coordinate system T-2 is Fig 4. If both 

are zero, then TL=0, which corresponds to coordinate 

system T0 in Fig. 4. If sign (kq(xi) =1 and sign(kq(xj) = -

1, then TL = 4 which corresponds to coordinate system 

T4 in Fig. 4.  

Note that the index TL considers all the integer 

values in the interval [-4,+4]. Figure 5 shows the TL 

values and their geometric interpretation. 

 

 

     4 

 

      1    3 

  -2 

   0  

    +2 

  -3    

       - 4     -1 
 

Figure 5: A geometric interpretation of index TL, a 

numerical index of transfer learning. It shows the values 

of the regions of the (pi, pj) plane where a learner finds 

itself after the first learning task Task1, and facing the 

second learning task Task2.  

The introduced index of transfer learning shows 

position of the coordinate origin in the plane (pi, pj) 

relative to the peak of the vertex inside which is a 

solution of the pattern recognition problem. It shows 

where in the (pi, pj) plane is the starting point to learn 

Task2 by a learner with transfer learning from previous 

Task1. From Fig. 5 we can give following interpretations 

for transfer learning index TL: 

 If TL = 4 the learner correctly classifies both 

patterns, without need for additional learning. It is a 

positive transfer learning from a previous Task1.  



Reminder of the First Paper on...  Informatica 44 (2020) 291–302 297 

 

 If TL = 1 or 3 the learner recognizes one 

pattern but is undecided about the other. The coordinate 

origin lies on a boundary line of inequalities. For 

example, if TL=3 the coordinate origin lies on the right 

boundary line of the positive convex cone. In such a 

case, if the convex cine angle is not too small. then only 

one presentation of the pattern xj in a teaching trial is 

enough that the learner correctly classify both patterns.  

 If TL = 0 the learner is undecided about both 

patterns. There is no transfer of a previous learning, the 

learner is in tabula rasa condition.. 

 If TL= - 4 the leaner incorrectly classifies both 

patterns. It is example of negative transfer learning. 

 If TL= 2 the learner correctly classifies one 

pattern but incorrectly the other one. In this case there is 

a transfer learning, positive for one pattern but negative 

for other one.  

 The considered index of transfer learning (17) 

can be normalized for value between -1 and  1 if the right 

side of equation (17) is divided by 4. 

6 Search for a learning solution in 

case of negative transfer learning  
To illustrate further the learning process including 

transfer learning, we will consider the search for a 

learning solution in case of negative transfer learning. 

Figure 6 shows such an illustration.  

First let us note that the orientation of the solution 

convex cone in space is regardless of the transfer 

learning. The solution cone orientation depends solely on 

the considered patterns and their mutual position on a 

medium they are shown. If the patterns are digital images 

on a binary retina, then their mutual overlapping aij = aji 

and self overlapping aii and ajj will define the solution 

region. As example, imagine image patterns E, T, and F 

on the retina of 7x5 binary sensors.  

The considered learning Task2 in Figure 6 can have 

different coordinate origins, due to a transfer learning. 

Consequently, a learning process will have different 

trajectory in the Task2 teaching space, depending on 

transfer learning from Task1.  

It can be seen from Figure 6 that due to a negative 

transfer learning it is possible that a teaching sequence L 

never finds a pattern classification solution, as is the case 

with learning trajectory starting with initial condition A. 

The other cases of negative transfer learning can be 

compensated with carefully chosen teaching sequence L, 

as shown with teaching sequences B, C, and D.  In case 

of initial condition B, it is enough that only the pattern xi 

is shown several times until a solution point is found. On 

case of initial condition C both patterns must be shown 

for correct classification. In case of initial condition D, it 

is shown that a teaching sequence containing equal 

number of xi and xj will eventually reach a solution 

region. However, one can observe that also a sequence 

containing only xj will eventually reach the solution 

region. 

7 Multi-class, multi-template task  
Pattern classification usually assumes several template 

patterns for each class to be included in the teaching 

process. In the test task (or in exploitation task) there 

might be patterns that are not shown as template patterns. 

In this section we will discuss two topics. First is 

how the model given by Theorem 1 applies in case of 

several templates for a class, and second is how transfer 

learning is represented in the synaptic weights in an 

artificial neural network. As opposite to natural neural 

networks where weights are not observable, in artificial 

neural networks usually it is assumed that the synaptic 

weights are observable.  

Consider a task in which three patterns are to be 

classified into two classes: x1, x2C1, x3  C2. The two 

neurons associated with the two classes have weight 

vectors w1 and w2, and thresholds 1 and 2 respectively.  

The maximum selector layer for each presented pattern 

computes the following inequalities: 

(x1C1): w1x1 –1 > w2x1 –2   

(x2C1): w1x2 –1 > w2x2 –2                             (18) 

(x3C2): w2x3 –2 > w1x3 –1   

In case of transfer learning, where weights have 

initial values w0
i   (i=1,2) we have 

(x1/L): (w0
1+p1x1+p2x2)x1

 - 1 > (w0
2 + p3x3)x1 - 2  

(x2/L): (w0
1+p1x1+p2x2)x2 - 1 > (w0

2+p3x3)x2 - 2     (19) 

(x3/L): (w0
2+p3x3)x3    - 2 > (w0

1+p1x1+p2x2)x3 - 1 . 

After rearrangement, and introducing w0
kq = w0

k-w0
q 

and kq = k - q, where k, q  {1, 2} and kq, we obtain 

matrix representation of the classification problem which 

includes transfer weights 

(x1/L):  a11 a21  -a31    p1   w0
21    0      0      x1    12  

(x2/L):  a12  a22 -a32     p2    >  0      w0
21   0      x2 + 12   (20) 

(x3/L): -a13 -a23 a33     p3  0      0    w0
12     x3     21  

The shaded areas are diagonal sub-matrices of 

classes. Each class sub-matrix has number of rows (and 

 
Figure 6: Some learning trajectories in teaching 

space of Task2, due to transfer learning from a 

Task1 (Bozinovski 1981). 
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columns) equal to number of templates for that class. In 

case of inequalities (20), the first class contains two 

templates and the second contains one template pattern. 

From this case study we can generalize the transfer 

learning model for a multi-class and multi-template per 

class case as 

(X/L): Ap > W0X +                   (21) 

where X ={x1,..,xN}is the set of patterns which should be 

learned in the second task with the curriculum sequence 

L.  

Note that the mathematical model of transfer 

learning (21) divides the left side of relation to be a 

teacher's side, and right side a learner's side.  

At the teacher side are similarity matrix A and 

distribution vector p showing how many times each 

pattern appeared in a teaching trial of the curriculum L. 

Matrix A shows that what matters in the teaching process 

are not the patterns themselves but rather their 

correlations, inner products, which can be interpreted as 

similarities. 

At the learner side, W0 represents difference of 

initial conditions of the memory due to transfer learning, 

X is the vector of template vectors, a matrix containing 

patterns to be classified, and  represents difference 

between thresholds of neurons representing classes. Note 

that the matrix W0 contains blocks showing which 

template is assigned to which class.  

As pointed before, the space p = (p1,..,pN) is an 

integer space. Dealing with neural network learning is 

actually an integer programming problem. We are 

interested in the most efficient training, and we are 

looking for a training sequence L of the minimal length. 

So we look for a criterion  

p1+p2+...+pN = min                  (22) 

Such a criterion will observe the appearance of 

patterns only in a teaching trial. If we are interested in 

minimal sequence that includes test trials, then the 

optimality criterion is  

(p1+q1 ) + (p2+q2) +...+(pN+qN) = min       (23) 

where qi is number of appearances of the pattern xi in a 

test trial, which does not change the memory of the 

learner, but affects the length of the training sequence L.   

8 Experimental investigation on 

transfer learning  
Experimental investigation on transfer learning was 

carried out in the period 1976-1981. Initial experiments 

was with a dataset containing images of letters A, B, E, 

F, and T taken from the terminal IBM29 card puncher. 

Those experiments were carried out on the computer 

IBM 1130. Later experiments were carried out with two 

datasets. One dataset contained 40 images, consisting of 

26 letters, 10 numbers, and 4 special symbols from the 

terminal IBM29. The other dataset can be described as  

Computer Terminals dataset, consisting of 3x26= 78 

images, taken from three computer terminals: IBM29 

card puncher, VR14 video screen, and VT50 video 

screen. The experiments were carried out on a computer 

VAX/VMS. Figure 7 shows the Computer Terminals 

dataset. As can be seen, the letters of the three terminals 

are mostly identical on an image with resolution 7x5, 

with differences in letters A, B, D, G, J, M, N, O, V, and 

W. 

 
 IBM29  VR14  VT50 

Figure 7: The dataset Computer Terminals used in 

experimental investigation. 

8.1 An experiment in tabula rasa condition, 

showing influence of pattern similarity 

Here we will show an experiment in tabula rasa learning , 

to see the influence of similarity (overlapping pattern 

features) on the learning process. Consider the patterns 

E, T, F, shown in Fig. 7. They are the same for all 

considered terminals. Figure 8 shows the search through 

the (pE, pT, pF ) space that the learning process performs. 

 
Figure 8: Learning trajectory in case of tabula rasa 

learner, learning similar patterns E and F, together with 

the pattern T (Bozinovski  1981, 1985b). 

As Fig. 8 shows, the problem is the distinction 

between the patterns F and E. The convex cone angle is 

narrow, and it is possible that in some search steps the 

cone does not contain an integer point. The search for an 

integer solution is what makes necessary to repeat 

images E and F several times until they are distinguished 

by the learner.  

This experiment emphasizes the problem of feature 

overlapping and the problem of one image included in 

another image. To emphasize the image-subimage 

relation, a measure of similarity between patterns is 

introduced in (Bozinovski and Fulgosi 1976). The 

following index  



Reminder of the First Paper on...  Informatica 44 (2020) 291–302 299 

 

SL(xi, xj) = xi
Txj/min{xi

Txi, xj
Txj} (24) 

has values between 0 and 1. If SL = 0 the solution 

convex cone covers the entire first quadrant of the 

teaching space  (pi, pj). If 0 < SL < 1, the convex cone 

includes the line pj=pi. If SL = 1, one of the cone 

boundaries is the line pj = pi.  

Such a measure is used to predict the length of the 

teaching sequence L. and with that the efficiency of the 

training. 

8.2 Experimental investigation in positive 

and negative transfer learning 

Experiments shown here are carried out during 1976-

1978 on a IBM1130 computer. Table I shows the results 

of the transfer learning experiments which show both 

positive and negative transfer. (Bozinovski et al. 1977, 

Bozinovski 1978). 

Task 1  

Images 

Task 2  

Images 

Task 2  

Teaching sequence 

No transfer learning, tabula rasa  

 A, B AB. 

 A, B, T ABT. 

 E, F EFFEFEFEF. 

 E, F, T EFFEFEFEFTTT. 

Negative transfer learning 

E, F A, B ABABABAB. 

Positive transfer learning 

A, B, T E, F, T EFT. 

Table 1: Experiments in transfer learning. Cases of tabula 

rasa, negative, and positive transfer learning. 

In presenting the results of the experiments with 

transfer learning here we introduce the notation LD2/D1, 

meaning training sequence of Task2, trained with a set of 

patterns D2, after the Task1 in which the learner is 

trained with a set of patterns D1. For a tabula rasa 

training, we use notation LD2/. 

Experiment with no transfer learning. As can be seen 

from the presented experiments, learning the patterns 

E,T, and F with no transfer learning needs the teaching 

sequence LETF/ = EFFEFEFEFTTT. The length of the 

sequence is due to similarity between E and F. 

Experiment showing positive transfer learning. If the 

neural network is previously exposed to the Task1 where 

it learned to recognize A and B, and after that is exposed 

to Task2 to learn E, T, and F, then the teaching sequence 

for Task2 is LEFT/ABT = EFT. The teaching sequence for 

learning E, T, F in this case is shorter than in case of 

tabula rasa. That is experimental evidence of positive 

transfer learning. 

Experiment showing negative transfer learning. If 

the neural network is previously exposed to a Task1 to 

learn E and F, and after that in Task2 to learn A and B, 

the teaching sequence for learning A and B is LAB/EF = 

ABABABAB. It is longer than in case of learning A and 

B in tabula rasa condition, LAB/ = AB. That is an 

experimental evidence of negative transfer learning.  

8.3 Application of transfer learning  

Here we show results of experiments carried out during 

1980-1981 on a VAX/VMS computer (Bozinovski 

1981). The experiments consider real application, 

learning to recognize letters from computer terminals. 

Consider the dataset Computer Terminals from 

Figure 7. The question we would like to answer 

experimentally is: If in the Task1 we teach a learner to 

recognize the letters from the terminal VR14, how faster 

the learner will be able to learn in Task2 to recognize the 

letters from the terminal IBM29, comparatively to 

learning from tabula rasa condition. 

In these experiments we used the following teaching 

strategy (Bozinovski 1981) named perceptron teaching 

strategy:  

Procedure PerceptronTeachingStrategy 

iteration: teachflag = 0; 

 i:=0; n=26; 

 while i < n do 

  i:=i+1 

  grade = test(xi); 

  if grade = 'incorrect"  

   then teach(xi), teachflag=1; 

 endwhile; 

 if teachflag = 1 goto iteration; 

end. 

This strategy performs test trials on all n=26 images, 

and only when needed, a teaching trial is applied for a 

particular image. After such an iteration (or epoch), 

another iteration takes place, and so on, until no teaching 

trial appeared in an iteration (teachflag=0). That means 

there were only test trials in the last iteration and the 

learner now recognizes all the patterns correctly. 

Using this strategy applied to the set of letters 

IBM29, in case of tabula rasa, it gives the 9 iterations as 

shown in Figure 9. 

 
Figure 9: Teaching sequence of learning the set of letters 

IBM29 with no transfer learning. 

With T* we denote the solution teaching sequence in 

which only the teaching trials appear. With |T*| we 

denote its length, in trials. With C* we denote teaching 

sequence containing both teaching and test trials, and 

with |C*| its length. For the experiment on Fig. 9 we 

obtained  

|T*|IBM29/ = 135  and |C*|IBM29/ = 395.   

If before learning the set IBM29 in Task2, the set 

VR14 was learned in Task1, then in Task2 the teaching 

process completes in 4 iterations, with the teaching 

sequence shown in Fig. 10.  
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Figure 10: The teaching sequence in case when set 

IBM29 is leaned, providing that previously was learned 

the set VR14. 

In the experiment shown in Fig. 10 we obtained 

|T*|IBM29/VR14 = 48 and |C*|IBM29/VR14 =178.   

The experiment shown in Figure 9 and 10 shows an 

application of positive transfer learning. We obtained 

shorter training sequence  

|C*|IBM29/VR14 =178  <  |C*|IBM29/ = 395.  

The teaching time is 178/395 = 0.45 of the tabula 

rasa teaching time, and the speed of learning increases 

1/0.45 = 2.2 times. 

When we carried out an experiment of learning the 

set VT50 if previously learned the set VR14, the result 

was 

|T*|VT50/ =207,   |T*|VT50/VR14 = 43, 

|C*|VT50/VR14 =199  <  |C*|VT50/ = 545 

The transfer learning teaching time is 199/545 = 0.36 

of the tabula rasa teaching time, and the speed of learning 

increases 1/0.36 = 2.8 times. 

This application shows the reason of use of transfer 

learning. If you have a knowledge of a dataset 

classification stored in a neural network in Task1, then 

transfer that knowledge to a different task which learns 

classification of a similar dataset. The training time will 

be shorter. 

Here in this application subsection we give also the 

result of learning a dataset IBM29(40) of 40 images, 

defined as 

IBM29(40) = IBM29{+, -, =, /}{0,1,...,9} 

starting with tabula rasa condition.  

The result we obtained is: 10 iterations,  

|T*|IBM29(40)/ = 204 and |C*|IBM29(40)/ =604.   

This is an example of a 1981 machine learning 

experiment with 40 patterns (Bozinovski 1981).  

9 Transfer learning research after 

1986 
The main focus of this paper is to give a review of the 

initial work on transfer learning in neural networks 

which took place between 1972 (Bozinovski 1972) and 

1985 (Bozinovski 1985a, 1985b). To the best of our 

knowledge during that time period, there was no other 

work on transfer learning in neural networks. That was 

the period when neural networks were not the main topic 

in Artificial Intelligence, due to the book of Minsky and 

Papert (1969) which pointed out some limitations of 

perceptron type neural networks. Although during 1970's 

and 1980's there were works on multilayered neural 

networks (e.g. Fukushima, 1975, 1980), the interest in 

multilayered neural networks significantly increased after 

1986, due to appearance of the book by the Parallel 

Distributed Processing (PDP) Group (Rumelhart et al. 

1986). That book reignited the interest in neural 

networks, and after some time, the interest in transfer 

learning in neural networks. Here we will give a short 

review on the works on transfer learning after 1986.  

Early works after 1986 used other terms to describe 

transfer learning. One such term was "sequential 

learning", where negative transfer learning was covered 

with the term "interference" (McCloskey and Cohen, 

1989). Other terms used were "adaptive generalization" 

(Sharkey and Sharkey, 1992), 'learning by learning" 

(Naik and Mammone, 1993), and "lifelong learning" 

(Thrun and Mitchell, 1993).  

In 1991 the term transfer learning related to neural 

networks reappeared in literature. That was the work of 

Pratt. Mostow, and Kamm (1991). That paper introduced 

a framework of transfer learning, pointing out various 

types of transfer learning. That framework was also 

described in the work of Pratt (1993). The framework is 

shown in Figure 11. 
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Figure 11. A general framework for transfer learning 

(adopted from Pratt et al., 1991). 

As can be seen from Fig. 11, the general framework 

for transfer learning proposed in 1991 includes four types 

of transfer.  

One is named literal transfer learning, and it is the 

transfer learning we used in our work (Bozinovski and 

Fulgosi, 1976), and is reviewed in this paper.  

The second type is a transfer learning which uses 

direct intervention in the weights of a neural network. 

We call this direct memory access (DMA) type transfer 

of knowledge. It is an intervention in a neural network 

knowledge without a process of incremental learning. 

The weights change is named weights perturbation. An 

example of direct weight change described in (Pratt at al. 

1991) is w = w+rw, where r is a random number between 

(-0.6, 0.6). Weights perturbation method was also used in 

the work (Agarwal et al. 1992) 

The third type uses problem decomposition into 

subproblems, represented by subnetworks, and training 

the subnetworks for the subproblems, and then insert the 

subproblem knowledge into the target network.  

The fourth type of transfer is indirect transfer, where 

the weight-based knowledge is extracted, then it is 

represented as a rule-based knowledge, then it is updated 

using rule based representation, and then it is inserted in 

a target neural network as weights-based knowledge.  
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A review of transfer learning in the early 1990's is 

given by Pratt and Jennings (1996). A review by Pan and 

Yang (2010) covers the period after that. Tan et al. 

(2018) review the deep transfer learning.  

10 Discussion and conclusion 
The contribution of this paper is a review of an early 

period of transfer learning research, a period which was 

not known to the current researchers in transfer learning. 

In current history part of transfer learning, as covered by 

Wikipedia >Transfer Leaning >History (2020) there is 

information which suggests that the beginning of transfer 

learning research is in 1993. This paper gives 

information on the transfer learning research during 

1970's and early 1980's.  

In this discussion let us mention that the original 

1976 paper was published in the Proceedings of the 

symposium Informatica 1976, which took place in Bled, 

Slovenia, one year before appearance of the first issue of 

the journal Informatica, in 1977. The paper was 

published in Croatian, not in English, which is the main 

reason why the paper was not known for a rather long 

time.  

In the review of the period 1990 - 2000 given in this 

paper, we can notice that the research during that period 

was focused on forms that transfer learning can take, and 

directions it can go. The fundamental concepts like a 

measure of transfer learning was not covered. The 

interest of fundamental notions was pointed out again in 

2000s (Tan et al, 2018). That relates the research in 

1970's to the contemporary research in transfer learning. 

Let us mention that the application of transfer 

learning with real datasets of images described here, such 

as Computer Terminals dataset containing 3x26 letters 

and the IBM29(40) containing 40 characters on a matrix 

7x5 is an early use of datasets of characters in machine 

learning. An example of a character dataset used in 

contemporary research (e.g. Wang et al. 2019) contains 9 

characters (digits 0 to 9) on a matrix 28x28, with variety 

of templates.  

In conclusion, this paper extends the knowledge in 

transfer learning with a relation between the pioneering 

work (in 1970's and early 1980's) and the current 

research on transfer learning, giving also a review of the 

period in early 1990's. Important part of that relation is 

the reminder of the theoretical 1976 paper, which 

presented the first mathematical and geometrical 

modeling, and a measure of transfer learning. The 

experimental work during 1976-1981 with datasets 

representing images of characters also relates to the 

contemporary research in machine learning.  
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The problems of flows in parametric networks extend the classical problems of optimal flow to some special
kind of networks where capacities of certain arcs are not constants but depending on several parameters.
Consequently, these problems consist of solving a range of ordinary (nonparametric) optimal flow problems
for all the parameter values within certain sub-intervals of the parameter values. Although classical
network flow models have been widely used as valuable tools for many applications [1], they fail to capture
the essential property of the dynamic aspect of many real-life problems, such as traffic planning, production
and distribution systems, communication systems, evacuation planning, etc. In all these cases, time is an
essential component, either because the flows take time to pass from one location to another, or because
the structure of the network changes over time. Accordingly, the dynamic flow models seem suited to catch
and describe different real-life dynamic problems such as network-structure changing over time or timely
decision-making, but, because of their complexity, these models have not been as thoroughly investigated
as those of classical flows.
This article presents and solves the problem of the minimum flows in a parametric dynamic network. The
proposed approach consists in applying a parametric flow algorithm in the reduced expended network
which is obtained by expanding the original dynamic network. A numerical example is also presented for
a better understanding of the used approach.

Povzetek: V članku je predstavljena metoda za rešitev problema najmanjšega pretoka v parametričnih
dinamičnih mrežah.

1 Introduction

The parametric maximum flow problem, as well as that
of the related minimum flow one represent generalizations
of ordinary problems for the maximum, respectively min-
imum flow in which the upper/lower bounds of some arcs
depend on a single parameter, being monotonically increas-
ing (or decreasing) functions of the parameter. For the
parametric maximum flow problem with zero lower bounds
and linear capacity functions of a single parameter, G.Ruhe
proposed [16] an original ’piece-by-piece’ approach while
papers [11] and [13] solves the problems of parametric
minimum, respectively maximum flows via an partition-
ing approach. Finally, the same partitioning approach is
extended to a discrete time dynamic network in paper [3].
This class of problems is known as the flow in parametric
networks problem. Beside the applications of the ordinary,
nonparametric flow problems, the applications of those of
flows in parametric networks may include: multiprocessor
scheduling with release times and deadlines, integer pro-
gramming problems, computing sub-graph density and net-
work vulnerability and partitioning a data base between fast
and slow memory, product selection, flow sharing, database
record segmentation in large shared databases, optimizing
field repair kits, etc.[15]
Besides this, the static network flow models arise in a num-

ber of combinatorial applications that on the surface might
not appear to be maximum flow problems at all. The prob-
lem also arises directly in problems as far reaching as ma-
chine scheduling, the assignment of computer modules to
computer processors, tanker scheduling etc. [1]. How-
ever, in some other applications, time is an essential in-
gredient, whether it involves problems like maximum or
minimum flows in time-varying networks [2], [3], dynamic
flows of minimum cost [12], general problems of tempo-
rally repeated flows [6] such as earliest arrival flow [17] or
dynamic resource allocation problem for large-scale trans-
portation network evacuation [7]. Starting from the com-
plexities of the classic algorithms, an important series of
other papers concern with the complexities of dynamic net-
work algorithms. Cai et al. [4] proved that the complexity
of finding a shortest (quickest) dynamic flow augmenting
path, by exploring the forward and reverse arcs succes-
sively, is O(nmT 2). For algorithms which explores the
two sub-networks (the forward sub-network, consisting of
the set of direct arcs and the reverse sub-network consist-
ing of the set of reverse arcs simultaneously, Miller-Hooks
and Patterson [8] also reported a complexity of O(n2T 2).
By using special node addition and selection procedures,
Nasrabadi and Hashemi [9] succeeded to reduce signif-
icantly the number of node time pair that needs to be
visited. The worst-case complexity of their algorithm is
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O(nT (n + T )). Finally, Orlyn reported [10] an extremely
good running time of O(nm) for the problem of maximum
flow. In this case we need to use dynamic network flow
models. Due to the powerful versatility of dynamic flow
algorithms, it is not surprising that these algorithms are of-
ten more difficult to design than their static counterparts
[10] but still they are also very challenging problems.
The approaches for solving the minimum parametric flow
over time problem via applying classical algorithms can be
grouped in two main categories:
i) by applying a non-parametric minimum dynamic flow
algorithm [12] in dynamic residual networks generated by
partitioning the interval of the parameter values [9], [14].
This first category approach was also used [3] for finding
a maximum parametric flow in discrete-time dynamic net-
works;
ii) by applying a static (classical sequential or parallel [5])
parametric flow algorithm for the maximum [13], [16] or
for the minimum [11] flow in a (static network) reduced ex-
pended network, which is obtained by expanding the orig-
inal dynamic network.
In this paper, the case of the minimum flows in parametric
dynamic networks is considered. The proposed approach
consists in transformation of the problem of minimum flow
in parametric dynamic network into that of the minimum
flow in parametric static network. This problem gener-
alizes the problems of flow in dynamic network and of
flow in parametric static networks through the following
assumptions: (1) the dynamic network and corresponding
expanded static network are with lower bounds, (2) we ad-
dress the minimum flow problem on a dynamic network
with time varying transit times as well as time varying
lower and upper bounds on arc i.e. the dynamic network
is not stationary.
The remainder of this paper is organized as follows. In Sec-
tion 2 some dynamic network notations and terminology
are presented. Then, in Section 3 we expose, the minimum
flow in parametric static network, while in Section 4 the
minimum flow in parametric dynamic network problem is
presented. In Section 5 an example is given. In the pre-
sentation to follow, some familiarity with flow problems is
assumed and many details are omitted.

2 The minimum flows in dynamic
networks.

Let G = (N,A, l, u) be a static network with the
nod set N = {1, ..., i, ..., j, ..., n}, the arc set A =
{a1, ..., ak, ..., am}, ak = (i, j), the lower bound function
l : A → R+ and the upper bound (capacity) function
u : A → R+, where R is the real number set. To define
the minimal static flow problem, we distinguish two spe-
cial nodes in the static network G = (N,A, l, u): a source
node 1 and a sink node n.

Let N be the natural number set and letH = {0, 1, ...T}
be the set of periods, where T is a finite time horizon, T ∈

N. Let h : A × H → N be the transit time function,
lh : A × H → R+ the time lower bound function and
uh : A × H → R+ the time upper bound function. For
each arc (i, j) ∈ A the h(i, j; t) represents the transit time
of arc (i, j) at time t, t ∈ H .

A dynamic flow from source node 1 to sink node n is
any flow from 1 to n in which not less than lh(i, j; t) and
not more than uh(i, j; t) flow units starting from node i
at time t and arriving at node j at time θ = t + h(i, j; t)
for all arcs (i,j) and all t. The minimal dynamic flow
problem for T time periods is to determine a flow function
fh : A × H → N, which should satisfy the following
conditions in dynamic network Gh = (N,A, h, lh, uh):

∑T
t=0(

∑
j fh(i, j; t)−

∑
k

∑
τ fh(k, i; τ)) = vH ,

i = 1, (2.1.a)∑
j fh(i, j; t)−

∑
k

∑
τ fh(k, i; τ)) = 0,

i 6= 1, n, t ∈ H , (2.1.b)∑T
t=0(

∑
j fh(i, j; t)−

∑
k

∑
τ fh(k, i; τ)) = −vH ,

i = n, (2.1.c)

lh(i, j; t) ≤ fh(i, j; t) ≤ uh(i, j; t),
∀(i, j) ∈ A and ∀t ∈ H (2.2)

min vH , (2.3)

where τ = t − h(k, i; τ), vH =
∑T
t=0 v(t), v(t) is

the flow value at time t and fh(i, j; t) = 0, (i, j) ∈ A,
t ∈ {T − h(i, j; t) + 1, ..., T}.

Obviously, the problem of finding a minimum dy-
namic flow is more complex than the problem of find-
ing a minimum static flow. Fortunately, this complica-
tion can be solved by rephrasing the dynamic flow prob-
lem into a static flow problem in a static network G′ =
(N ′, A′, l′, u′) called reduced expanded network. First, we
form the expanded networkGH = (NH , AH , lH , uH) with
NH = {it|i ∈ N, t ∈ H}, AH = {(it, jθ)|(i, j) ∈
A, t = 0, 1, ..., T − h(i, j; t)}, lH(it, jθ) = lh(i, j; t),
uH(it, jθ) = uh(i, j; t), (it, jθ) ∈ AH .

We have |NH | = n(T + 1) and |AH | ≤
m(T + 1) −

∑
A h̄(i, j), where h̄(i, j) =

min{h(i, j; 0), ..., h(i, j;T )}. Clearly, any dynamic
flow from the source node 1 to the sink node n in
dynamic network Gh is equivalent to a static flow
from the source nodes 10, 11, ..., 1T to the sink nodes
n0, n1, ..., nT in static network GH and vice versa [2].
We can further reduce the multiple source, multiple
sink problem in network GH to the single source, sin-
gle sink problem by introducing a supernode 1∗ and
a supersink node n∗ building superexpanded network
G∗H = (N∗H , A

∗
H , l
∗
H , u

∗
H), where N∗H = NH ∪ {1∗, n∗},

A∗H = AH ∪ {(1∗, 1t)|t ∈ H} ∪ {(nt, n∗)|t ∈ H},
l∗H(it, jθ) = lH(it, jθ), u∗H(it, jθ) = uH(it, jθ),
(it, jθ) ∈ AH , l∗H(1∗, 1t) = l∗H(nt, n

∗) = 0,
u∗H(1∗, 1t) = u∗H(nt, n

∗) =∞, t ∈ H .
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Next, we build the reduced expanded network G′ =
(N ′, A′, l′, u′) as follows. We define the function h∗,
h∗ : A∗H → N, h∗(1∗, 1t) = h∗(nt, n

∗) = 0, t ∈ H ,
h∗(it, jθ) = h(i, j; t), (it, jθ) ∈ AH . Let d∗(1∗, it) be the
length of the shortest path from the source node 1∗ to the
node it and d∗(it, n∗) the length of the shortest path from
node it to the sink node n∗ with respect to h∗ in network
G∗H .

The computation of d∗(1∗, it) and d∗(it, n∗), it ∈ N∗H is
performed by means of the usual shortest path algorithms
[1]. In network G′ we rewrite the nodes 1∗, n∗ by 1′ re-
spectively n′.

We obtain N ′ = {1′, n′} ∪ {it|it ∈
NH , d

∗(1∗, it) + d∗(it, n
∗) ≤ T}, A′ = {(1′, 1t)|1t ∈

NH , d
∗(1t, n

∗) ≤ T} ∪ {(nt, n′)|nt ∈ NH , d∗(1∗, nt) ≤
T} ∪ {it, jθ)|(it, jθ) ∈ AH , d

∗(1∗, it) + h∗(it, jθ) +
d∗(jθ, n

∗) ≤ T} and l′, u′ are restriction of l∗H , u
∗
H at A′.

It is easy to see that the network G′ is always a partial
sub-network of G∗H . Since an item released from a node at
a specific time does not return to that location at the same or
an earlier time, the networks GH , G∗H , G′ cannot contain
any circuit, and are therefore always acyclic.

In the most general dynamic model, the parameter
h(i) = 1 is the waiting time at node i, and the param-
eters lh(i, t), uh(i, t) are defined as lower bound and up-
per bound, which represents the minimum respectively the
maximum amount of flow that can wait at node i from time
t to t+1. This most general dynamic model is not discussed
in this paper.

The maximum dynamic flow problem for T time periods
in dynamic network Gh formulated in conditions (2.1),
(2.2), (2.3) is equivalent with the maximum static flow
problem in static network G′ as follows:

∑
jθ
f ′(it, jθ)−

∑
f ′(kτ , it) =

v′, if it = 1′, (2.4.a)
0, if it 6= 1′, n′, (2.4.b)
−v′, if it = n′, (2.4.c)

l′(it, jθ) ≤ f ′(it, jθ) ≤ u′(it, jθ), (it, jθ) ∈ A′, (2.5)

min v′, (2.6)

where by convention it = 1′ for t = −1 and it = n′ for
t = T + 1. For further details we recommend the works
[2], [3], [4], [6], [7], [17].

3 The minimum flow in parametric
static networks

A natural generalization of the minimum flow problem
in static networks can be obtained by making the lower
bounds of some arcs function of a single parameter. Since
the minimum flow value function in a parametric network
is a continuous piecewise linear function of the parameter,
the parametric minimum flow problem can alternately be

defined as to find all the breakpoints and their correspond-
ing minimum flow and maximum cuts. The approach pre-
sented in this section is presented in [11], the first approach
for minimum flow in parametric static network.

A static network G = (N,A, l, u) with the lower
bounds l(i, j) of some arcs (i, j) ∈ A, functions of a real
parameter λ is referred to as a parametric static network
and is denoted by Ḡ = (N,A, l̄, u). The upper bound
function l̄ : A×R+ → R+ is defined by the relation:

l̄(i, j;λ) = l0(i, j) + λ · L(i, j), λ ∈ [0,Λ] = I (3.1)

where L : A → R is the parametric part of the upper
bound function l̄ and l0 : A → R+ is the non paramet-
ric part of the function l̄ with l̄(i, j; 0) = l0(i, j), (i, j) ∈
A. The L(i, j) and l0(i, j) must satisfy −l0(i, j)/Λ ≤
L(i, j) ≤ (u(i, j)− l0(i, j))/Λ and 0 ≤ l0(i, j) ≤ u(i, j),
(i, j) ∈ A.

The minimum flow problem in parametric static network
Ḡ = (N,A, l̄, u) is to compute all minimum flows for
every possible value of λ in I :

∑
j f̄(i, j;λ)−

∑
k f̄(k, i;λ) =

v̄(λ), if i=1 (3.2.a)
0, if i 6= 1, n (3.2.b)

−v̄(λ), if i=n (3.2.c)

l̄(i, j;λ) ≤ f̄(i, j;λ) ≤ u(i, j), (i, j) ∈ A , (3.3)

min v̄(λ) (3.4)

For the minimum flow problem in the parametric
static network Ḡ = (N,A, l̄, u), the sub-intervals
Ik = [λk, λk+1], k = 0, 1, ...,K of the parameter λ
values can be determined such as a maximum 1 − n cut
in the nonparametric static network Gk = (N,A, lk, u),
lk(i, j) = l̄(i, j;λk), remains the maximum 1 − n cut for
λ ∈ Ik. A parametric 1−n cut in parametric static network
Ḡ = (N,A, l̄, u) can be defined as a finite set of cuts
[Sk, Tk], k = 0, 1, ...,K together with a partitioning of the
interval I in disjoints subintervals Ik, k = 0, 1, ...,K, such
that I = I0 ∪ I1 ∪ ... ∪ IK . The [Sk, Tk] is denoted by
[Sk; Ik] for each k, k = 0, 1, ...,K The capacity of [Sk; Ik]
is defined as:

c̄[Sk; Ik] =
∑

(Sk,Tk) l̄(i, j;λ)−
∑

(Tk,Sk) u(i, j),
k = 0, 1, ...,K (3.5)

A parametric maximum 1 − n cut in network Gk is
denoted by [S∗k ; Ik], k = 0, 1, ...,K. For f̄ in parametric
network Ḡ = (N,A, l̄, u) the parametric residual capacity
r̄(i, j;λ), (i, j) ∈ A is given by:

r̄(i, j;λ) = u(j, i)− f̄(j, i;λ) + f̄(i, j;λ)− l̄(i, j;λ),
λ ∈ Ik, k = 0, 1, ...,K (3.6)

For a flow f̄ in parametric static network Ḡ, we define
the set s̄(i, j) = {λ|r̄(i, j;λ) > 0}, (i, j) ∈ A. The
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static network ˜̄G = (N, Ã, r̄), with Ã = {(i, j)|(i, j) ∈
A, s̄(i, j) 6= φ} is named the parametric residual static net-
work. If (i, j) ∈ A and (i, j) /∈ Ã, then s̄(i, j) = φ.

Let ˜̄P be a directed path from the source node 1 to the
sink node n in the parametric residual static network ˜̄G. If
˜̄P verifies the restriction:

s̄( ˜̄P ) =
⋂

˜̄P
s̄(i, j) 6= φ (3.7)

then ˜̄P is named conditional decreasing directed path.
The parametric residual capacity of a conditional decreas-
ing directed path ˜̄P is r̄( ˜̄P ;λ) = min{r̄(i, j;λ)|(i, j) ∈
˜̄P, λ ∈ s̄( ˜̄P )}. From paper [11] we have the theorem:

Theorem 1 (11). A flow f̄ is a minimum flow in paramet-
ric static network Ḡ if and only if the parametric resid-
ual static network ˜̄G contains no conditional decreasing
directed path ˜̄P .

If residual static network ˜̄G contains no conditional
decreasing path ˜̄P , then the minimum flow in parametric
network Ḡ is computed as:

f̄(i, j;λ) = l̄(i, j;λ)+max{r̄(i, j;λ)−u(j, i)+ l̄(j, i;λ), 0}
(3.8)

The first phase of finding a minimum flow in network Ḡ
consists in establishing a feasible flow, if one exists, in non-
parametric network Ĝ = (N,A, l̂, u) with l̂(i, j) = l0(i, j)

for L(i, j) ≤ 0 and l̂(i, j) = l0(i, j) + Λ · L(i, j) for
L(i, j) > 0. After a nonparametric feasible flow f̂ (see
[1]) we compute the parametric residual network ˜̄G0 for
this flow f̂ .

The parametric residual capacities in ˜̄G0 can be written
as r̄0(i, j;λ) = α0(i, j) + λβ0(i, j), where α0(i, j) =

u(j, i) − f̂(j, i) + f̂(i, j) − l0(i, j) and β0(i, j) =
L(i, j), λ ∈ I0 = [0, λ1].

The second phase of the algorithm starts with the para-
metric residual network ˜̄G0, λ0 = 0 and I0 = [0,Λ].

The algorithm for minimum flow in a parametric static
network (the algorithm MFPSN) is presented in Figure
3.1.

(01) Algorithm MFPSN;
(02) BEGIN
(03) compute a feasible flow f0 in network G0;
(04) compute parametric residual network ˜̄G0;
(05) B:={0}; k := 0;λk := 0;
(06) REPEAT
(07) SDDP( k, λk, B);
(08) k:=k+1;
(09) UNTIL( λk = Λ);
(10) END.

Figure 3.1.a. The algorithm for the minimum flow in
parametric static network

(01) PROCEDURE SDDP( k, λk, B);
(02) BEGIN
(03) compute the network ˜̄Gk;
(04) compute exact distance labels d̃(i) in ˜̄Gk;
(05) p=( n+1,..., n+1); αk( ˜̄P ) := 0; βk( ˜̄P ) := 0;
(06) λk+1 := Λ;j:=n;
(07) WHILE d̃(n) < n DO
(08) BEGIN
(09) IF(exists an admissible arc (i, j))
(10) THEN BEGIN
(11) p(i):=j;
(12) j:=i;
(13) IF( j=1)
(14) THEN BEGIN
(15) RCDADP(p, λk+1, B, αk( ˜̄P ), βk( ˜̄P ));
(16) j:=n;
(17) END;
(18) END
(19) ELSE BEGIN
(20) d̃(j) := min{d̃(i) + 1|(i, j) ∈ Ãk} ;
(21) IF j 6= n
(22) THEN j:= p(j);
(23) END;
(24) END;
(25) compute the flow f̄k;
(26) add λk+1 to the list B;
(27) END;

Figure 3.1.b. The Procedure Shortest Decreasing Di-
rected Path (SDDP)

(01) PROCEDURE RCDADP(p,λk+1 , B,αk( ˜̄P ),βk( ˜̄P ));
(02) BEGIN
(03) compute ˜̄P based on p;
(04) αk( ˜̄P ) := min{αk(i, j)|(i, j) ∈ ˜̄P};
(05) βk( ˜̄P ) := min{βk(i, j)|(i, j) ∈ ˜̄P};
(06) i:=1;
(07) WHILE i 6= n DO;
(08) BEGIN
(09) IF(βk(p(i), i) < βk( ˜̄P )
(10) THEN BEGIN
(11) λ′ := λk + (αk(i, p(i))− αk( ˜̄P ))/(β̄k( ˜̄P )− βk(i, p(i)));

(12) IF (λ′ < λk+1)
(13) THEN λk+1 := λ′;
(14) END;
(15) αk(i, p(i)) := αk(i, p(i))− αk( ˜̄P );

βk(i, p(i)) := βk(i, p(i))− βk( ˜̄P );
(16) αk(p(i), i) := αk(p(i), i) + αk( ˜̄P );

βk(p(i), i) := βk(p(i), i) + βk( ˜̄P );
(17) i:=p( i);
(18) END;
(19) END;

Figure 3.1.c. The Procedure Residual Capacity of Con-
ditional Decreasing Directed Path( RCDADP).

In order to avoid working with piecewise linear func-
tions, the algorithm MFPSN works in parametric residual
static networks defined for sub-intervals of the parameter
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values where the parametric residual capacities of all arcs
remain linear functions. The parametric residual network
˜̄G for a sub-interval Ik = [λk, λk+1] is denoted by ˜̄Gk. In
k-th step of the algorithm MFPSN, the SDDP procedure
computes the parametric residual static network ˜̄Gk where
r̄k(i, j;λ) = αk(i, j) + (λ−λk) ·βk(i, j), with αk(i, j) =
α0(i, j) +λkβ0(i, j), βk(i, j) = β0(i, j) and computes the
shortest decreasing directed path ˜̄P in network ˜̄Gk. The
RCDADP procedure computes r̄k( ˜̄P, λ),λk+1 and alters
αk(i, p(i)), βk(i, p(i)), αk(p(i), i), βk(p(i), i). Obviously
in ˜̄Gk we have r̄k( ˜̄P, λ) = αk( ˜̄P ) + (λ− λk) · βk( ˜̄P ).

In paper [11] the following two theorems are presented.

Theorem 2 (Theorem of Correctness). The algorithm MF-
PSN computes correctly a minimum flow in parametric
static network Ḡ = (N,A, l̄, u) and λ ∈ I = [0,Λ].

Theorem 3 (Theorem of Complexity). The algorithm MF-
PSN runs in O(Kn2m) time, where K+1 is the number of λ
value in the set B at the end of the algorithm.

For further details of this section we recommend the
work [11].

We remark the fact that the maximum flow problem in
the nonparametric static network can be solved in O(nm)
time (see [10]). In this case the algorithm MFPSN runs in
O(Knm) time.

4 The minimum flow in parametric
dynamic networks

A dynamic network Gh = (N,A, h, lh, uh) for which
the lower bounds lh(i, j; t) of some arcs (i, j) ∈ A are
functions of a real parameter λ ∈ I = [0,Λ] is referred
to as a parametric dynamic network and is denoted by
Ḡh = (N,A, h, l̄h, uh). The parametric lower bound
function l̄h : A×H × I → R+ is defined by the relation:

l̄h(i, j; t;λ) = l0h(i, j; t) + λ · Lh(i, j; t),
(i, j) ∈ A, t ∈ H , λ ∈ I , (4.1)

The parametric part Lh(i, j; t) and the l0h(i, j; t), must
satisfy the constraints:
−l0h(i, j; t)/Λ ≤ Lh(i, j; t)

Lh(i, j; t) ≤ (uh(i, j; t)− l0h(i, j; t))/Λ, and
0 ≤ l0h(i, j; t) ≤ uh(i, j; t),
(i, j) ∈ A, t ∈ H .

The minimum flow problem in parametric dynamic
network Gh = (N,A, h, l̄h, uh) is to compute flow
function f̄h : A×H× I → R+ that satisfies the following
constraints:

∑T
t=0(

∑
j f̄(i, j; t;λ)−

∑
k

∑
τ f̄h(k, i; τ ;λ) = v̄H(λ),

i = 1 (4.4.a)

∑
j f̄(i, j; t;λ)−

∑
k

∑
τ f̄h(k, i; τ ;λ) = 0,

i 6= 1, n, t ∈ H (4.2.b)

∑T
t=0(

∑
j f̄(i, j; t;λ)−

∑
k

∑
τ f̄h(k, i; τ ;λ) = −v̄H(λ),

i = n (4.2.c)

l̄h(i, j; t;λ) ≤ f̄h(i, j; t;λ) ≤ uh(i, j; t),
(i, j) ∈ A ,t ∈ H , λ ∈ I (4.3)

min v̄H(λ), λ ∈ I (4.4)

where f̄h(i, j; t;λ) = 0, (i, j) ∈ A, t ∈ {T −h(i, j; t)+
1, ..., T}, λ ∈ I .

In network Ḡh = (N,A, h, l̄h, uh) we consider the fol-
lowing assumption: if (i, j) ∈ A then (j, i) ∈ A. This
assumption is non-restrictive because if (i, j) ∈ A and
(j, i) /∈ A we consider that (j, i) ∈ A with l̄h(j, i; θ;λ) =
uh(j, i; θ) = 0, θ = t + h(i, j; t), t ∈ H , λ ∈ I ,
h(j, i; θ) = −h(i, j; t), if 0 ≤ t ≤ T − h(i, j; t) and
h(j, i; θ) =∞, if T − h(i, j; t) + 1 ≤ t ≤ T .

The parametric dynamic residual capacities with respect
to given flow f̄h are defined as follow:

r̄h(i, j; t;λ) = uh(j, i; t) − f̄h(j, i; t;λ) + f̄h(i, j; t;λ) −
l̄h(i, j; t;λ),

(i, j) ∈ A, t ∈ H , λ ∈ I (4.5)
For the minimum flow in parametric dynamic network

Ḡh = (N,A, h, l̄h, uh) with respect to given flow f̄h is
defined as ˜̄Gh = (N, Ã, r̄h), where Ã = {(i, j)|(i, j) ∈
A, r̄h(i, j; t;λ) > 0, t ∈ H,λ ∈ I}.

In this paper, the proposed approach consists in applying
the algorithm MFPSN presented in Section 3 in paramet-
ric static reduced expanded network Ḡ′ = (N ′, A′, l̄′, u′)
which is constructed similar with construction of the net-
work G′ = (N ′, A′, l′, u′) presented in Section 2.

The algorithm for the minimum flow in parametric dy-
namic network (the algorithm MFPDN) is presented in Fig-
ure 4.1.

(1) ALGORITHM MFPDN;
(2) BEGIN
(3) construct the network Ḡ′;
(4) apply the algorithm MFPSN in network Ḡ′;
(5) END.
Figure 4.1. The algorithm for minimum flow in paramet-

ric dynamic network.

Theorem 4 (Theorem of Correctness). The algorithm MF-
PDN computes correctly a minimum flow in parametric dy-
namic network Ḡh = (N,A, h, l̄h, uh) and λ ∈ I .

Proof. This theorem results from the fact that the minimum
flow in parametric dynamic network with lower bounds
Ḡh = (N,A, h, l̄h, uh) is equivalent with the maximum
flow in parametric static network Ḡ′ = (N ′, A′, l′, ū′) and
Theorem 2.
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Theorem 5 (Theorem of Complexity). The algorithm MF-
PDN runs in O(KT 3n2m) time, where K+1 is the number
for λ values in the set B at the end of the algorithm.

Proof. From Theorem 3 results that the algorithm MFPSN
runs in O(K(n′H)2m′H) time. From Section 2 we obtain
n′ = O(nT ) and m′ = O(mT ). Therefore we obtain that
algorithm MFPDN runs in O(KT 3n2m) time.

In accordance with the remark in Theorem 3, we note
that the algorithm MFPDN runs in O(KnmT 2) time.

5 Example

The support parametric dynamic network is presented in
Figure 5.1.(a) and the time horizon is set to T = 3,
therefore H={0, 1, 2, 3}. The transit times h(i, j; t) and
the dynamic upper bounds (capacities) uh(i, j; t), as well
as the parametric dynamic lower bounds l̄h(i, j; t;λ) =
l0h(i, j; t) + λ · Lh(i, j; t) the for all arcs in Ḡh are in-
dicated in the two tables in Figure 5.1.b. The interval of
parameter λ values is set to [0, 1], i.e., Λ=1.

(i, j) h(i, j; t) Uh(i, j; t)

(1, 2)
1, t = 0
2, t = 1, 2, 3

5

(1, 3)
1, t = 0, 1
2, t = 2, 3

5

(2, 3) 1, t = 0, 1, 2, 3 5

(2, 4)
1, t = 0, 1
2, t = 2, 3

5

(3, 4)
2, t = 0, 1
1, t = 2, 3

5

(i, j) l0h(i, j; t) Lh(i, j; t)

(1, 2)
3, t = 0
0, t = 1, 2, 3

−2, t = 0
0, t = 1, 2, 3

(1, 3)
1, t = 0, 1
0, t = 2, 3

4, t = 0
1, t = 1
0, t = 2, 3

(2, 3) 0, t = 0, 1, 2, 3
3, t = 1
0, t = 0, 2, 3

(2, 4) 0, t = 0, 1, 2, 3 0, t = 0, 1, 2, 3

(3, 4)
0, t = 0
2, t = 1, 2
0, t = 3

−2, t = 2
0, t = 0, 1, 3

(b)
Figure 5.1. The parametric dynamic network Ḡh.

The support graph for parametric super-extended net-
work Ḡ∗H is presented in Figure 5.2.

Figure 5.2. The support graph for
parametric superextended network Ḡ∗H .

The support graph for parametric reduced expanded net-
work Ḡ′ is showed in Figure 5.3.

Figure 5.3. The support graph for
parametric reduced expanded network Ḡ′.

The lower bounds l̄′(it, jθ;λ) = l′(it, jθ) +λ ·L′(it, jθ)
and the parametric upper bounds u′(it, jθ) for all arcs in
Ḡ′ are indicated in table from Figure 5.4.

(it, jθ) l′(it, jθ) L′(it, jθ) u′(it, jθ) f̂ ′(it, jθ)
(1′, 10) 0 0 ∞ 10
(1′, 11) 0 0 ∞ 2
(10, 21) 3 -2 5 5
(10, 31) 1 3 5 5
(11, 32) 1 1 5 2
(21, 32) 0 3 5 3
(21, 42) 0 0 5 2
(31, 43) 2 0 5 5
(32, 43) 2 -2 5 5
(42, 4′) 0 0 ∞ 2
(43, 4′) 0 0 ∞ 10

Figure 5.4. The l̄′(it, jθ;λ) = l′(it, jθ) +

λL′(it, jθ), u
′(it, jθ) and f̂ ′(it, jθ) in network Ḡ′.

In the first phase we determine in static residual net-

work ˜̂
G′: ˜̂

P ′1 = (1′, 10, 21, 42, 4
′), r̂′( ˜̂

P ′1) = 2 ; ˜̂
P ′2 =

(1′, 10, 31, 43, 4
′), r̂′( ˜̂

P ′2) = 5; ˜̂
P ′3 = (1′, 11, 32, 43, 4

′),

r̂′(
˜̂
P ′3) = 2; ˜̂

P ′4 = (1′, 10, 21, 32, 43, 4
′), r̂′( ˜̂

P ′4) = 3. The
feasible flow f̂ ′ in network Ĝ′ is presented in the table from
Figure 5.4.
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In the second phase by applying algorithm MF-
PSN in network Ḡ′ we obtain in the parametric static
residual network ˜̄G′ the following directed path:
˜̄P ′1 = (1′, 11, 32, 21, 42, 4

′), ˜̄P ′2 = (1′, 10, 21, 42, 4
′),

˜̄P ′3 = (1′, 10, 31, 43, 4
′), ˜̄P ′4 = (1′, 10, 21, 32, 43, 4

′) in
˜̄G′0, ˜̄G1, ˜̄G2. The results of this example are synthetically

indicated in the table from Figure 5.5. The graphic of
v̄′(λ) is presented in Figure 5.6.

k λk
˜̄P ′
i r̄k( ˜̄P ′

i ) λk+1 v̄′(λ)
˜̄P ′
1 1− λ 1

0 0 ˜̄P ′
2 1 + λ 1 6− λ

˜̄P ′
3 3 1/4

˜̄P ′
4 1 + λ 1/4

˜̄P ′
1 1− λ 1

1 1/4 ˜̄P ′
2 1 + λ 1 5 + 3λ

˜̄P ′
3 4− 4λ 1

˜̄P ′
4 1 + λ 3/5

˜̄P ′
1 1 + λ 1

2 3/5 ˜̄P ′
2 1 + λ 1 2 + 8λ

˜̄P ′
3 4− 4λ 1

˜̄P ′
4 4− 4λ 1

Figure 5.5. Results of applying the algorithm in Ḡ′.

Figure 5.6. The graphic of v̄′(λ)
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Recent advances in the machine learning field have given rise to efficient ensemble methods that 

accurately forecast time-series. In this paper, we use the Quantopian algorithmic stock market trading 

simulator to assess ensemble methods performance in daily prediction and trading. The ensemble methods 

used are Extremely Randomized Trees, Random Forest, and Gradient Boosting. All methods are trained 

using multiple technical indicators and automatic stock selection is used. Simulation results show 

significant returns relative to the benchmark and large values of alpha are produced from all methods. 

These results strengthen the role of ensemble method based machine learning in automated stock market 

trading. 

Povzetek: Razvit je nov algoritem za napovedovanje delnic s pomočjo ansambla programov za strojno 

učenje. 

1 Introduction 
Predicting the stock market has been the ultimate goal of 

stock investors since its existence. Everyday billions of 

dollars are traded in stock markets around the world, and 

behind each dollar is an investor hoping to profit by 

correctly forecasting the rise or fall of the associated stock 

price.  

If an investor somehow predicts that a stock price will 

rise, he will buy a certain amount of that stock, wait for a 

specified period of time, and then sell those stocks at their 

increased price; this method of trading is referred to 

as longing. It is also possible for the investor to profit from 

the decrease of a stock through a different process 

called shorting; this is when the investor predicts that a 

stock will fall, borrows a certain amount of that stock and 

sells them, buys the same amount of stocks after their price 

has decreased, then returns the stocks he has borrowed to 

the lender. 

Longing and shorting stocks combined with an 

accurate way of stock market price forecasting makes it 

possible for an investor to profit from any change in the 

stock market.  This creates a dire need for strong 

prediction methods. There are various ways for stock price 

prediction; they basically fall into two categories, either 

Fundamental Analysis (FA) or Technical Analysis (TA). 

Many experts use a combination of the two for finer 

predictions. 

For decades, investors have been using a human-

based prediction method called fundamental 

analysis (FA); this technique involves acquiring all the 

relevant information that a person can collect about a 

certain stock in order to determine its “true value”. It goes 

into the economics of the company itself, such as sales and 

profit data. External factors are also taken into 

consideration, such as politics, regulations, and industry 

trends [1]. Methods that aid an investor in FA include 

financial statements, asset ratios {1}, liquidity ratios {2}, 

debt ratios {3}, market value ratios, and portfolio 

management [2]. Based on the determined true value, the 

investor will decide what sort of position to take with the 

stock; if it is overpriced the investor will short the stock, 

or long the stock if it is underpriced, under the belief of 

the investor that the price will eventually fall or rise 

respectively to meet its true value). One of the limitations 

of FA is that it has been practiced for decades without any 

unifying theoretical framework [3]. Since it lacks a solid 

mathematical foundation, there is an emotional factor that 

may cause the investor to make the wrong decisions.  

The second method used is called technical 

analysis (TA). It is a method that does not take into 

account anything about the company, because the investor 

is interested only in short term movements in the stock 

price. It concentrates on the movement of stock prices; by 

examining past stock price movements, future stock price 

can be accurately predicted. Investors that use TA believe 

that all the information you need to know about a stock, 

and the stock prices future movement, is embedded in its 

historical data. Based on visual examination of the 

historical data such as price changes and volume of 

transactions, usually in graphical form and charts, trading 

advice can be provided [4]. The volume of a stock is the 

total number of shares that are traded in a security during 

a certain period of time, and a security with higher volume 

means that it is more active. TA can use the fluctuations 

in a stock’s volume and price over a certain period of time 

to try to determine the future movement of the price. 

With new advances in technology, and the emergence 

of high speed computing, computer programs can 

mailto:kldsrf@gmail.com
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automatically run complex TA methods on big amounts of 

historical data and automatically trade stocks based on the 

program’s inferred predictions. This entire workflow is 

known in the financial industry as algorithmic trading 

(AT) [5].  AT has revolutionized the market and the way 

financial assets are traded after it became popular in the 

early 2000s. Investors wanted to make sure to use all the 

tools that can be offered from the increasing technological 

advancements, which will place them in a better position 

to address the changing market environment [6]. Figure 1 

shows the trend of using AT through years 2003 to 2012. 

These estimates include even investors that do not directly 

deal with the AT program, but deal with a stock broker 

who eventually will use an AT program to place the order 

on the stocks required.  

The concept of automated prediction is known in the 

world of computer science as machine learning (ML), and 

is a term that relates to the construction of algorithms that 

can learn from and make predictions on data. The 

emergence of strong machine learning methods that can 

accurately identify stock market patterns and predict the 

future movement of a stock has led to a surge in research 

in AT based on ML methods. 

The increasing usage of AT makes perfect sense, and 

this can be accredited to multiple reasons: firstly, the use 

of AT completely eliminates any emotional and 

psychological factors that might affect any trade 

undertaken by an investor. Secondly, placing orders 

through an AT system occurs instantly with precision and 

accuracy. Thirdly, AT allows the investor to monitor huge 

amounts of stock market and financial data in real-time, 

without the risk of manual human errors. Lastly, because 

of the programmatic nature of AT systems, simulating an 

algorithm on large amounts of historical data provides 

 

1 When compared to manual investing approaches, 

algorithmic trading is more likely to produce a similarly 

performing result given the same data, and this is because 

relatively accurate 1 indication of portfolio performance. 

A paper published by Hendershott et. al. (2007) studied 

the effect of AT on the New York Stock Exchange 

(NYSE). In it they concluded that AT most likely causes 

an improvement in market liquidity [7]. Another study on 

the foreign exchange market concluded through evidence 

that due to AT programs being highly correlated to each 

other, the use of AT had reduced volatility in the stock 

market [8].  

The use of ML in AT has been met with resistance by 

economists due to three main reasons: firstly, the 

complexity of ML methods from the perspective of fields 

other than computer science; secondly, the random nature 

of a machine learning method and the inconsistency in its 

prediction results; thirdly, the insufficient amount of 

published academic work (in the area of stock market 

prediction) that include AT simulations showing the 

predictions being undertaken in live trading. 

However, the ML methods currently being 

investigated rarely perform well enough (i.e.: make 

enough accurate predictions to be considered profitable) 

for them to be used in real trading situations. Existing 

methods also suffer from low returns over long trading 

periods, making them less attractive to traders when 

compared to existing algorithms reliant on human 

predictions. 

The problem with currently published research that 

attempts to investigate AT that uses ML for prediction is 

either the results are undesirable, or that no simulation is 

included in the results, or both. This lack of research is, in 

the opinion of the authors, the main reason stopping the 

widespread use of machine learning prediction in stock 

market trading today. This paper will thoroughly 

investigate using efficient ML techniques to accurately 

it depends on a series of steps rather than an investor’s 

intuition. 

 

Figure 1: Increase of algorithmic trading as a percentage of the New York Stock Market's volume [6]. 
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predict the future movement of a stock, taking into account 

the three reasons for resistance mentioned above. It is 

therefore the chief goal of this paper to encourage the 

economic world to undertake AT using new ML methods, 

by providing them with solid, consistent, and repeatable 

simulations. 

In this paper, we will focus on three new ML methods, 

namely Gradient Boosting, Random Forest, and 

Extremely Randomized Trees; we have chosen these 

methods because they have all been published recently in 

the ML world. Moreover, these methods have been tested 

before on time series prediction and have shown accurate 

prediction results even with noisy data (i.e.: data that 

fluctuates randomly) and very large datasets (i.e.: datasets 

that are too large for weaker ML methods to work on in 

sufficient time).  

To simulate these ML methods in AT, we will use 

Quantopian, a browser-based AT platform that can be 

used to write trading strategies in Python [9] and back-test 

them against 13 years of minute-level US stock price and 

fundamental data. In each simulation, the returns of the 

algorithm {4} are compared with a suitable benchmark, and 

performance is evaluated according to eight evaluation 

methods. Our simulation results will prove to the readers 

that using our suggested ML methods in AT will 

consistently provide better revenue than the benchmark. 

In the Literature Review section, we will review the 

state of the art literature and academic research that 

revolves around AT, and the application of ML methods 

into AT. In the Trading Strategy section, we will discuss 

how the ML model is created and trained, how stocks are 

automatically selected during the AT process, and briefly 

go over some simulator settings. In the Methodology 

section, we will go over the performance indicators that 

will be used to judge how well the ML methods perform 

relative to the performance of known financial 

benchmarks. Finally, in the Results section we will 

compare and comment on the simulation results of the ML 

methods when using Quantopian. 

2 Literature review 
While academic journals are filled with projects 

discussing stock trading techniques [10] [11] [12], the 

world of algorithmic trading is relatively new, and 

therefore the application of machine learning to 

algorithmic trading is the new trend of academic research 

[13] [5]. The three machine learning techniques, 

interchangeably referred to as classifiers {5}, we will be 

using are the Gradient Boosting [14], Random Forests 

[15], and Extremely Randomized Trees algorithms [16]. 

The Gradient Boosting algorithm produces a 

prediction model that is in the form of an ensemble {6} of 

weak decision tree prediction models, also known as 

estimators [17]. The Random Forest and Gradient 

Boosting algorithms are much related, because both of the 

algorithms are techniques for regression and classification 

problems by constructing a multitude of decision trees 

[18]. The Random Forest algorithm is easier to tune than 

the Gradient Boosting algorithm, although the Gradient 

Boosting algorithm will, in general, outperform Random 

Forests with proper tuning. This is because the Gradient 

Boosting algorithm attempts to add new trees that 

complement the already built trees, and usually this 

produces better accuracy with fewer trees. The Extremely 

Randomized Trees algorithm is one step further than the 

Random Forests algorithm in the way it chooses to split 

each node in the decision tree during the construction of 

the decision tree and how the parameters for the node is 

computed. [19] 

Algorithmic trading (AT) is using the computational 

power at our disposal in the stock market. Computers 

programmed with a specific set of instructions, large 

amounts of data, and mathematical models that decide 

how to trade in a speed and frequency that humans are not 

capable of achieving, in order to generate more profit 

ruling out human errors and emotions. Multiple studies 

show the effect of algorithmic trading on the stock market. 

A study was done from 2001 to 2011 on the stock market 

and how AT affects it and it showed that it improved 

liquidity, efficiency, but also increased volatility [20]. 

However, a paper showed that results were not uniform 

across different stocks and there were different outcomes 

under different conditions [21].  

Machine learning (ML) has been a hot topic between 

researchers for its use in a lot of fields. We are concerned 

with it being used in the stock market to assist investors in 

trading, by trying to predict the behavior of the stock 

market through computations of large amounts of 

historical stock market data. A considerable amount of 

effort was also put into using Neural Networks as a 

prediction technique. One of the first papers that attempted 

to apply that to the stock market was used to predict the 

index of the Tokyo Stock Market [22]. A much recent 

paper about Neural Networks used two kinds of neural 

networks, namely a feed forward Multilayer Perception 

(MLP) and an Elman recurrent network [23]. The paper 

concluded that MLP has more potential in predicting stock 

value changes than Elman recurrent network and linear 

regression, although a simple linear regression model was 

better than the other two when it comes to predicting the 

direction of stock price changes one day ahead [24]. The 

authors of [25] proposed a trading agent that is based on 

deep reinforcement learning, to autonomously make 

trading decisions and gain profits in the dynamic financial 

markets. [26] paper developed a machine learning 

framework for algorithmic trading with virtual bids in 

electricity markets. Also, a budget and risk constrained 

portfolio optimization problem was solved.  

Another paper proposed a model that combined the 

Support Vector Machine algorithm with other 

classification methods, in a way such that the weakness of 

a method will be balanced out by the strength of another 

(i.e., early attempts at ensemble methods in stock market 

prediction) [27]. Papers that used technical indicators for 

their machine learning methods typically computed the 

Exponential Moving Average (EMA) {7} and compared it 

to the stock markets, specifically using the Google and 

Yahoo stocks (NYSE: GOOG and NASDAQ: YHOO); in 

one particular paper, the authors suggested using other 

indicators as they believe that might provide more 

accurate results instead of just using the EMA [28].  
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Results from papers in the field have been both 

positive and negative towards the idea of using ML in AT. 

An example of a paper that was negative towards the idea 

used ML to facilitate automated stock portfolio 

optimization; the authors used the Dow Jones Industrial 

Average Index as a benchmark; they concluded that none 

of the techniques they used outperform the index, mainly 

because the index resulted in more returns at a lower risk 

than their proposed method [29]. An example of another 

paper that was positive towards the idea used a method 

that consisted of linear regression, generalized linear 

model, with the aid of the Support Vector Machine 

algorithm, to predict future stock market prices; results 

were desirable and they generated a higher profit than the 

selected benchmark [30]. Another positive paper proposed 

a stock price prediction system also based on the Support 

Vector Machine algorithm and was tested on the Taiwan 

stock market; the method performed better than 

conventional stock market prediction systems (in terms of 

accuracy) [31].  

More advanced papers have used hybrid 

combinatorial methods of clustering {8} and classification. 

One of these papers first applies a clustering algorithm 

such as K-Nearest Neighbors and partitions the clustered 

values into number of parties, and then applies a horizontal 

partition based decision tree algorithm; the paper used the 

algorithm on data from the Shanghai Stock Exchange and 

their predicted results were very close to the actual values 

[32].          

In this project, we will compare our efficient 

ensemble methods with the K-Nearest Neighbors and the 

Support Vector Machine algorithms as a way of 

comparing our methods to those used in previous 

literature. Our simulation results will show that our 

efficient ensemble methods outperform those used in 

previous literature in predictive accuracy.  

The use of Quantopian in academic research is rare; 

one of the few papers to use it begins with an explanation 

of the Efficient Market Hypothesis 2 and Self-Defeating 

Strategies 3, and uses these two ideas to reason why there 

aren't enough academic papers showing positive results 

predicting the market using machine learning; in the 

author’s opinion, if a model succeeds and is distributed to 

the public, it will not be successful for too long. The author 

also used different methods of trading using Quantopian 

and machine learning, but showed that results were 

undesirable [33].  

As we can see from the aforementioned literature, 

there have been many different techniques tried and tested 

in an attempt to predict the stock market and automate 

stock market trading. All methods used different 

algorithms, factors, and parameters that could be tuned to 

 

2 In financial economics, the efficient-market hypothesis 

states that current stock prices fully reflect all available 

information. It is therefore, according to the hypothesis, 

impossible to find a pattern in stock price movement. 

3 A self-defeating strategy is a term used for a strategy that 

will eventually stop working (or reduce in effectiveness) 

after it is applied to the stock market. 

deliver better results. In this paper, we will use what we 

consider to be the latest machine learning methods to try 

and produce positive results in prediction and simulation. 

3 Trading strategy 

3.1 Model creation 

In this section, we will explain the trading strategy that we 

will simulate. It is coded entirely in the Python language 

and it runs on the Quantopian simulator. As mentioned 

earlier, we will use three machine learning methods for our 

daily predictions. The classifiers used are the Gradient 

Boosting, Extremely Randomized Trees, and Random 

Forest classifiers, and they are all part of the open source 

scikit-learn library [34]. 

Creating the model is the first step in the algorithm, 

and the model creation is scheduled to happen at the 

beginning of every month throughout the simulation 

period. It is created by training the classifier 4 data based 

on the previous 1000 days (which we define as the history 

range) relative to the model creation date, and based on 

this data we generate features, namely the Average True 

Range (ATR) and the Bollinger Bands (BB). The ATR is 

a measure of the volatility (volatility is defined later in 

Section 4.2) for the stocks: it is calculated through a 14-

day period by finding the moving average of the “true 

range”. Simply put, if stocks are experiencing high 

volatility, then they would have higher ATR, and they will 

have lower ATR at lower volatility, and the difference 

between the maximum and minimum moving average is 

deemed the true range. The BB is another popular method 

to measure volatility: the prices of the stock along with a 

ten-day period moving average are banded by an upper 

band and a lower band, and the bands keep changing 

according to the market conditions. A wider band from the 

moving average means that the stock price is becoming 

more volatile, whereas tighter bands mean that the 

volatility is decreasing. If stock price moves closer to the 

upper band, this means that the stock is being overbought, 

and the stock is being oversold if the prices are moving 

closer to the lower band.  

The following list outlines the organization of the 

features and the predicted target, before being used to train 

the classifiers. There is a total of 89 features 5, and the 90th 

column contains the target to be predicted by the classifier. 

The value of the prediction target is a function that is 

detailed in Equation 1. The feature organization in the 

dataset used to train the classifiers is as follows: 

 

• Price Changes  

• ATR Upside Signal  

4 In machine learning, creating a model by training a 

classifier means that we feed the classifier with historical 

data to ‘train’ on. The created model will decide which 

class to allocate the newly observed data based on 

previous data. 

5 The selection of 89 features is arbitrary. The number 89 

comes from six technical indicators, each of which has a 

14-day period. The use of a 14-day period is also arbitrary. 



Investigating Algorithmic Stock Market Trading... Informatica 44 (2020) 311–325 315 

 

• ATR Downside Signal 

• Upper Bollinger Band  

• Middle Bollinger Band  

• Lower Bollinger Band  

 

The following equation is used to determine the target 

for prediction. 

 

𝑷𝑪𝑻(𝒑) = {

+𝟏𝒊𝒇𝒑𝒊𝒔 > 𝒂𝒄𝒆𝒓𝒕𝒂𝒊𝒏𝒑𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆𝒐𝒇𝒕𝒉𝒆𝒑𝒓𝒊𝒄𝒆𝒄𝒉𝒂𝒏𝒈𝒆𝒕𝒉𝒆𝒅𝒂𝒚𝒃𝒆𝒇𝒐𝒓𝒆,∧ 𝒊𝒔𝒑𝒐𝒔𝒊𝒕𝒊𝒗𝒆
𝟎𝒊𝒇𝒑𝒊𝒔𝒘𝒊𝒕𝒉𝒊𝒏𝒂𝒄𝒆𝒓𝒕𝒂𝒊𝒏𝒑𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆𝒐𝒇𝒕𝒉𝒆𝒑𝒓𝒊𝒄𝒆𝒄𝒉𝒂𝒏𝒈𝒆𝒕𝒉𝒆𝒅𝒂𝒚𝒃𝒆𝒇𝒐𝒓𝒆

−𝟏𝒊𝒇𝑷 > 𝒂𝒄𝒆𝒓𝒕𝒂𝒊𝒏𝒑𝒆𝒓𝒄𝒆𝒏𝒕𝒂𝒈𝒆𝒐𝒇𝒕𝒉𝒆𝒑𝒓𝒊𝒄𝒆𝒄𝒉𝒂𝒏𝒈𝒆𝒕𝒉𝒆𝒅𝒂𝒚𝒃𝒆𝒇𝒐𝒓𝒆,∧ 𝒊𝒔𝒏𝒆𝒈𝒂𝒕𝒊𝒗𝒆
(𝑬𝒒. 𝟏) 

 

Where p is the price change for tomorrow  

3.2 Automatic stock selection 
The algorithm is also able to choose certain stocks 

automatically every month, and therefore fully automates 

the trading process and keeps our simulations free of 

survivorship bias. The selection is based on fundamental 

data 6, and it does so by filtering according to a stock’s 

Price-to-Earnings Ratio (PER) and Market Capitalization 

(MC). The PER of a stock is measured by dividing the 

current share price over its earnings per share, and this is 

used as an indication of the value of the company. MC is 

calculated by multiplying the current market price of one 

share with the company’s total number of shares, and this 

shows the total market value of the shares in a company. 

3.3 Longing and shorting stocks 
The final stage of the trading strategy of our AT program 

is the longing and shorting of the selected stocks and the 

program is scheduled to long and short stocks daily (i.e.: 

every trading day in the NYSE during the selected time 

period). Our AT programs will use two different 

techniques to base our trading on: the first technique is 

using one classifier and the other is using two classifiers 

working simultaneously. If one classifier is used, the 

algorithm will long or short based on how sure the 

 

6 The fundamental data of a stock is in the broadest terms 

any data, besides the trading patterns of the stock itself, 

predictor is of its prediction, and we specify that it should 

be more than a certain value (defined as the minimum 

probability) for the AT program to take the appropriate 

action of longing or shorting. When two classifiers are 

used, the AT program takes action when both predictions 

are the same. The actions taken by either of the 

classification methods is outlined in detail in Table 1 

below. 

3.4 Slippage and commission  
For all simulations in this project, we are using the default 

slippage and commission models that are being used on 

the Quantopian simulator. Slippage calculates and 

simulates the impact of our order on the market, and it is 

measured by assessing how large our order is in 

comparison with the current trading volume; this is used 

to check if an order is too big (given that a trader cannot 

trade more than the market’s volume at any given time); 

therefore, our algorithm will be limited to ordering up to 

2.5% of the total available stocks, a percentage defined by 

the simulator to make the simulation results more realistic. 

The commission is set to $0.03 dollars per share, as is the 

default on the simulator. 

which can be expected to impact the price or perceived 

value of a stock. 

Output of One Classifier Outputs of Two Classifiers Action taken by the AT program 

Classifier predicts increasing price with 

strong probability. 

Both classifiers agree on an 

increasing price prediction. 

Begin longing the stock. 

If we are already shorting the stock 

(betting that it will decrease), stop 

trading the stock.  

Classifier predicts decreasing price with 

strong probability. 

Both classifiers agree on an 

increasing price prediction. 

Begin shorting the stock. 

If we are already longing the stock 

(betting that it will increase), stop 

trading the stock.  

Classifier either predicts no change with 

strong probability or predicts any outcome 

with weak probability. 

The classifiers either agree on no 

change in stock price or disagree 

on a prediction. 

Make no changes to our ongoing 

action with the stock. 

Table 1: This table outlines the workflow for each of the two trading strategie. 
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4 Methodology 

4.1 Testing the chosen machine learning 

methods in predictive accuracy 
Before beginning to trade with the model predictions, it is 

better to first test the accuracy of the algorithms in 

predicting the future stock price movement. This would 

give us a better understanding of each algorithm’s 

performance in prediction only, and lets us tune the 

algorithm’s parameters to get better accuracy. Quantopian 

provides a research environment to experiment and try out 

trading strategies without running them through a 

simulator. We will assess the accuracy of each algorithm 

by using a confusion matrix (a table that counts the 

predictions that were classified and misclassified) and 

repeat each simulation multiple times to gain confidence 

in the results. Each algorithm has its own set of adjustable 

parameters, which we will try to fine-tune to attain the best 

accuracy from each algorithm.  

4.2 Performance indicators  
After finding the best parameters for an accurate 

prediction of stock price movement, we can move our 

algorithms from the research environment to the 

simulation. The algorithms will be part of the larger work-

flow, which was discussed in detail in the previous 

section. We define a certain time-period (greater than two 

years) for the simulation to run through day-by-day, and a 

fixed starting capital of 1 million US dollars. At the end of 

each simulation, the algorithm’s performance is assessed 

automatically through eight performance indicators that 

are usually used to assess and compare different trading 

strategies together; they are outlined in Table 2 below. 
We will provide the mathematical equations that were 

used in determining six of the eight performance 

indicators below. The remaining two indicators (i.e., 

cumulative returns and maximum draw-down) are 

considered to be straight forward and will not be explained 

due to lack of space. We have chosen to consider the 

market to be reasonably approximated by the Standard and 

Poor 500 index (NYSE: SPY), and the risk-free rate to be 

reasonably approximated by the US Treasury Index 

(NYSE: BIL). 

4.2.1 Alpha and Beta 

The values for alpha and beta are found from an equation 

that is a part of the capital asset pricing model (CAPM), 

shown below. 

𝛼 = 𝑅𝑝– [𝑅𝑓 + (𝑅𝑚– 𝑅𝑓) ∙ 𝛽] 

(Eq. 2) 

Rp is the realized return of portfolio (this is the 

portfolio that is being simulated). 

Rm is the market return (this can be approximated by a 

portfolio with only the SPY Standard & Poor 500 stock 

longed with initial capital). 

Rf is the risk-free rate (this can be approximated by a 

portfolio with only the BIL US Treasury Bill Index stock 

longed with initial capital). 𝛽 is calculated as in Eq. 3. 

We find beta first using the Eq. 3, then we substitute 

it in Eq. 2 to get alpha: 

𝛽 =
𝐶𝑜𝑣(𝑅𝑝, 𝑅𝑚)

𝑉𝑎𝑟(𝑅𝑝)
 

Performance 

indicator 
Brief description of the indicator 

Algorithm 

Returns 
Cumulative returns (as a percentage) of the algorithm relative to the starting 

capital at the beginning of the simulation 

Alpha 
The return on an investment that is not a result of general movement in the greater 

market. 

Beta 
The tendency of the algorithm’s price movement to respond to swings in the 

market. A beta value of 0 means the algorithm is uncorrelated to the market, and 

in some sense is risk-free. 

Sharpe Ratio 
A measure for calculating risk-adjusted return; it is defined as the average return 

earned in excess of the risk-free rate per unit of volatility or total risk. 

Sortino Ratio 

A modification of the Sharpe ratio that differentiates harmful volatility from 

general volatility by taking into account the standard deviation of negative asset 

returns (downside deviation). A large Sortino ratio indicates that there is a low 

probability of a large loss. 

Information 

Ratio 

A ratio of portfolio returns above the returns of a benchmark (usually an index) 

to the volatility of those returns. The information ratio (IR) measures a portfolio 

manager's ability to generate excess returns relative to a benchmark, but also 

attempts to identify the consistency of the investor. 

Volatility 
An identification of price ranges and breakouts; the ratio uses a true price range 

to determine an algorithm’s true trading range and is able to identify situations 

where the price has moved out of this true range. 
Maximum Draw-

down 
The maximum draw-down experienced by the cumulative returns of the 

algorithm during a certain period of time defined by the simulator. 

Table 2: Description of the eight performance indicators the simulator produces. 
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(Eq. 3) 
 
Cov(X, Y) is the covariance between the two 

variables X and Y. 
Var(X) is the variance in the variable X. 

4.2.2 Sharpe ratio 

𝑆ℎ𝑎𝑟𝑝𝑒 =
𝑀𝑒𝑎𝑛(𝑅| |𝑝 − 𝑅𝑓)

𝑆𝑡𝑑𝐷𝑒𝑣(𝑅𝑝 − 𝑅𝑓)
 

(Eq. 4) 

StdDev(x) is the standard deviation in x, and Mean(x) is 

the average value of x. 

4.2.3 Sortino ratio 

𝑆𝑜𝑟𝑡𝑖𝑛𝑜 =
𝑀𝑒𝑎𝑛(𝑅| |𝑝 − 𝑅𝑓)

𝑆𝑡𝑑𝐷𝑒𝑣
 

(Eq. 5) 

F(x, y) is a set of values that only contain the value of x - 

y when y was greater than x. 

4.2.4 Information ratio 

𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 =
𝑀𝑒𝑎𝑛(𝑅| |𝑝 − 𝑅𝑚)

𝑆𝑡𝑑𝐷𝑒𝑣(𝑅𝑝 − 𝑅𝑚)
 

(Eq. 6) 

4.2.5 Volatility ratio 

𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑖𝑡𝑦 =
𝑇

𝐸𝑀𝐴𝑛(𝑇)
 (Eq. 7) 

 

 

→ 𝑇 = 𝑀𝑎𝑥(𝐻𝑡 − 𝐿𝑡 , 𝐻𝑡 − 𝐶𝑡−1, 𝐶𝑡−1 − 𝐿𝑡) 
(Eq.  8) 

T is coined the “true range” and is determined by Eq. 8. 
EMA n (T) is the exponentially moving average of T 

over a time period of n days. 
H is the highest price a stock reached during the day. 
L is the lowest price a stock reached during the day. 
C is the closing price of the day for a given stock. 
The subscripts of the variables in the true range 

definition indicate which day the variables are taken from. 

 

7 A confusion matrix is a commonly used tool in 

classification tasks to assess the accuracy of a classifier. 

4.3 Other considerations 
It is a difficult task to compare all trading strategies with 

only one performance indicator. During our 

experimentation we will find strategies that perform well 

through some indicators but poorly in others, so we will 

compare algorithms using all indicators and leave it to the 

investor to decide which algorithms are the most 

favorable. We will first show how changing the prediction 

algorithm affects the performance indicators, and then we 

will show how fine-tuning the different algorithm 

parameters affect the indicators too. In the conclusion of 

our simulations and analysis of all the different methods 

and trading strategies, we will try to find the strengths of 

each prediction algorithm when applied to a trading 

strategy and show their defining characteristics when that 

trading strategy is used in AT.  

5 Results 

5.1 Results from initial testing of predic-

tive accuracy 
We precede the simulations with initial testing in the 

research environment provided by Quantopian. Using a 

gradient boosting classifier, we trained the classifier on a 

normalized SPY index during a certain period of time 

(between 2006 and 2010), and then used that trained 

classifier to predict three randomly selected stocks, as 

shown in Table 3. The classifier outputs one of the three 

classes of prediction:  the stock price one day from today 

will either increase by a certain percentage, decrease by 

that percentage, or stay within that percentage (which we 

considered to be negligible movement). Table 3 contains 

a confusion matrix7, and it counts the number of 

predictions and their outcomes, as a way of assessing the 

performance of the classifier. The result is the average of 

ten simulations. The matrix in Table 3 yields an accuracy 

of 57%, and the accuracy is calculated by summing the 

diagonal of the matrix. 
Following that experiment, we can compare the 

accuracy of each classifier when used to predict each of 

the stocks separately. Because there are three classes to 

predict, we can consider a random guess to be a uniform 

 Stock actually 

decreased in price 

Stock price actually 

stayed almost the same 

Stock actually 

increased in price 

Stock predicted to 

decrease in price 
36% 7% 6% 

Stock price predicted 

to stay almost the same 
12% 17% 15% 

Stock predicted to 

increase in price 
1% 2% 4% 

Table 3: The confusion matrix from the best classifier (Gradient Boosting) with fine-tuned parameters (obtained 

through a grid-search) after predicting 970 stock price movements. 
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distribution between the three classes (i.e.: 33%). This is a 

good reference to be used when comparing the classifiers, 

because any classifier that has a predictive accuracy below 

random guessing is not considered useful. Observing the 

values in Table 4, all classifiers achieve significantly 

higher accuracy than both the reference and classifiers 

from previous work (refer to Section 2); this leads us to 

believe the market is not random 8 and we can try to use 

these predictions in trading. 

In Table 4, all classifiers are trained on the Standard 

and Poor 500 index (NYSE: SPY) and then used to predict 

the stock indicated in each column. In most cases, the 

Gradient Boosting classifier reaches the highest accuracy 

amongst the three classifiers, reaching almost two times 

the accuracy of the reference.  

5.2 Simulations using pre-selected stocks 

Following the results presented in Table 4, we have 

confidence in the prediction ability of our ensemble 

methods, and we can move these methods onto the trading 

simulation. The details of the inner workings of the trading 

algorithm are in the previous section (i.e.: Trading 

Strategy). As described before, there are two versions of 

the algorithm, each differing by either using one or two 

classifiers, and by either using preselected stocks or 

automatic stock selection. We will present the cumulative 

returns of each version of the algorithm and discuss them 

briefly. All methods are compared to the Standard and 

Poor 500 index (NYSE: SPY) as a benchmark for 

assessing performance. The time period throughout which 

the classifiers are simulated is selected based on 

simulation complexity, and we kept all periods to a 

minimum of two years, usually starting no earlier than 

2010, and all algorithms traded daily. In Figure 2, we will 

show the cumulative returns of each of the three classifiers 

when using preselected stocks and the one classifier 

 

8 We refer to this because there is a popular hypothesis in 

financial literature named the “Efficient Market 

Hypothesis”, and it is an investment theory that states it is 

impossible to find a pattern in the stock market because 

stock market efficiency causes existing stock prices to 

always incorporate and reflect all relevant information. 

9 The Gradient Boosting Classifier uses fewer estimators 

than its counterparts, and this is due to the greater 

method.9 The preselected stocks are a random selection of 

36 stocks that were constituents of the Standard and Poor 

500 index (NYSE: SPY) during the year of 2010, which is 

the starting year for all of the simulations in this project. 

It can be deduced from Figure 2 that the Extremely 

Randomized Trees classifier and the Random Forest 

Classifier strongly outperform the benchmark, with the 

Random Forest Classifier having higher cumulative 

returns towards the end of the period. The Gradient 

Boosting Classifier under-performs compared to the other 

classifiers if we compare them using cumulative returns. 

Gradient Boosting outperforms the other two when it 

comes to stability and volatility of the simulation. 

We will now discuss a problem that may arise when 

using only one classifier in a trading strategy for stock 

price prediction. The uncertainty a classifier has in its own 

prediction, as per the discussed trading strategy, can 

sometimes lead the AT program to not act upon the 

prediction. A more complex approach that solves this 

problem is to use two similar classifiers and only act upon 

their agreement; we will call this method hereafter the 

Two Classifier method, and the method that uses only one 

classifier and a probability threshold will be called 

hereafter the One Classifier method. The result of this 

alternative approach, namely the Two Classifier method, 

is shown in Figure 3 below with preselected stocks only. 

The reader can see from Figure 3 that all classifiers 

easily outperform the benchmark, with the ETC and the 

RFC classifiers having the best overall cumulative returns. 

It is worth noting that, compared to the one classifier 

method the two classifier methods usually have less 

volatility but also less cumulative returns as well. 

complexity of the algorithm compared to the other 

algorithms. In general, it takes significantly less 

processing time to train a Random Forest Classifier (RFC) 

or Extremely Randomized Trees (ETC) Classifier than a 

Gradient Boosting Classifier (GBC) with an equal number 

of estimators for all three classifiers. 

 Apple Inc. 

(NYSE: AAPL) 

JPMorgan Chase 

(NYSE: JPM) 

Microsoft Corp. 

(NYSE: MSFT) 

K-Nearest Neighbors Classification 41.9% 42.6% 48.0% 

Support Vector Machine 39.4% 41.2% 42.4% 

Random Forest Classification 50.5% 56.6% 51.1% 

Extremely Randomized Trees 

Classification 50.1% 56.0% 50.5% 

Gradient Boosting Classification 52.2% 57.0% 53.1% 

Table 4: This table provides a useful side by side comparison of the predictive performance each of the three 

classifiers with fine-tuned parameters, along with two classifiers from previous literature. 
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5.3 Simulations using automatically se-

lected stocks 

The main problem with using preselected stocks is that we 

are prone to survivorship bias; this means that our 

selection of stocks manually uses our information of the 

future, relative to the time of the simulation. Our proposed 

solution to survivorship bias is to let our AT program 

automatically select stocks every month using basic 

fundamental analysis. The selection scheme for the 100 

stocks we used was a simple one based on the stock’s 

Price-to-Earnings Ratio (PER) and Market Capitalization 

(MC), and all stocks are selected from the NYSE and 

 

Figure 2: The graph shows the cumulative returns of each of the three algorithms when working with 36 preselected 

stocks and using one classifier to predict the trading stocks. 
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Figure 3: The graph shows the cumulative returns of each of the three algorithms when working with 36 preselected 

stocks and using the agreement of two classifiers to predict the trading stocks. 
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NASDAQ exchanges. Our selection used stocks the first 

100 stocks that were above $100 million in MC, had a PER 

less than 10, and were sorted by their MC value in 

descending order. Our choice of filter values for the 

automatic stock selection was based on trial and error 

through multiple simulations. 

At the beginning of each month, the available stocks 

are filtered and reselected, ensuring that the algorithm has 

the best selection of stocks to analyze and trade. The two 

graphs that follow, Figures 4 and 5, will show the 

cumulative returns over time when using the one classifier 

and two classifier methods respectively with automatic 

selection of trading stocks. 

In Figure 4, we can see that all three algorithms seem 

to be prone to a heavy decline between 2011 and 2012, 

and we will see that this decline is less prominent in the 

 

Figure 4: The graph shows the cumulative returns of each of the three algorithms when working with 100 

automatically selected stocks (selected at the star t of each month) and using one classifier to predict the trading stock. 

 

Figure 5: Cumulative returns of each of the three algorithms when working with 100 automatically selected stocks 

(selected at the start of each month) and using the agreement of two classifiers to predict the trading stock. 
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two-classifier method. The Gradient Boosting Classifier 

outperforms the other two classifiers considerably over the 

time period following the mass decline. All three 

classifiers outperform the benchmark significantly.  

In Figure 5, it should be noted that the maximum 

possible number of estimators for each classifier was 

selected, which is why the more complex Gradient 

Boosting algorithm has less estimators than the simpler 

Extremely Randomized Trees and Random Forest 

algorithm. Nonetheless, they all achieve similar 

performance, although the Gradient Boosting algorithm 

seems to outperform the others and maintains less 

volatility, especially towards the end of the time period.  

 

Figure 6: The change in cumulative returns as we change the number of estimators (trees) in the gradient boosting 

classifier when only one classifier is used and stocks are automatically selected. 

 

Figure 7: The graph shows the change in cumulative returns as we change the maximum depth of the estimators 

(trees) in the Gradient Boosting Classifier when only one classifier is used and stocks are automatically selected. 
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5.4 Simulations with parameter adjust-

ments 

Following the results that were observed in the previous 

section, we will now move on to investigate how fine-

tuning the classifier parameters affects cumulative returns 

of the program. We chose to change two parameters in the 

Gradient Boosting Classifier, namely the number of 

estimators in the classifier, and the maximum depth of 

each estimator in the classifier.  It can be seen from Figure 

6 that an increase in number of estimators yields better 

cumulative returns and more resistance to negative 

changes in the market. 

From Figure 7, the reader can observe from the graph 

that a decrease in the maximum depth allowed yields 

better cumulative returns. This is most likely due to the 

classifier not being prone to over-fitting when the depth is 

limited. While the changes were only performed on the 

Gradient Boosting classifier, the construction of the other 

two classifiers is similar and the results are almost the 

same (we will not show those results due to lack of space). 

This is evident from when we fine-tuned the classifiers 

earlier in the research section of Quantopian and arrived 

at similar results. It can be shown that, in general, 

increasing the number of estimators and decreasing the 

maximum depth of the estimators will increase the 

predictive performance of ensemble methods. 

5.5 Performance indicators resulting from 

simulations 

Following the fine-tuning investigation, we start to 

compare performance indicators other than cumulative 

returns, using the average of their 12-month value over 

multiple simulations and taking them to a confidence level 

of 90%. We will start by comparing the averaged values 

of alpha and beta over a 12-month period for each of the 

three classifiers (taking the Standard and Poor 500 index, 

NYSE: SPY, as a benchmark) and for each of the 

classification scenarios (one classifier and two classifiers 

respectively). By observing the data in Table 5, it can be 

seen that in general the two-classifier method produces a 

higher value of alpha and beta than the one classifier 

method. 

When looking for a good trading strategy, it is 

preferable to find one that has low correlation to the 

market (in this case, the market is considered to be the 

Standard and Poor 500 index, NYSE: SPY). A low long-

term beta value and a high long-term alpha value for a 

trading strategy are desirable characteristics of a trading 

strategy because they indicate low market correlation and 

high “risk-free” return respectively. 

From observing the data in Table 5 we can deduce 

that, while most strategies have undesirably high values of 

beta, they also possess large values of alpha and the two 

classifiers method produces higher alpha than its one 

classifier counterpart on average. This leads us to presume 

there is value in these strategies from a financial 

perspective, although they would need further work to 

decrease market correlation. We will also compare the 

ratio indicators which give the reader some indicator of 

return versus risk for each of the classifiers in each of the 

classification scenarios, but in different ways. It should be 

noted that the ratios will seem unusually high compared to 

traditional methods, and this is expected with the high 

cumulative returns we saw earlier. The next table, Table 

6, compares the Sharpe, Sortino, and Information ratios 

for all three ensemble methods for both the one classifier 

and two classifier methods. 

We can observe from the values in Table 6 that in 

general, the Gradient Boosting Classifier method produces 

higher performance ratios than its counterparts and this 

may indicate that the Gradient Boosting Classifier method 

results in higher returns with lower risk relative to other 

trading strategies. The reader can also see that the two-

classifier method produces higher performance ratios than 

the one classifier method in most of the cases, except for 

the Information Ratio in which both methods have similar 

performance. The final two performance indicators, 

outlined in Table 7 below, are the volatility and maximum 

draw-down, both of which describe the risk associated 

with the trading algorithm.  

It can be observed from Table 7 that in general, the 

two-classifier method has higher volatility than the one 

classifier method. This may be because of the greater 

condition placed on the one classifier method (i.e.: to be 

sure of the result with a certain probability defined 

beforehand) than that of the two classifiers method. 

Reading the three previous tables, namely Tables 5, 6, and 

7, we can see that almost all trading strategies have high 

volatility and large draw-downs, despite them having 

large amounts of cumulative return and good return-

versus-risk ratios. It is worth noting that the two classifier 

 12-month Alpha 12-month Beta 

One Classifier 

Method 

Two Classifiers 

Method 

One Classifier 

Method 

Two Classifiers 

Method 

Random Forest Classifier 0.40 1.29 1.89 2.79 

Extremely Randomized Trees Classifier 0.40 1.05 1.25 2.77 

Gradient Boosting Classifier 0.62 1.37 1.74 4.70 

Table 5: The table compares the average values of the alpha and beta coefficients over 12-month periods for each of 

the three classification methods when used in simulation over the time-period 2010 to 2015. 
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methods, on average, have higher return and risk ratios 

than their one classifier counterparts. 

6 Conclusions and future work 
It has always been a difficult task to predict the stock 

market, and even after many attempts by researchers to 

restore confidence in stock market prediction, there are 

many other researchers and economists that believe the 

market is random and cannot be predicted. It is our aim 

that the simulation results presented in this project provide 

the reader with a new positive look towards machine 

learning and stock market prediction. 

The simulation results and investigation show both 

advantages and disadvantages of using ensemble methods 

in algorithmic trading; all three classification methods 

were able to outperform the benchmark in cumulative 

returns over a long trading period and had significant 

alpha coefficients. Additionally, all three classification 

methods outperformed the methods from previous 

literature in predictive accuracy. However, when our 

methods were applied in algorithmic trading, they all 

showed volatile and risky trading behavior, and they all 

had an undesirably large correlation to the market. 

Through basic parameter adjustment (such as maximum 

depth and number of estimators) and changing of trading 

strategies (such as one and two classifier methods), we 

were able to greatly modify the performance of all 

classifiers and their simulated trading portfolios. 

It is in our opinion that the deployment of the 

algorithmic trading strategies discussed in this paper is a 

good move by any prospective investor. The strategies 

outlined in this paper provide a solid foundation for further 

improvement, and they can be deployed once they have 

been adjusted to have less volatility and risk. The use of 

these ensemble methods specifically, and machine 

learning in general, in real algorithmic trading in the future 

is realistic, and we expect further work and research on 

them. 

The field of machine learning algorithms is a very vast 

one and we have only explored the field of ensemble 

methods in this project. There are many new machine 

learning methods being developed that have been shown 

to excel at time-series prediction. For example, deep 

neural networks have recently shown good performance in 

time-series prediction, and there have been some attempts 

at using them on stock market data [35]. It is also possible 

to create ensemble methods from deep neural networks 

and apply similar ideas presented in this project to those 

ensemble methods. 

We have also only explored one specific trading 

strategy that encompassed our prediction algorithms. The 

field of algorithmic trading has many different trading 

strategies, and these can differ in the inputs used to feed 

the machine learning algorithm, or in the way the strategy 

handles the output of the machine learning algorithm. For 

the former, it would be wise to investigate the use of both 

fundamental data and technical indicators together as 

inputs to the predicting algorithm, and assess the results. 

For the latter, it would also be wise to investigate a larger 

number of output prediction classes than the three target 

classes we used in this project. 

 

 

Sharpe Ratio Sortino Ratio Information Ratio 

One 

Classifier 

Method 

Two 

Classifiers 

Method 

One 

Classifier 

Method 

Two 

Classifiers 

Method 

One 

Classifier 

Method 

Two 

Classifiers 

Method 

Random Forest Classifier 2.26 3.42 4.06 5.28 0.11 0.10 

Extremely Randomized Trees 

Classifier 
2.68 3.24 4.07 3.25 0.10 0.10 

Gradient Boosting Classifier 3.61 3.84 5.28 5.73 0.15 0.13 

Table 6: The table compares the average values of the Sharpe, Sortino and Information ratios over 12-month periods 

for each of the three classification methods when used in simulation over the time-period 2010 to 2015. 

   

 Volatility Maximum Draw-down 

One Classifier  Two Classifiers  One Classifier  Two Classifiers  

Random Forest 

Classifier 
0.24 0.35 11.55% 21.45% 

Extremely Randomized  

Trees Classifier 
0.23 0.49 11.69% 25.25% 

Gradient Boosting 

Classifier 
0.22 0.38 24.00% 24.02% 

Table 7: The table compares the average values of the volatility and maximum draw-down indicators over 12-month 

periods for each of the three classification methods when used in simulation over the time-period 2010 to 2015. 
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Glossary of Technical Terms 

Asset Ratios The ratio of company’s total sales 

relative to the value of their assets. 

Liquidity 

Ratio 

 

Determines company’s ability to pay off 

its short-term debt obligations. 

Debt Ratio 

 

Describes the financial health of the 

company. Determined by dividing total 

liabilities by total assets. 

Algorithm 

 

Computer program consisting of a set of 

instructions to achieve a well-defined 

task in a finite number of steps. 

Classifier 

 

Algorithm responsible of classifying new 

observed data into a set of categories.  

Ensemble 

Methods 

 

Methods that use multiple learning 

algorithms to obtain a better 

performance than any of the constituent 

algorithms. 

Exponential 

Moving 

Average 

 

The average of the stock prices over a 

defined number of time periods, giving 

more weight to more recent prices. 

Clustering 

 

 

 

A method, algorithm, that assigns a set 

of observations into subsets ‘clusters’, in 

which observations in the same cluster 

are similar in some sense. Different 

method than classifiers but used for the 

same purposes. 
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The paper presents the results of our research in the field of applying algorithm visualizations within Data
structures and algorithms subject. We accomplished several experiments relating the ability of students to
solve simple problems in a pure visual way in one case and by programming the solution using a particular
programming language in another one. The experiments are described and the results are analyzed within
the paper. In accordance with our previous informal experiences and the results of the analysis we found
there can be some part of students, which will be able to apply an algorithm to concrete problem in a
visual way, but will not be able to express it clearly enough and implement it in given programming
language. As an attempt to cope with the situation, we propose a new teaching approach, together with a
prototype of study supporting system, based on the idea that students would participate on creating simple
visualizations, not just using them. The purpose of such approach is to help students to develop both types
of skills - understanding the algorithms and implementing them as well, by increasing the engagement
level and supporting the active learning.

Povzetek: Predstavljen je način predavanja o algoritmih in podatkovnih strukturah s pomočjo algoritmične
vizualizacije.

1 Introduction

Data structures and algorithms, the subject of our inter-
est within the paper, is one of fundamental subjects taught
within the bachelor study program at our department. Since
the subject is positioned in the second year of study, stu-
dents are supposed to have the basic knowledge and some
practical skills in programming [12]. The goal of the sub-
ject is to further enhance this skills and to provide the
students with fundamental knowledge on data structures,
methods for designing algorithms and to asses their effi-
ciency. As the area of algorithms and data structures is
more general and abstract, it is also more complicated to
learn for many students [5]. One of widely adopted ap-
proaches to help with this situation is based on using algo-
rithm visualizations within the subjects covering the area
[8, 6]. Also within our subject, except the conventional
ways of teaching (using pseudocodes of algorithms or dia-
grams), we also use algorithm visualizations for couple of
years [17, 16]. Although the results achieved by using visu-
alizations are promising [19, 20], we further try to improve
the educational process in order to make it more attractive
and efficient.

If we want to write a correct program for solving a given
problem, we need to have pretty clear idea on the algorithm
solving the problem. But we also need some practical skills
to be able to implement the algorithm in a particular pro-

gramming language. So if one of this two basic elements
is missing it would be very challenging task, so we can
give up, or it will take too long to write the required pro-
gram. While the first one seems to be absolutely necessary,
as without knowing the particular algorithm we will not be
able to create its implementation, it does not automatically
imply, that a student knowing the algorithm will be able
to create the corresponding program. So our hypothesis is,
that there will be some part of students, which will be able
to apply an algorithm to concrete problem in a visual way,
but will not be able to create its corresponding program im-
plementation within the reasonable time limit.

In experiments described further within the paper we
want to contribute to this idea by comparing the results of
solving simple problems by students just in visual way in
one case and by programming the solution in another one.
We think it is very useful to utilize algorithm visualizations
in order to help students to understand the basic principles
of algorithms operation. But according to our experiences,
we also believe there is still some gap between understand-
ing the basic principles of particular algorithm and the abil-
ity to express it clearly enough in a given programming
language. By the experiments we wanted to obtain some
empirical results in order to support or to invalidate our
informal experiences in this respect. After evaluating the
results of experiments we provide some of our ideas how
the quality of the understanding of the given topic as well
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as the ability to implement particular algorithms could be
improved jointly.

The rest of the paper is organized as follows. In section 2
we provide a short description on selection of some inter-
esting and influential works on the topic of algorithm visu-
alization and its effectiveness. Section 3 gives an overview
of the algorithm visualization systems we developed to
support the teaching process in the field of algorithms and
data structures. Experiments we conducted are described in
section 4 and the results of experiments are evaluated and
analyzed in section 5 of the paper. Section 6 proposes a
new approach, aiming at increasing the engagement level,
supported by the prototype of new study supporting system.
Section 7 concludes the paper and provides some ideas for
further development.

2 Related work

There are many tools for algorithm visualizations avail-
able presently, which would indicate that algorithm visu-
alizations are widely used in a field of algorithm and data
structures education. But, as the results from the recent
research in the filed indicate, the important part of effec-
tiveness of algorithm visualization is how students are en-
gaged in a learning activity. Authors of a meta-study [7]
conclude, that studies in which students only viewed visu-
alizations, usually did not indicate significant learning ad-
vantages over students using conventional learning materi-
als. This can be perceived in a way, that the mere presence
of visualizations does not guarantee that students will bet-
ter understand algorithms. The results of this research also
suggest that the most successful educational applications
of algorithm visualizations are those in which the visual-
ization is used as a vehicle for engaging students into the
process of learning. So the form of the learning activity in
which visualization technology is used is more important
than the style of visualizations used.

One of modern approaches is based on learning through
playing educational games [3, 4]. It is believed that us-
ing educational games can provide a wide range of bene-
fits (like increased effectiveness, interest and motivation),
but those are questionable or at least not rigorously estab-
lished [11]. In the paper [5] authors present an educational
game intended to help students in understanding the stack
data structure on conceptual as well as practical level. The
Stack Game was developed in three parts, corresponding to
learning objectives (understanding the concept of stack, ap-
plication of stacks, stack implementation), bound together
by a meaningful storyline.

An interesting exercise support system, based on com-
bining exercise tasks with automatic evaluation and inte-
grated algorithm animation is described in [14]. The sys-
tem is based on the established ANIMAL system, since it
supports the ad-hoc generation of animation based on data
provided by a user. So the creation of new exercise sheets
based on existing sheets by the means of modifying the

input parameters is supported by the system. The correct
answer does not have to be given directly, since it can be
determined by the system automatically, based on provided
evaluation scripts.

While the above mentioned approaches are interesting,
the approach described in this work for increasing students’
engagement and motivation is slightly different and it is
based on the idea that they would participate on creating
visualizations not just using them. The approach, together
with the prototype of associated supporting tool, will be
described in greater details later in this paper.

Very interesting in this respect is the engagement taxon-
omy [10], which defines five levels of interaction [8] be-
tween a student and an algorithm visualization:

– viewing,

– responding,

– changing,

– constructing,

– presenting.

Several hypotheses are proposed in [10], which can be in-
terpreted in a way, that the higher level or the more forms
of engagement are used, the more efficient the learning
becomes. Within our currently available tools (like Al-
gomaster or VizAlgo, described briefly in the following
section) first three levels of interaction from the engage-
ment taxonomy are easily accessible for students. Master-
ing the fourth level (constructing visualizations) however,
is bit more complicated, since it requires some knowledge
about the structure of the application and its plugin mod-
ules. There has been some attempts to simplify the process
of creating plugins for Algomaster platform [2], but the so-
lution created has still limited area of usability.

As the approach presented later in this work is based
on the idea of involving students deeper into the process
of creating particular visualizations, it can be considered
to provide the fourth level of interaction within the en-
gagement taxonomy. Hence we hope it could help to in-
crease the learning efficiency by providing the higher level
of interaction, as well as to develop practical programming
skills by implementing the algorithm under consideration.

3 Algorithm visualization tools
Within our subject we use algorithm visualizations as an
education supporting tools for several years. We started
with visualizations available from different authors. But,
while it was a quick and simple solution, we encountered
the limitations of various kinds time to time, so we started
developing our platforms for visualizing algorithms and
data structures. Platforms were developed in order to ful-
fill our specific needs regarding the selection of algorithms,
naming conventions or the ability to adapt the visualiza-
tions whenever we decided. The platforms are only briefly
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described here, to provide a reader with basic context, since
one of them (Algomaster) was also involved in experiments
described in the next section. For more information, addi-
tional references are provided as well. The first of the plat-
forms was named VizAlgo [16] and it was developed with
emphasis on two main goals: extensibility and portability.
The first of the goals is reflected within the structure of the
application, which consists of two cooperating parts - the
core module and the set of relatively independent plugin
modules. The core module is intended to provide the sup-
port for displaying and controlling the algorithm execution,
while plugin modules are responsible for visualizations of
particular algorithms. Choosing the Java development plat-
form was connected with the second of the goals mentioned
above. The platform is still in development and over the
years not only the set of available visualizations was chang-
ing, but also the core functionalities and user interface [1]
evolved (Figure 1).

Figure 1: VizAlgo platform

According to experiences gained with the VizAlgo, the
second of the platforms, Algomaster [18], also has the
plugin-based architecture, but it was intended to provide
some more advanced features. The features include func-
tionality for algorithm stepping in both directions [13], call
stack visualization for recursive algorithms and a special
mode for practical student testing in a visual way. In con-
trast to the VizAlgo, the Algomaster is based on .NET
framework development and execution platform [9]. Later
on, the platform was extended significantly [2] in order to
provide the support for visualization of complex algorithms
with the ability of changing input data during the visualiza-
tion. Examples of visualizations using the new features are
operations on B-tree, 2-3 tree or AVL tree (Figure 2).

In addition to the ability to define input data dynamically,
extensions were also oriented towards a real-time student
testing and support for simplified development of plugins
for the platform. In order to simplify the creation of Algo-
master plugins, a separate application named AlgoCreator
(Figure 3) was developed.

The application uses a pattern for generating plugins of
particular algorithm class, e.g. pattern for comparison-
based sorting algorithms. A pattern consists of text tem-

Figure 2: Algomaster platform

Figure 3: An environment of AlgoCreator application

plates for source code generation and an interpreter for in-
terpreting user defined model. In short, a process of creat-
ing a plugin module can be described as follows: a user can
select one of available patterns, provide basic algorithm-
related information and the algorithm pseudocode, define
the behavior of the algorithm and initiate library genera-
tion. The process is described in deeper detail in [2].

4 Experiments
As it was yet mentioned within introductory part of the pa-
per, the main motivation behind the accomplished experi-
ments was the comparison of the ability of students to solve
algorithmic problems in two distinct ways. One of them
was based on visual “simulation” of given algorithm op-
eration, using one of our visualization tools, described in
section 3. The another one consisted of programming the
particular algorithm in given programming language. Ex-
periments considered in this work were conducted with stu-
dents of four study groups (G1-G4) and they were focused
on two basic areas. The first area was oriented on travers-
ing trees using different strategies (T ) and the second one
on simple comparison-based sorting algorithms (S).

Thus assignments of the particular area consisted of two
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Figure 4: Algomaster in check mode - traversing binary
tree

parts: solving the problem in pure visual way using the Al-
gomaster platform (V ) in one case (Figure 4) and program-
ming the particular algorithm in C programming language
(P ) in the another one. This way we got the four combina-
tions (two areas and two ways of solving a problem from
the given area - TP , TV , SP and SV ) for each of four
study groups (G1-G4).

In the area of tree traversing, three basic traversing
strategies were used (in-order, pre-order and post-order).
In the area of sorting, simple sorting algorithms (like In-
sert sort and Bubble sort) were used. Within the following
four tables (Table 1, Table 2, Table 3, and Table 4), individ-
ual scores are presented, achieved by students of particular
study groups (G1-G4) in all experiments (TP , TV , SP ,
SV ).

Experiment Results

TP -G1
0 0 0 1 1 0 0 1 0 0

0 0 0 0 0 1 0 1 0 1 0

TV -G1
0.06 1 1 1 1 1 1 0.9 0 0

1 1 1 0.2 0.07 1 1 1 0 1 0

SP -G1
0 1 1 1 1 1 0 0 0 0

0 0 0 0 0 1 - 0 0 1 0

SV -G1
1 1 1 1 1 0.06 0.15 1 1 0.77

1 1 1 0.57 0.05 1 - 1 0 1 0.18

Table 1: Results achieved by the students of the study
group G1

Experiments described within this section were con-
ducted in Fall 2017. 82 students were considered on ex-
periments in total, of which 72 were males and 10 were
females. Since all the activities were not necessarily con-
ducted on a single class, not all students were necessarily
present on all activities. Such situation can be distinguished
in particular table by the presence of “-” character within
the Results column. This fact can be perceived as a slight
disadvantage, but it is generally hard to influence the pres-
ence of students on classes. And since it was registered
only in few individual cases from all considered students,
we believe it was not affecting the results significantly.

Experiment Results

TP -G2
0 0 0 0 1 0 1 - 0 1

0 0 0 0 0 1 1 1 0 1 1

TV -G2
1 0.67 0.09 1 1 0.21 0 1 0.38 0.4
1 0.14 1 1 1 0.6 1 1 1 0.79 0.67

SP -G2
1 0 1 1 1 0 1 1 0 1

1 0 0 1 0 1 1 1 0 1 1

SV -G2
1 1 0.33 1 0 1 1 1 1 1

0.81 0 0.05 0.62 1 1 1 1 1 1 1

Table 2: Results achieved by the students of the study
group G2

Experiment Results

TP -G3
0 0 0 0 0 1 1 1 1 1
- 1 1 1 1 1 - 0 1 0

TV -G3
0.46 0 1 0.75 1 0.14 1 1 0.13 1

0.2 1 0.1 1 1 1 1 1 1 1

SP -G3
0 1 1 0 0 1 0 1 1 0
0 0 1 1 1 1 1 0 1 0

SV -G3
1 1 1 1 1 1 1 0.93 1 1

1 1 1 1 1 1 0.04 0.29 1 1

Table 3: Results achieved by the students of the study
group G3

5 Analysis of the results of
experiments

Within this section we provide a sketch of approach for
calculating some of the resulting values, summarize the
obtained results and formulate some comments on them.
For calculating the average scores (mean) of the first group
(G1) of students in particular experiments (TP , TV , SP ,
SV ), the following formulas (1 - 4) were used. The av-
erage score (G1AvTP ) achieved by the study group (G1)
in the experiment TP is given by the formula (1). Within
the formula, G1TSTP represents the total score achieved
by the group G1 in the TP experiment and G1NSTP the
number of students participating in the experiment. The
mean values (G1AvTV , G1AvSP , G1AvSV ) for remain-
ing experiments (TV , SP , SV ) of the study groupG1 were
calculated analogically.

Experiment Results

TP -G4
1 0 0 0 0 0 0 1 0 1
0 1 1 0 0 1 0 1 0 0

TV -G4
1 0.63 1 0 0.4 1 0 1 0.33 1

1 0 1 1 1 0.86 1 1 1 1

SP -G4
1 0 0 0 0 0 1 1 - 1
0 1 1 1 0 1 1 0 1 0

SV -G4
1 0.7 0.16 1 1 1 1 1 - 1

1 1 1 1 1 1 1 1 1 1

Table 4: Results achieved by the students of the study
group G4
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G1AvTP =
G1TSTP
G1NSTP

=
6

21
= 0.286, (1)

G1AvTV =
G1TSTV
G1NSTV

=
14.23

21
= 0.678, (2)

G1AvSP =
G1TSSP
G1NSSP

=
7

20
= 0.35, (3)

G1AvSV =
G1TSSV
G1NSSV

=
14.78

20
= 0.739. (4)

Similarly, the mean values were calculated for remain-
ing groups (G2 - G4), based on the data presented in tables
Table 2, Table 3, and Table 4. Variance and standard devia-
tion values for all experiments were calculated as well and
the overall results are available in the table Table 5.

Exper. Group Mean Variance Std. deviat.
TP

G1

0.286 0.204 0.452
TV 0.678 0.201 0.448
SP 0.35 0.228 0.477
SV 0.739 0.153 0.391
TP

G2

0.4 0.24 0.490
TV 0.712 0.125 0.353
SP 0.667 0.222 0.471
SV 0.8 0.128 0.358
TP

G3

0.611 0.238 0.487
TV 0.739 0.147 0.383
SP 0.55 0.248 0.497
SV 0.913 0.064 0.253
TP

G4

0.35 0.228 0.477
TV 0.761 0.141 0.376
SP 0.526 0.249 0.499
SV 0.94 0.038 0.196

Table 5: Statistical results of experiments

As we can observe from the graph of average scores
(Figure 5) achieved by students in particular activities, the
scores achieved in visual tasks are usually significantly
higher than the scores achieved in corresponding program-
ming tasks. The only differences are TP /TV relation for
the group G3 and SP /SV relation for the group G2. Also
in these cases the scores achieved by solving problems in
visual way are higher, but maybe not so significantly.

Figure 5: Graph of average scores (study groups)

When we further average the results obtained in par-
ticular experiments, better results in visual tasks become
clearly visible (Figure 6). These results practically sup-
port our informal experiences and the hypothesis expressed
within the introductory part of the paper.

Figure 6: Graph of average scores (experiments)

The results can be also interpreted in a way, that algo-
rithm visualizations provide the solid potential we would
like to build upon and examine the new ways of utilizing
them in the filed of algorithms and data structures educa-
tion.

6 Proposal of the new approach and
study supporting system

In order to cope with the situation and stimulate further
students’ algorithmic and programming skills, while tak-
ing advantage of algorithm visualizations, we propose a
new teaching approach supported by the prototype of new
study supporting system. As it was mentioned before, the
teaching approach is based on the idea that students would
participate on creating simple visualizations, and this way
interact with algorithm visualization on a higher level of the
engagement taxonomy. The role of the proposed system is
to provide the environment, that allows students to control
the pre-arranged visualizations from their code by using
simple programming constructs. The approach, together
with the system are intended to be used in conjunction with
other teaching methods, not to replace them. The proto-
type of the system with a working name DSAV (Figure 7)
combines algorithm visualizations with programming tasks
and so increases the engagement level and supports active
learning.

As a proof of concept, we implemented the support for
several (Bubble sort, Selection sort, Insertion sort, Quick
sort, Heap sort, Merge sort) sorting algorithms [15] and al-
gorithms for traversing binary trees (Figure 8) using var-
ious strategies (Inorder, Preorder, Postorder and Level-
order). We would like to enhance the system in the future,
and perspective areas for such enhancements would be vi-
sualizations of operations on lists, trees, or graphs.
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Figure 7: The working prototype of DSAV system

Technically, the system essentially consists of two parts:
the main part, managing the user interface and visualiza-
tion, and a separate thread implementing the algorithms
to be visualized. There is a simple API consisting of sev-
eral supporting operations which can be used appropriately
by a programmer implementing a particular algorithm.
The basic operation available is (RedrawAndWait(int
millis)) telling the system to update the visualization
according to current values in a data structure shared by
both parts and wait for a specified amount of time.

Figure 8: Visualization of traversing binary tree

In case of sorting algorithms we provide several simple
API calls for rendering some elements of sorted array in
different color. They can be useful in cases we want to put
special emphasis on particular element (elements) of the
sorted sequence (Figure 7). Some of them are given in the
following list:

– CSortClearColorArr()

– CSortSetColor(int index)

– CSortClrSetColor(int index)

– CSortSetColorInt(int begidx, int
endidx)

– CSortClrSetColorRW(int index, int
millis)

As some of operations tend to be used often together,
we also provide special calls for performing combined
operations (e.g. CSortClrSetColorRW(index,
millis) combines CSortClrSetColor(index)
for rendering specified element in different color and
RedrawAndWait(millis)). The reason for introduc-
ing such combined calls is to leave the code of particular
algorithm closer to its original form. Figure 9 provides an
example of using one of the operations within a simple sort-
ing algorithm.

Figure 9: A simple sorting algorithm implementation
within the DSAV system

Analogically, there is a set of simple supporting API
calls for visualization of tree traversing algorithms. Some
of them are provided in the following list:

– Btree3AGetDepth(int root)

– Btree3AGetLevel(int root, int d)

– BT3GetListVisited()

– Btree3ASetVisited(int root)

An example of implementation of simple traversing al-
gorithm is given in Figure 10.

Debugging outputs for particular algorithm can be
printed using console output, if needed. The DSAV is
a Win32 application, written in C/C++ programming lan-
guage, since students mainly use this language in exercises
within our subject presently.

7 Conclusion
Within the paper we described our experiments based on
solving problems from given areas by students in two dif-
ferent ways. The first way was purely visual, accomplished
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Figure 10: A simple traversing algorithm implementation
within the DSAV system

by using the Algomaster platform and the second way was
based on programming a particular algorithm using C pro-
gramming language.

The results acquired are presented and analyzed. We
found that the scores achieved in visual tasks are usually
significantly higher than the scores achieved in correspond-
ing programming tasks. This correlates with our previous
informal experiences and supports the validity of the hy-
pothesis expressed within the introductory part of the pa-
per.

The solution is proposed based on the idea of involv-
ing students into the process of creating algorithm visual-
izations. By the proposed solution we would like to help
students not only to understand the basic principles of the
particular algorithm in a convenient visual way, but also
to stimulate their ability to implement it in particular pro-
gramming language. Based on our experiences, confirmed
by the results of accomplished experiments we believe, we
should develop both of the skills in order to better prepare
our students for their future professional career.

It would be interesting to further develop the proposed
approach and the supporting system and study the contri-
butions of the approach. Except the additional sorting al-
gorithms, perspective areas for further extension would in-
clude visualizations of lists, trees, graphs or hash tables.
We believe, that if system is enhanced properly and uti-
lized in a right way, it would contribute to the quality of
education in the subject. However, the further research is
required in order to evaluate the benefits and efficiency of
the proposed solution.
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Multiple set is a newborn member of the family of generalized sets, which can model uncertainty together
with multiplicity. It has the power to handle numerous uncertain features of objects in a multiple way.
Multiple set theory has the edge over the well established fuzzy set theory by its capability to handle un-
certainty and multiplicity simultaneously. Similarity measure of fuzzy sets is well addressed in literature
and has found prominent applications in various domains. As multiple set is an efficient generalization
of fuzzy set, the concept and theory of similarity measure can be extended to multiple set theory and can
be developed probable applications in various real-life problems. This paper introduces the concept of
similarity measure of multiple sets and proposes two different similarity measures of multiple sets and
investigates their properties. Finally, this work substantiates application of the concept of similarity mea-
sure of multiple sets to pattern recognition. A numerical illustration demonstrates the effectiveness of the
proposed technique to this application.

Povzetek: V članku je predstavljena teorija podobnosti multipnih množic z namenom uporabe prepozna-
vanja vzorcev.

1 Introduction

Various mathematical models are available in the literature
to represent the concepts like uncertainty, vagueness and
inexactness. Such models includes fuzzy sets , L-fuzzy sets
[1], multisets [2], rough sets[3], intuitionistic fuzzy sets[4],
fuzzy multisets[5], vague sets[6], multi fuzzy sets[7], etc.
Each of these models has advanced into an elaborated the-
ory and has numerous practical applications.[3]

A fuzzy set is characterized by a membership function
which assigns a grade of membership to each object in
the universal set. Even though, the concept of fuzzy set
is strong enough to handle uncertain data successfully, it
can manage only one uncertain feature of the object at a
time. Also, fuzzy set fails to handle the multiplicity of ob-
jects. Later, The notion of fuzzy multiset was defined as
an extension of a fuzzy set. Fuzzy multiset gives fuzzy
membership values for identical copies of each object. The
main advantage of fuzzy multiset over fuzzy set is that it
can handle the multiplicity of objects. However, it can han-
dle only one feature of the object at a time. On the other
hand, multi fuzzy set is also an extension of fuzzy set, and
gives fuzzy membership values for different features of ob-
jects. The main advantage of multi fuzzy set over fuzzy
set is that it can simultaneously manage numerous uncer-
tain characteristics of objects, but fails to handle the mul-
tiplicity of objects. Recently, multiple set is introduced to
model uncertainty together with multiplicity. The advan-
tage of multiple set lies in the fact that it simultaneously ac-
cumulates numerous uncertain features of objects together

with its multiplicity, in a better way. It was put forward
by Shijina et al.[8, 9] as a generalization of fuzzy set, mul-
tiset, fuzzy multiset and multi fuzzy set. Later, Shijina et
al.[10, 11] defined more operations, viz. aggregation oper-
ators and matrix norms on multiple sets. Then, the concept
of relation on multiple sets is introduced and applied this
concept in medical diagnosis problem[12]. As a continua-
tion, this work is aspired as an attempt to extend the con-
cept of similarity measure to multiple sets.
Measuring the similarity between objects plays a crucial
role in many real life problems involving image process-
ing, image retrieval, image compression, pattern recogni-
tion, clustering, information retrieval problems, etc. Many
measures of similarity have been proposed and researched
in literature and it has been shown that similarity measure
is proficient in coping with uncertain information. For ex-
ample, the theory of fuzzy sets, introduced by Zadeh[13],
is a successful approach in confronting uncertainty. Fuzzy
set has enormous power to describe the objective world
that we live in and the strength of fuzzy set has transpired
in several real life applications. Zadeh himself initiated
the idea of similarity measure of fuzzy sets[14]. Later,
similarity measure of fuzzy sets has been explored widely
by many researchers[15, 16, 17, 18, 19, 20, 21, 22, 23] and
have applied them to real life problems involving pattern
recognition[24], image processing[25, 26, 27, 28, 29, 30],
etc. As an extension of fuzzy set theory, intuitionis-
tic fuzzy set theory has found to be highly useful in
dealing with imprecision and uncertainty. Many dif-
ferent similarity measures between intuitionistic fuzzy
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sets have been proposed and are extensively applied
to many areas such as decision making[31, 32], pattern
recognition[33, 34, 35, 36, 37, 38, 39], etc. As a combined
concept of intuitionistic fuzzy set and interval valued fuzzy
set, Atnassov[40] introduced interval valued intuitionistic
fuzzy sets. It greatly furnishes the additional capability to
deal with vague information and model non-statistical un-
certainty by providing both membership interval and non-
membership intervals. Similarity measure of interval val-
ued intuitionistic fuzzy sets was also proposed and it has
found applications in pattern recognition and multi-criteria
decision making[41]. Type-2 fuzzy sets, which is an exten-
sion of fuzzy sets was also proposed by Zadeh[42]. Their
membership values are fuzzy sets on the interval [0, 1].
Type-2 fuzzy sets can improve certain kinds of inference
better than fuzzy sets with increasing imprecision, uncer-
tainty and fuzziness in information. Hung and Yang[43]
presented a similarity measure of type-2 fuzzy sets based
on the fuzzy Hausdor distance. There were further stud-
ies of similarity measures on Type-2 fuzzy sets[44, 45, 46]
and have found applications in clustering[47, 48, 49], pat-
tern recognition[50], students’ evaluation[51], etc. Hesitant
fuzzy set was first introduced by Torra[52] and Torra and
Narukawa[53]. It permits the membership degree of an el-
ement to a set comprising of several possible values be-
tween 0 and 1. Hesitant fuzzy sets are very useful in deal-
ing with situations where people are hesitant in providing
their preference over objects in a decision making process.
Therefore hesitant fuzzy set has played a significant role
in the uncertain system and received much attention from
researchers. Similarity measures of hesitant fuzzy sets[54]
have been proposed, but it has not yet gained wide accep-
tance.
Analogously, several similarity measures between sets
have been proposed and have found many real life applica-
tions. But, here we will restrict our attention to the theory
of similarity measures of fuzzy sets and its various appli-
cations, so that it can be explored to define the similarity
measure of multiple sets. Before presenting the theory of
similarity measure of fuzzy sets, it is desirable to have a
short discussion on its application in day-to-day life. So, in
the following, the potential of similarity measure of fuzzy
sets in real life applications is reviewed.
Weken et al.[25] gave an overview of similarity measures of
fuzzy sets which can be applied to images. These similarity
measures are all pixel-based and fail to produce satisfactory
results consistently. To overcome this drawback,Weken et
al.[26] extended their work to propose similarity measures
based on neighbourhoods so that the relevant structures of
the images are observed better. In his survey paper on sim-
ilarity measures of fuzzy sets, Weken et al.[27] established
measures for image comparison. The same authors pre-
sented an overview of the possible application of similarity
measures of fuzzy sets to colour images in[28]. Nachtegael
et al.[30] presented a color image retrieval system using a
specific similarity measure of fuzzy sets. Li et al.[55] pre-
sented a faster algorithm on similarity measure using cen-

ter of gravity of fuzzy sets in content-based image retrieval.
The discussion in [55] nearly covers all the similarity mea-
sures of fuzzy sets, which may be greatly helpful to both
the development and application of fuzzy set theory for
content based image retrieval. Chen et al.[29] proposed a
novel algorithm viz., normalized fuzzy similarity measure
to deal with the nonlinear distortion in finger print images.
Chaira and Ray[24] presented a region extraction algorithm
to identify a color region similar to the query image from
an image database containing images with different types
of colors. Here, the matching process is based on simi-
larity measure of fuzzy sets between the query image and
the images in the database. Capitaine[56] proposed a gen-
eral framework of designing similarity measures based on
residual implication functions. They presented some new
families of parametric similarity measures using parametric
residual implications and modeled an algorithm to learn the
parameter of each similarity measure based on relevance
degrees. El-Sayed and Aboelwafa[57] introduced a new ap-
proach for face recognition based on similarity measure of
fuzzy sets. Xu et al.[58] proposed a new similarity measure
of fuzzy sets based on the extension of the Dice and cosine
similarity measures and then applied the variation coeffi-
cient similarity to the emergency group decision-making
problems. Also, they gave a practical example to evalu-
ate the emergency management capability of major snow
disaster in Hunan province of China. Baccour[59] applied
similarity measures of fuzzy sets reported in existing lit-
erature to classification of shapes, mosaic recognition and
Arabic sentence recognition.
As discussed above, similarity measure of fuzzy sets have
found widespread application in various fields such as im-
age processing, pattern recognition, decision making, etc.
Multiple set, which is an extension of fuzzy set, is ca-
pable of handling uncertainty and multiplicity simultane-
ously. Motivated by the benefits of similarity measure of
fuzzy sets, this work intends to extend similarity measure
to multiple sets. This paper proposes two different types
of similarity measures- one is based on similarity measure
of fuzzy sets; other one is based on the similarity measure
of fuzzy sets and fuzzy aggregation operators. We strongly
believe that similarity measure of multiple set can handle
uncertain information in a better way. It must, therefore,
have a better scope of real life applications. To substantiate
our claim, we have applied the concept of similarity mea-
sure of multiple sets to pattern recognition, which is the
first of its kind. The rest of the paper is organized as fol-
lows. In section 2, we briefly review some standard facts
on multiple sets and the similarity measures of fuzzy sets.
In section 3, we derive two interesting formulas for simi-
larity measure on multiple sets and establish some of their
properties. In section 4, we indicate how these techniques
may be used to pattern recognition problems. In section 5,
we end the paper by encapsulating the main conclusions.
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2 Preliminaries
In this section, we first give some basic concepts related to
multiple sets. Then, we proceed with a brief exposition of
similarity measures of fuzzy sets.
Throughout this paper, the following notations are used.
R+ = [0,∞); X is the universe of discourse; | X | is the
cardinality of X; capital letters A,B,C, etc. are fuzzy sets
on X and also represents corresponding membership func-
tions; A(x) is the fuzzy membership value of the element
x inX; φ is the fuzzy set with all membership values equal
to 0; I is the fuzzy set with all membership values equal
to 1; M is the fuzzy set with all membership values equal
to 0.5; Ā is the complement of fuzzy set A; FS(X) is the
class of all fuzzy sets of X; P (X) is the class of all crisp
subsets of X .
Let M = Mn×k([0, 1]) denotes the set of all matrices of or-
der n× k with entries from [0, 1] and for ε ∈ [0, 1], [ε]n×k
denotes the matrix in M with all its entries equal to ε.

Definition 2.1. Let M = [Mij ], N = [Nij ] ∈M. Then,

1. M ≤ N ⇐⇒ Mij ≤ Nij for every i = 1, 2, · · ·n
and j = 1, 2, · · · k.

2. M ≥ N ⇐⇒ Mij ≥ Nij for every i = 1, 2, · · ·n
and j = 1, 2, · · · k.

3. M = N ⇐⇒ Mij = Nij for every i = 1, 2, · · ·n
and j = 1, 2, · · · k.

4. Join of M and N , denoted by M ∨ N , is a matrix
in M defined by (M ∨ N)ij = Mij ∨ Nij for every
i = 1, 2, · · ·n and j = 1, 2, · · · k.

5. Meet of M and N , denoted by M ∧ N , is a matrix
in M defined by (M ∧ N)ij = Mij ∧ Nij for every
i = 1, 2, · · ·n and j = 1, 2, · · · k.

From this definition it can be noted that,
〈
M,≤

, [0]n×k, [1]n×k
〉

is a bounded lattice.

2.1 Multiple sets
Multiple set is a unified structure to represent numerous
uncertain features of objects simultaneously, in a multi-
ple way. Multiple set utilizes distinct fuzzy membership
functions to delineate each uncertain features of the object
and assigns various values to each membership function ac-
cording to the multiplicity. This is symbolized by assign-
ing a matrix to each object, where each row in the matrix
indicates distinct fuzzy membership function correspond-
ing to each feature of the object. Further, entries in a row
points out different values of the corresponding member-
ship function according to its multiplicity. Multiple set can
be defined as follows:

Definition 2.2. Let X be a non-empty crisp set called the
universal set and A1, A2, · · ·An be n distinct fuzzy sets
of X . For each i = 1, 2, · · ·n, A1

i (x), A2
i (x), · · ·Ak

i (x)

are membership values of the fuzzy set Ai for k identical
copies of the element x ∈ X , in descending order. Then,
multiple set A of order (n, k) over X is an object of the
form

A = {(x,A(x)) : x ∈ X}

where for each x ∈ X its membership value is an n × k
matrix in M given by

A(x) =


A1

1(x) A2
1(x) · · · Ak

1(x)
A1

2(x) A2
2(x) · · · Ak

2(x)
...

...
...

A1
n(x) A2

n(x) · · · Ak
n(x)


The matrix A(x) is called the membership matrix of the
element x.

Note that, fuzzy sets A1, A2, · · ·An evaluates n distinct
properties of objects and are called underlying fuzzy sets of
the multiple set A. Further, each underlying fuzzy set Ai

corresponds to k fuzzy sets Aj
i = {(x,Aj

i (x)) : x ∈ X},
for j = 1, 2, · · · k. Clearly, for every i = 1, 2, · · ·n,
A1

i ⊃ A2
i ⊃ · · ·Ak

i .
The universal multiple setX is a multiple set of order (n, k)
over X for which the membership matrix for each x ∈ X
is [1]n×k. The empty multiple set Φ is a multiple set of
order (n, k) over X for which the membership matrix for
each x ∈ X is [0]n×k.
The set of all multiple sets of order (n, k) overX is denoted
by MS(n,k)(X). It is perceived that a multiple set A of
order (n, k) over X can be viewed as a function A : X →
M, which maps each x ∈ X to its n×k membership matrix
A(x) in M.
As an example, multiple set can be used to represent the
evaluation of a set of students under the characteristics
of intelligence, extra curricular activities, communication
skill and personality by three experts.

Example 2.3. Suppose X = {x1, x2, x3} is the univer-
sal set of students under consideration and there is a panel
consisting of three experts evaluating the students under the
criteria of intelligence, extra curricular activities, commu-
nication skill and personality. Then the performance of the
students can be represented by a multiple set of order (4, 3)
as follows:

A = {(x1,A(x1)), (x2,A(x2)), (x3,A(x3))}

where A (xi) for i = 1, 2, 3 are 4 × 3 matrices given as
follows;

A(x1) =


0.7 0.6 0.5
0.6 0.5 0.4
0.7 0.5 0.3
0.9 0.9 0.8

 A(x2) =


0.8 0.6 0.6
0.6 0.5 0.4
0.7 0.5 0.4
0.9 0.8 0.7



A(x3) =


0.8 0.7 0.5
0.7 0.6 0.4
0.7 0.4 0.4
0.8 0.8 0.7
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Here, first, second, third and fourth row of the member-
ship matrix indicates the fuzzy membership function cor-
responding to the features intelligence, extra curricular ac-
tivities, communication skill and personality, respectively.
Corresponding to each feature, three entries in the row are
the values given by the three experts, written in descend-
ing order. For example, for the student x1 the membership
values corresponding to intelligence are 0.7, 0.6 and 0.5,
corresponding to extra curricular activities are 0.6, 0.5 and
0.4 and so on.

Next, we discuss the standard operations on multiple sets.
Let A and B be two multiple sets in MS(n,k)(X).

Definition 2.4. A is a subset of B, denoted as A ⊆ B , if
and only if A(x) ≤ B(x) for every x ∈ X .

Definition 2.5. A is equal to B , denoted asA = B , if and
only if A ⊆ B and B ⊆ A that is, if and only if A(x) =
B(x) for every x ∈ X .

Definition 2.6. The union of A and B is a multiple set in
MS(n,k)(X), denoted asA∪B, whose membership matrix
is (A ∪ B)(x) = A(x) ∨ B(x) for every x ∈ X .

Definition 2.7. The intersection of A and B is a multiple
set in MS(n,k)(X), denoted as A ∩ B, whose membership
matrix is (A ∩ B)(x) = A(x) ∧ B(x) for every x ∈ X .

Definition 2.8. The complement of A is a multiple set in
MS(n,k)(X), denoted as Ā, whose membership matrix for
each x ∈ X is an n × k matrix, Ā(x) = [Āj

i (x)] where
Āj

i (x) = 1 − A
(k−j+1)
i (x) for every i = 1, 2, ..., n and

j = 1, 2, ..., k.

2.2 Similariy measure of fuzzy sets
Being an important topic in the theory of fuzzy sets, sim-
ilarity measure of fuzzy sets has been investigated exten-
sively by many researchers from different point of view.
But, there does not exist a unique definition of similarity
measure of fuzzy sets. There do exist many special pur-
pose definitions which have been employed with success
in cluster analysis, pattern recognition, image processing,
classification, diagnostics and many other fields. Recently,
several similarity measures are proposed and used for var-
ious purposes. For example, Zwick et al.[15] reviewed 19
measures of similarity and compared their performance in a
behavioral experiment. Xuecheng[16] systematically gave
an axiom definition of similarity measure of fuzzy sets as:

Definition 2.9. A real function S : FS(X) × FS(X) →
R+ is called a similarity measure, if S has the following
properties:

1. S(A,B) = S(B,A) for all A,B ∈ FS(X).

2. S(D, D̄) = 0 for all D ∈ P (X).

3. S(C,C) = max
A,B∈FS(X)

S(A,B) for all C ∈ FS(X).

4. For all A,B,C ∈ FS(X), if A ⊆ B ⊆ C, then
S(A,B) ≥ S(A,C) and S(B,C) ≥ S(A,C).

On account of this definition, Xuecheng proposed a simi-
larity measure on the basis of a measurable function with
respect to borel field B1: Let X = [0, 1] and

F = {A ∈ FS(X);A(x) is a measurable function
with respect to borel field B1}

Then, for p ≥ 1

Sp(A,B) = 1−
(∫ 1

0

| A(x)−B(x) |p dx
)1/p

(2.1)

for all A,B ∈ F , is a similarity measure on F .
Pappis and Karacapilidis[17] presented three similarity
measures as follows:

(1) Measure based on the operations of union and inter-
section:

S(A,B) =

∑
x∈X

min{A(x), B(x)}∑
x∈X

max{A(x), B(x)}
(2.2)

(2) Measure based on the maximum difference:

S(A,B) = 1−max
x∈X
{| A(x)−B(x) |} (2.3)

(3) Measure based on the difference and the sum of grades
of membership:

S(A,B) = 1−

∑
x∈X
| A(x)−B(x) |∑

x∈X

(
A(x) +B(x)

) (2.4)

The authors summarized that similarity measures (2.2) and
(2.4) satisfies the following properties: xcvbnm,.

(p1) S(A,B) = S(B,A).

(p2) A = B ⇔ S(A,B) = 1.

(p3) A ∩B = φ⇔ S(A,B) = 0.

(p4) S(A, Ā) = 1⇔ A = M .

(p5) S(A, Ā) = 0⇔ A = I or A = φ.

The similarity measure (2.3) satisfies properties (p1), (p2)
and (p4) and

(p3’) A ∩B = φ⇔ S(A,B) = 1−max
x∈X
{A(x), B(x)}.

(p5’) S(A, Ā) = 0⇔ A and Ā are normal fuzzy sets.

Hyung et al.[18] proposed a similarity measure of fuzzy
sets using maximum and minimum operators:

S(A,B) = max
x∈X

min{A(x), B(x)} (2.5)

and showed that it satisfies the properties (p1) and
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(p6) The similarity degree is bounded:
0 ≤ S(A,B) ≤ 1.

(p7) If A and B are normalized and A = B then
S(A,B) = 1.

(p8) A ∩B = φ⇒ S(A,B) = 0.

(p9) If A and B are crisp sets, then S(A,B) = 0 if A ∩
B = φ and S(A,B) = 1 if A ∩B 6= φ.

Chen et al.[20] extended the work of Pappis to further in-
vestigate measures of similarity of fuzzy values. They pro-
posed 3 similarity measures:

(1) Measure based on geometric distance model:

S(A,B) = 1−

∑
x∈X
|A(x)−B(x)|

|X|
(2.6)

(2) Measure based on the set theoretic approach:

S(A,B) = sup
x∈X

(A ∩B)(x) (2.7)

(3) Measure based on the matching function[60]:

S(A,B) =

∑
x∈X

A(x)B(x)

max

{ ∑
x∈X

A(x)2,
∑
x∈X

B(x)2
} (2.8)

They summarized that similarity measure (2.6) satisfies the
properties (p1), (p2), (p4) and (p5) and fails to satisfy (p3),
similarity measure (2.7) satisfies the properties (p1) and
(p3) and fails to satisfy (p2), (p4) and (p5) and similarity
measure (2.8) satisfies the properties (p1) to (p5). Later,
Wang et al.[19] made a comparitive study of similarity mea-
sures. They commended on the study of similarity mea-
sures introduced by Pappis[17]. Also, they introduced a
new class of similarity measures extracted from the work
of Bandler and Kohout on fuzzy power sets[61], as:

S(A,B) = min{ inf
x∈X

I(A(x), B(x)),

inf
x∈X

I(B(x), A(x))} (2.9)

where I is any fuzzy implication operator. Wang[21] pro-
posed two new similarity measures of fuzzy sets:

S(A,B) =

∑
x∈X

(
min{A(x),B(x)}
max{A(x),B(x)}

)
|X|

(2.10)

S(A,B) =

∑
x∈X

(1− |A(x)−B(x)|)

|X|
(2.11)

They examined that similarity measures (2.10) and (2.11)
satisfies the Definition 2.9. They also made a comparison
between similarity measures put forward by them with that

of [17] and [18]. Razaei et al.[22] developed a new simi-
larity measure of fuzzy sets based on their relative sigma
count:.

S(A,B) =

∑
x∈X

min {A(x), B(x)}

max

{ ∑
x∈X

A(x),
∑
x∈X

B(x)

} (2.12)

where A 6= φ or B 6= φ and also define S(φ, φ) = 1. They
probed that this similarity measure satisfies the Definition
2.9 and also satisfies the properties (p1) to (p5).

3 Similarity measure of multiple sets
In this section, we first introduce the axiom definition of
similarity measure of multiple sets. Let ξ(n,k)(X) be the
subset of MS(n,k)(X), which is the collection of all mul-
tiple sets over X whose membership matrices are either
[0]n×k or [1]n×k.

Definition 3.1. A real function S : MS(n,k)(X) ×
MS(n,k)(X) → R+ is called a similarity measure of mul-
tiple sets, if S satisfies the following axioms;

1. S(A,B) = S(B,A) for all A,B ∈MS(n,k)(X).

2. S(D, D̄) = 0 for all D ∈ ξ(n,k)(X).

3. S(C, C) = max
A,B∈MS(n,k)(X)

S(A,B) for all C ∈

MS(n,k)(X).

4. For all A,B, C ∈ MS(n,k)(X), if A ⊆ B ⊆ C, then
S(A,B) ≥ S(A, C) and S(B, C) ≥ S(A, C)

In the following, we propose two similarity measures be-
tween multiple sets, one is based on the similarity measure
of fuzzy sets; other is based on similarity measure of fuzzy
sets and a fuzzy aggregation operator.
Let S be any similarity measure of fuzzy sets satisfying the
Definition 2.9. For multiple sets A and B in MS(n,k)(X),
denote

S(A,B) =

n∑
i=1

max
j=1,2,...,k

S(Aj
i , B

j
i ) (3.1)

Theorem 3.2. S(A,B) is a similarity measure between the
multiple sets A and B in X .

Proof. Axioms (1) and (2) are obvious, respectively, from
axioms (1) and (2) of Definition 2.9 for fuzzy similarity
measure S.
Axiom(3): Let C be any multiple set in MS(n,k)(X).
Clearly, we have

S(C, C) ≤ max
A,B∈MS(n,k)(X)

S(A,B) (3.2)

Now, for any multiple sets A,B ∈ MS(n,k)(X), from ax-
iom (3) of Definition 2.9 for fuzzy similarity measure S,
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we have S(Cj
i , C

j
i ) ≥ S(Aj

i , B
j
i ) for every j = 1, 2, ..., k

and i = 1, 2, ..., n. Therefore,

max
j=1,2,...,k

S(Cj
i , C

j
i ) ≥ max

j=1,2,...,k
S(Aj

i , B
j
i )

for every i = 1, 2, ..., n, which implies

n∑
i=1

max
j=1,2,...,k

S(Cj
i , C

j
i ) ≥

n∑
i=1

max
j=1,2,...,k

S(Aj
i , B

j
i )

So, we have S(C, C) ≥ S(A,B) for all A,B ∈
MS(n,k)(X). Therefore,

S(C, C) ≥ max
A,B∈MS(n,k)(X)

S(A,B) (3.3)

Combining inequalities (3.2) and (3.3), it follows that

S(C, C) = max
A,B∈MS(n,k)(X)

S(A,B)

Axiom(4): Suppose A,B and C are multiple sets in
MS(n,k)(X) such that A ⊆ B ⊆ C. Then Aj

i ⊆ Bj
i ⊆ Cj

i

for every j = 1, 2, ..., k and i = 1, 2, ..., n. Then, from
axiom (4) of Definition 2.9 for fuzzy similarity measure S,
we have S(Aj

i , B
j
i ) ≥ S(Aj

i , C
j
i ) for every j = 1, 2, ..., k

and i = 1, 2, ..., n. Therefore,

n∑
i=1

max
j=1,2,...,k

S(Aj
i , B

j
i ) ≥

n∑
i=1

max
j=1,2,...,k

S(Aj
i , C

j
i )

and hence S(A,B) ≥ S(A, C). In a similar way, we can
prove that S(B, C) ≥ S(A, C). That is, S(A,B) satisfies
all the axioms of Definition 3.1. Thus S(A,B) is a similar-
ity measure between the multiple sets A and B in X .

Example 3.3. Let X = {x1, x2, x3} be the universal set
and A and B be multiple sets in MS(3,3)(X) given by the
following membership matrices;

A(x1) =

0.9 0.9 0.8
0.5 0.5 0.5
0.3 0.2 0.1

 A(x2) =

0.9 0.5 0.5
0.6 0.5 0.3
0.5 0.4 0.3



A(x3) =

0.8 0.7 0.7
0.6 0.5 0.3
0.8 0.7 0.6

 B(x1) =

0.9 0.5 0.5
0.8 0.5 0.5
0.5 0.5 0.2


B(x2) =

0.8 0.5 0.5
0.6 0.6 0.4
0.6 0.5 0.2

 B(x3) =

0.9 0.7 0.5
0.8 0.6 0.5
0.7 0.5 0.3


Consider 3 similarity measures S1, S2 and S3 of fuzzy sets,
given by the equations 2.10, 2.11 and 2.12, respectively.
Then, from simple mathematical calculations, we have the
similarity measures S(A,B) between multiple sets A and
B based on similarity measure S1 is 2.584, based on S2 is
2.733 and based on S3 is 2.677.

Using the properties of fuzzy similarity measure and def-
inition of similarity measure of multiple set the following
properties can be proved easily:

Theorem 3.4. LetA andB be multiple sets inMS(n,k)(X)
andM be the multiple set in MS(n,k)(X) for which mem-
bership matrices for each x ∈ X is [0.5]n×k. Then, sim-
ilarity measure S(A,B) defined in equation (3.1) satisfies
the following properties:

1. Suppose fuzzy similarity measure S satisfies the prop-
erty A = B ⇔ S(A,B) = 1. Then A = B ⇒
S(A,B) = n.

2. Suppose fuzzy similarity measure S satisfies the prop-
erty A ∩ B = φ ⇔ S(A,B) = 0. Then A ∩ B =
Φ⇔ S(A,B) = 0.

3. Suppose fuzzy similarity measure S satisfies the prop-
erties A = M ⇔ S(A, Ā) = 1 and 0 ≤ S(A,B) ≤
1. Then A =M⇒ S(A, Ā) = n.

4. Suppose fuzzy similarity measure S satisfies the prop-
erty S(A, Ā) = 0 ⇔ A = I or A = 0. Then
S(A, Ā) = 0⇔ A ∈ ξ(n,k)(X).

Remark 3.5. 1. Converse of (1) in Theorem 3.4 need
not be true. For example, let X = {x1, x2, x3} be
the universal set and A and B be multiple sets in
MS(3,3)(X) given by the following membership ma-
trices;

A(x1) =

0.8 0.5 0.5
0.5 0.5 0.5
0.5 0.5 0.1


A(x2) =

0.9 0.5 0.5
0.6 0.5 0.5
0.5 0.5 0.3


A(x3) =

0.8 0.5 0.4
0.5 0.5 0.2
0.6 0.5 0.2



B(x1) =

0.9 0.5 0.5
0.5 0.5 0.4
0.5 0.5 0.2


B(x2) =

0.8 0.5 0.5
0.6 0.5 0.5
0.6 0.5 0.2


B(x3) =

0.8 0.5 0.5
0.5 0.5 0.5
0.5 0.5 0.1


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations, we obtain
S(A,B) = 3. But, here A 6= B.

2. Converse of (3) in Theorem 3.4 need not be true. Con-
sider the multiple setA given in above example. Then
complement of A is given by the following member-
ship matrices;

Ā(x1) =

0.5 0.5 0.2
0.5 0.5 0.5
0.9 0.5 0.5
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Ā(x2) =

0.5 0.5 0.1
0.6 0.5 0.5
0.7 0.5 0.5


Ā(x3) =

0.6 0.5 0.2
0.8 0.5 0.5
0.8 0.5 0.4


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations, we obtain
S(A, Ā) = 3. But, here A 6=M.

Based on the similarity measure of fuzzy sets and fuzzy
aggregation operator, we give a similarity measure formula
for multiple sets as follows:
Let S be any similarity measure of fuzzy sets satis-
fying Definition 2.9 and H be any fuzzy aggregation
operator[62]. For multiple sets A and B in MS(n,k)(X),
denote

SH(A,B) =
n∑

i=1

S
(
H(A1

i , A
2
i , ..., A

k
i ),

H(B1
i , B

2
i , ..., B

k
i )
) (3.4)

Theorem 3.6. SH(A,B) is a similarity measure between
the multiple sets A and B in X .

Proof. Axioms (1) and (2) are obvious, respectively, from
axioms (1) and (2) of Definition 2.9 for fuzzy similarity
measure S.
Axiom(3): Clearly, we have

SH(C, C) ≤ max
A,B∈MS(n,k)(X)

SH(A,B) (3.5)

Now, for any A,B ∈ MS(n,k)(X), we have

S(H(C1
i , C

2
i , ..., C

k
i ), H(C1

i , C
2
i , ..., C

k
i )) ≥

S(H(A1
i , A

2
i , ..., A

k
i ), H(B1

i , B
2
i , ..., B

k
i ))

for every i = 1, 2, ..., n. Therefore∑n
i=1 S(H(C1

i , C
2
i , ..., C

k
i ), H(C1

i , C
2
i , ..., C

k
i )) ≥∑n

i=1 S(H(A1
i , A

2
i , ..., A

k
i ), H(B1

i , B
2
i , ..., B

k
i ))

So we have SH(C, C) ≥ SH(A,B) for all A,B ∈
MS(n,k)(X). Therefore,

SH(C, C) ≥ max
A,B∈MS(n,k)(X)

SH(A,B) (3.6)

Combining equations (3.5) and (3.6), it follows that

SH(C, C) = max
A,B∈MS(n,k)(X)

SH(A,B)

Axiom(4): Suppose A,B, C ∈ MS(n,k)(X), such that
A ⊆ B ⊆ C. Then Aj

i ⊆ B
j
i ⊆ C

j
i for every j = 1, 2, ..., k

and i = 1, 2, ..., n. Then, from axiom (4) of Definition 2.9
for fuzzy similarity measure S, we have

S(H(A1
i , A

2
i , ..., A

k
i ), H(B1

i , B
2
i , ..., B

k
i )) ≥

S(H(A1
i , A

2
i , ..., A

k
i ), H(C1

i , C
2
i , ..., C

k
i ))

for every i = 1, 2, ..., n. Therefore,

n∑
i=1

S(H(A1
i , A

2
i , ..., A

k
i ), H(B1

i , B
2
i , ..., B

k
i )) ≥

n∑
i=1

S(H(A1
i , A

2
i , ..., A

k
i ), H(C1

i , C
2
i , ..., C

k
i ))

and hence SH(A,B) ≥ SH(A, C). In a similar way, we
can prove that SH(B, C) ≥ SH(A, C). That is, S(A,B)
satisfies all the axioms of Definition 3.1. Thus SH(A,B)
is a similarity measure between the multiple sets A and B
in X .

Example 3.7. Let A and B be multiple sets given in ex-
ample (3.3). Consider 3 similarity measures S1, S2 and S3

of fuzzy sets, given by the equations 2.10, 2.11 and 2.12,
respectively. Here we consider three fuzzy aggregation op-
erators H = avg, max or min. Then, the similarity mea-
sures S(A,B) between multiple sets A and B based on
similarity measures S1, S2 or S3 of fuzzy sets and fuzzy
aggregation operators H = avg, max or min are given in
Table 1.

- avg max min
S1 2.405 2.487 2.117
S2 2.645 2.633 2.566
S3 2.503 2.568 2.136

Table 1: similarity measures S(A,B) between multiple sets A
and B given by the Definition (3.4).

Using the properties of fuzzy similarity measure and def-
inition of similarity measure of multiple set the following
properties can be proved easily:

Theorem 3.8. LetA and B be multiple sets in MS(n,k)(X)
and M be the multiple set in MS(n,k)(X) for which
the membership matrix for each x ∈ X is [0.5]n×k
. Let H denotes the fuzzy aggregation operators
average,maximum or minimum. The similarity mea-
sure SH(A,B) defined in equation (3.4) satisfies the fol-
lowing properties:

1. Suppose fuzzy similarity measure S satisfies the prop-
erty A = B ⇔ S(A,B) = 1. Then A = B ⇒
SH(A,B) = n.

2. Suppose fuzzy similarity measure S satisfies the prop-
erty A ∩ B = φ ⇔ S(A,B) = 0 and H =
max or avg. Then A ∩ B = Φ ⇔ SH(A,B) =
0. Moreover, if H = min, then A ∩ B = Φ ⇒
SH(A,B) = 0.

3. Suppose fuzzy similarity measure S satisfies the prop-
erties A = M ⇔ S(A, Ā) = 1, 0 ≤ S(A,B) ≤
1 and H = max or min. Then A = M ⇔
SH(A, Ā) = n. Moreover, if H = avg, then A =
M⇒ SH(A, Ā) = n.

4. Suppose fuzzy similarity measure S satisfies the prop-
erty S(A, Ā) = 0 ⇔ A = I or A = 0 and H =
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max or avg. Then SH(A, Ā) = 0⇔ A ∈ ξ(n,k)(X).
Moreover, if H = min, then A ∈ ξ(n,k)(X) ⇒
S(A, Ā) = 0.

Remark 3.9. 1. Converse of (1) in Theorem 3.8 need
not be true. For example, let X = {x1, x2, x3} be
the universal set and A and B be multiple sets in
MS(3,3)(X) given by the following membership ma-
trices;

A(x1) =

 0.8 0.5 0.5
0.5 0.5 0.5
0.6 0.5 0.1


A(x2) =

 0.9 0.5 0.4
0.6 0.5 0.5
0.5 0.5 0.3


A(x3) =

 0.8 0.5 0.4
0.8 0.5 0.2
0.6 0.5 0.2



B(x1) =

 0.8 0.6 0.4
0.5 0.5 0.5
0.6 0.4 0.2


B(x2) =

 0.9 0.5 0.4
0.6 0.5 0.5
0.5 0.5 0.3


B(x3) =

 0.8 0.5 0.4
0.8 0.5 0.2
0.6 0.4 0.3


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations we obtain;
Smax(A,B) = 3 and Savg(A,B) = 3. But, here
A 6= B. Now, let C be a multiple set in MS(3,3)(X)
given by the following membership matrices;

C(x1) =

 0.8 0.6 0.5
0.5 0.5 0.5
0.6 0.4 0.1


C(x2) =

 0.9 0.5 0.4
0.6 0.5 0.5
0.5 0.5 0.3


C(x3) =

 0.8 0.5 0.4
0.8 0.5 0.2
0.6 0.4 0.2


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations we obtain,
Smin(A, C) = 3. But, here A 6= C.

2. Smin(A,B) = 0 need not imply A ∩ B = Φ. For
example, let X = {x1, x2, x3} be the universal set
and A and B be multiple sets in MS(3,3)(X) given by
the following membership matrices;

A(x1) =

 0.8 0.5 0.5
0.5 0.3 0.0
0.6 0.5 0.0



A(x2) =

 0.2 0.2 0.0
0.1 0.1 0.0
0.5 0.5 0.3


A(x3) =

 0.8 0.5 0.5
0.8 0.5 0.4
0.3 0.2 0.0



B(x1) =

 0.4 0.2 0.0
0.5 0.5 0.5
0.6 0.4 0.2


B(x2) =

 0.9 0.5 0.5
0.6 0.5 0.5
0.5 0.2 0.0


B(x3) =

 0.1 0.1 0.0
0.0 0.0 0.0
0.6 0.4 0.3


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations we obtain,
Smin(A,B) = 0. But, here A ∩ B 6= Φ.

3. Savg(A, Ā) = n need not imply A =M . For exam-
ple, let X = {x1, x2, x3} be the universal set and A
be multiple set in MS(3,3)(X) given by the following
membership matrices;

A(x1) =

 0.8 0.5 0.5
0.5 0.5 0.5
0.5 0.5 0.1


A(x2) =

 0.9 0.5 0.5
0.6 0.5 0.5
0.5 0.5 0.3


A(x3) =

 0.8 0.5 0.4
0.5 0.5 0.2
0.6 0.5 0.2


Then, the complement of A is obtained as follows;

Ā(x1) =

 0.5 0.5 0.2
0.5 0.5 0.5
0.9 0.5 0.5


Ā(x2) =

 0.5 0.5 0.1
0.6 0.5 0.5
0.7 0.5 0.5


Ā(x3) =

 0.6 0.5 0.2
0.8 0.5 0.5
0.8 0.5 0.4


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations we obtain,
Savg(A, Ā) = 3. But, here A 6=M.

4. Smin(A, Ā) = 0 need not imply A ∈ ξ(n,k)(X). For
example, let X = {x1, x2, x3} be the universal set
and A be multiple set in MS(3,3)(X) given by the fol-
lowing membership matrices;
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A(x1) =

 0.3 0.2 0.0
0.1 0.1 0.0
0.0 0.0 0.0


A(x2) =

 0.2 0.2 0.0
0.1 0.1 0.0
0.5 0.3 0.0


A(x3) =

 0.0 0.0 0.0
0.4 0.3 0.0
0.3 0.2 0.0


Then, the complement of A is obtained as follows;

Ā(x1) =

 1.0 0.8 0.7
1.0 0.9 0.9
1.0 1.0 1.0


Ā(x2) =

 1.0 0.8 0.8
1.0 0.9 0.9
1.0 0.7 0.5


Ā(x3) =

 1.0 1.0 1.0
1.0 0.7 0.6
1.0 0.8 0.7


Choose the fuzzy similarity measure S1 given by the
equation (2.10). From simple calculations we obtain,
Smin(A, Ā) = 0. But, here A /∈ ξ(3,3)(X).

4 Applications of similarity
measures to pattern recognition

The capability of recognizing and classifying patterns is
one of the most fundamental characteristics of human in-
telligence. Pattern recognition may be defined as a process
by which we search for structures in data and classify these
structures into categories such that the degree of associa-
tion is high among structures of the same category and low
between structures of different categories.
There are three fundamental problems in pattern recogni-
tion. The first one is sensing problem which is concerned
with the representation of input data obtained by measure-
ments on objects that are to be recognized. In general, each
object is represented by a vector, known as pattern vector,
in which each component represents a particular charac-
teristic of the object. The second problem is feature ex-
traction problem, which concerns the extraction of charac-
teristic features from the input data in terms of which the
dimensionality of pattern vectors can be reduced. The fea-
tures should be characterizing attributes by which the given
pattern classes are well discriminated. The third problem
is classification of given patterns. This is usually done by
defining an appropriate discrimination function for each
class, which assigns a real number to each pattern vec-
tor. Individual pattern vectors are evaluated by these dis-
crimination functions, and their classification is decided by
the resulting values. Each pattern vector is classified to
that class whose discrimination function yields the largest
value. Pattern recognition systems have found vast appli-
cations in many areas such as handwritten character and

word recognition; automatic screening and classification of
X-ray images; electrocardiograms, electroencephalograms,
and other medical diagnostic tools; speech recognition and
speaker identification; fingerprint recognition; classifica-
tion of remotely sensed data; analysis and classification of
chromosomes; image understanding; classification of seis-
mic waves; target identification and human face recogni-
tion.
The utility of fuzzy set theory in pattern recognition was
already recognized and the literature dealing with fuzzy
pattern recognition is now quite extensive. In their posi-
tion paper[63], Mitra et al. gave an outline to the contribu-
tion of fuzzy sets to pattern recognition. They mentioned
that the concept of fuzzy sets can be used at the feature
level in representing input data as an array of membership
values denoting the degree of possession of certain proper-
ties; in representing linguistically phrased input features for
their processing; in weakening the strong commitments for
extracting ill-defined image regions, properties, primitives,
and relations among them. Also, fuzzy sets can be used at
the classification level, for representing class membership
of objects, and for providing an estimate (or representation)
of missing information in terms of membership values.
As mentioned above, fuzzy sets are very effective in rep-
resenting different patterns in pattern recognition. Since
multiple set is a generalization of fuzzy sets and it has the
capability to represent numerous features simultaneously,
they are well suited to model patterns. In this section, we
establish a new procedure for pattern recognition with the
aid of similarity measure on multiple sets.
Assume that there exist m patterns which are represented
by multiple sets Ar for r = 1, 2, ...m. Suppose that there
be a sample to be recognized which is represented by a
multiple set B. According to the principle of the maxi-
mum degree of similarity between multiple sets, we can
decide that the sample belongs to the patternAr with max-
imum S(Ar,B). In the following, a fictitious numeri-
cal example is given to show application of the similarity
measures to pattern recognition problems. Let three pat-
terns be represented by multiple sets A1,A2 and A3 on
X = {x1, x2, x3}, given by the following membership ma-
trices;

A1(x1) =


0.9 0.8 0.8
0.4 0.4 0.4
0.2 0.2 0.1
0.8 0.8 0.7



A1(x2) =


0.8 0.7 0.6
0.5 0.4 0.2
0.1 0.1 0.0
0.7 0.6 0.6



A1(x3) =


0.7 0.6 0.5
0.4 0.3 0.3
0.2 0.1 0.0
0.7 0.7 0.7
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A2(x1) =


0.7 0.7 0.6
0.5 0.5 0.3
0.2 0.2 0.2
0.9 0.9 0.8



A2(x2) =


0.6 0.5 0.4
0.7 0.6 0.5
0.3 0.3 0.1
0.9 0.8 0.8



A2(x3) =


0.8 0.8 0.7
0.8 0.7 0.6
0.3 0.0 0.0
0.9 0.7 0.7



A3(x1) =


0.2 0.2 0.0
0.5 0.5 0.4
0.8 0.7 0.5
0.5 0.4 0.2



A3(x2) =


0.6 0.2 0.1
0.5 0.5 0.3
0.9 0.8 0.8
0.4 0.4 0.4



A3(x3) =


0.5 0.3 0.2
0.7 0.6 0.6
0.9 0.9 0.9
0.4 0.2 0.2


Consider a sample B in MS(4,3)(X) which will be rec-
ognized, where B is given by the following membership
matrices;

B(x1) =


1.0 0.9 0.9
0.3 0.3 0.3
0.2 0.2 0.1
0.7 0.7 0.6



B(x2) =


0.7 0.6 0.5
0.5 0.4 0.2
0.2 0.2 0.1
0.7 0.7 0.6



B(x3) =


0.7 0.6 0.5
0.5 0.3 0.3
0.3 0.2 0.1
0.7 0.7 0.6


Consider 3 similarity measures S1, S2 and S3 of fuzzy sets,
given by the equations 2.10, 2.11 and 2.12, respectively.
Then the similarity measures S(Ar,B) for r = 1, 2, 3,
given by the Definition (3.1) based on similarity measures
S1, S2 and S3 of fuzzy sets are obtained in Table 2;
Now, the similarity measures S(Ar,B) for r = 1, 2, 3,
given by the Definition (3.4), based on similarity measures
S1, S2 and S3 of fuzzy sets and fuzzy aggregation opera-
tors H = min, max or avg are given in tables 3, 4 and 5.
From the tables 2, 3, 4 and 5, we can see that S(A1,B) has
the maximum value. The important point to note here is

- S1 S2 S3

S(A1,B) 3.522 3.8 3.55
S(A2,B) 3.23 3.5 3.257
S(A3,B) 2.098 2.533 2.068

Table 2: similarity measures S(Ar,B) for r = 1, 2, 3, given by
the Definition (3.1).

- S1 S2 S3

Smin(A1,B) 3.062 3.766 3.069
Smin(A2,B) 2.464 3.366 2.81
Smin(A3,B) 1.428 2.334 1.353

Table 3: similarity measures S(Ar,B) for r = 1, 2, 3, given by
the Definition (3.4) based on H = min.

- S1 S2 S3

Smax(A1,B) 3.455 3.766 3.55
Smax(A2,B) 3.124 3.367 3.136
Smax(A3,B) 2.093 2.5 2.068

Table 4: similarity measures S(Ar,B) for r = 1, 2, 3, given by
the Definition (3.4) based on H = max.

- S1 S2 S3

Savg(A1,B) 3.361 3.765 3.424
Savg(A2,B) 2.884 3.368 3.049
Savg(A3,B) 1.772 2.4 1.728

Table 5: similarity measures S(Ar,B) for r = 1, 2, 3, given by
the Definition (3.4) based on H = avg.

that all formulae of multiple similarity measure mentioned
here, results the same conclusion. Obviously, the sample B
belongs to the pattern represented by the multiple set A1.

5 Conclusion

Similarity measure of fuzzy sets is a mature research field
and has found applications in diverse areas such as pat-
tern recognition, image processing, decision making, etc.
Comparatively, similarity measure of multiple sets is a new
topic. This paper deals with the similarity measure of mul-
tiple sets. Two formulas for similarity measure of multiple
sets are proposed and their properties are investigated. This
new concept is applied to pattern recognition problem and
the suitability of proposed method is demonstrated using
a numerical example. We believe that the concept can be
extended to other applications such as image processing,
decision making, etc. Investigation along these lines will
be considered as a part of future work.
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This paper addresses the realistic economic emission dispatch (EED) problem of power system by 

considering the operating fuel cost and environmental emission as two conflicting objectives, and power 

balance and generator limits as two constraints. A novel dynamic multi-objective optimization 

algorithm, namely the multi-objective differential evolution with recursive distributed constraint 

handling (MODE-RDC) has been proposed and successfully employed to address this challenging EED 

problem. It has been thoroughly investigated in two different test cases at three different load demands. 

The efficiency of the MODE-RDC is also compared with two other multi-objective evolutionary 

algorithms (MOEAs), namely, the non-dominated sorting genetic algorithm (NSGA-II) and multi-

objective particle swarm optimization (MOPSO). Performance evaluation is carried out by comparing 

the Pareto fronts, computational time and three non-parametric performance metrics. The statistical 

analysis is also performed, to demonstrate the ascendancy of the proposed MODE-RDC algorithm. 

Investigation of the performance metrics revealed that the proposed MODE-RDC approach was capable 

of providing good Pareto solutions while retaining sufficient diversity. It renders a wide opportunity to 

make a trade-off between operating cost and emission under different challenging constraints. 

Povzetek: Opisan je izvirni multi-kriterijski optimirni algoritem za energetske sisteme, ki kombinira 

kriterij onesnaževanja in kriterij energetske potrošnje. 

1 Introduction 
The Economic Load Dispatch (ELD) problem deals with 

the estimation of the scheduled real power generation 

from the committed units for best economic operation. 

Over the years the problem has become more complex 

due to the increasing effects of emissions from fossil fuel 

based power plants on the environment. The emission 

and fuel cost of each unit depend on the quantity of 

power to be generated. Both of them are nonlinear 

functions of power output. Minimum operating cost does 

not ensure minimum emission. Each operating condition 

must satisfy the power balance criterion and should obey 

the generating limits of the committed units. These can 

be considered as constraints. Generally, better quality 

fuel ensures less emission but it can be further reduced 

by proper scheduling of generation from different units. 

The cost coefficients and emission coefficients of these 

generating units do not match. Hence, achieving these 

two objectives, i.e. less cost and less emission is 

contradictory in nature. Thus, the EED problem has 

evolved as a modification of the ELD problem. 

Therefore, the EED problem is a multi-objective 

optimization problem with nonlinear constraints. 

In [1-2], the power engineers solved the ELD 

problem by scheduling of the generation of multi-unit 

systems using the derivative based Gauss-Siedel and 

Newton-Raphson algorithms along with the Lagrangian 

multiplier. These conventional methods suffer from the 

problem of getting trapped in local minima and also fail 

for system discontinuities due to prohibited zones. These 

techniques are inadequate to solve multi-objective 

problems with nonlinear constraints. Chang et al. [3] 

rehabilitated the inherently multi-objective EED problem 

to a single objective one by assigning weights to the 

operating cost and emission. This weighted sum 

approach requires many runs of the same algorithm to 

find the Pareto optimal front. The solutions arrived at by 

this method do not ensure a uniform Pareto front. The 

trade-off information is lost when the function is 

concave. To avoid this bottom-hole different 

evolutionary based heuristic approaches have been 

introduced by many researchers [4-5]. These 

evolutionary algorithms have considered the two 

objectives simultaneously and are shown to perform 

better as compared to the conventional ones. Chiang et 

al. [6] made a further refinement and proposed an 

improved genetic algorithm to speed up the search 

process. He used the ϵ-constraint technique for efficient 

mailto:mishra.sarat@gmail.com
mailto:sudhansu.nit@gmail.com


350 Informatica 44 (2020) 349–360 S.K. Mishra et al. 

 

 

constraint handling and proposed a multiplier updating 

mechanism for better exploration of the search space. 

Deb et al. [7] proposed the non-dominated sorting 

genetic algorithm which utilized rank and crowding 

distance as parameters to arrive at a compromise between 

the two conflicting objectives. This was applied to the 

multi-objective environmental economic load dispatch 

problem in [8]. The Pareto optimal front could be 

obtained by a single run of the algorithm. But, this 

population based genetic algorithm depends upon 

biologically inspired factors like mutation and crossover 

parameters. It needs further improvement in terms of 

exploring a wider area in the search space. Brar et al. [9] 

made improvements in the search space by adding the 

fuzzy inference system. Muthuswamy et al. [10] 

modified the non-dominated sorting technique by 

incorporating a dynamic crowding distance to improve 

the diversity of solutions in the search space. These 

algorithms fail when there are discontinuities in the cost 

function. 

Nayak et al. [11] implemented another evolutionary 

algorithm, the artificial bee colony (ABC) optimization, 

and improved the convergence rate and reliability under 

the presence of the prohibited zones and ramp rate limits. 

Liang et al. [12] modified the ABC algorithm to form an 

improved artificial bee colony (IABC) by addition of a 

new skill called chaos ques in the search process. Mori et 

al. [13] made an excellent improvement in the 

exploration of search space through the implementation 

of the particle swarm optimization (PSO) for this 

multimodal problem. They also used adaptive parameter 

adjustment to improve the results. A significant 

improvement in search space exploration was made by 

Hadji et al. [14]. They incorporated a time varying 

acceleration of the particles to improve the robustness of 

the algorithm. Recently, a differential evolution (DE) 

algorithm came up which generates the next set of 

population of new particles by the addition of a 

differential vector obtained from the difference of the 

position vectors of two different particles other than the 

particle undergoing evolution [15]. This algorithm is still 

dependent on the bio-inspired parameters but is able to 

avoid premature convergence. Meza et al. [16] improved 

the algorithm by incorporating spherical pruning for 

better exploitation of the search space. Di et al. [17] 

introduced a marginal analysis correction operator to 

improve the constraint handling. 

 In [18], the particle swarm optimization algorithm 

has been developed which is based on the intelligence of 

flock of birds. The same has been improved and tested 

for multi-objective problems in [19-21]. The EED 

problem has been solved to decide the unit commitment 

of the power system by considering operational power 

flow and environmental constraints in [22]. But, it again 

utilized the method of conversion of the multi-objective 

problem to a single objective one. A new approach to 

optimization is proposed in [23] which hybridized 

adaptive PSO and DE for improvement of the search 

space. An improvement over ABC called as multi-

objective global best artificial bee colony (MOGABC) 

optimization is suggested in [24] for better constraint 

handling in EED problem. The EED problem has been 

further modified and applied to the micro-grid containing 

renewable sources along with the conventional thermal 

power stations in [25]. It also converts the problem to a 

single objective one by incorporating a h-index.  

In this paper, a new constraint handling mechanism 

has been implemented, and a new multi-objective 

optimization (MOP) algorithm, namely the multi-

objective differential evolution with recursive distributed 

constraint handling (MODE-RDC) has been proposed. 

The constraint handling mechanism is suitably 

incorporated in three multi-objective optimization (MOP) 

algorithms, and the effectiveness of the algorithms has 

been tested under various load conditions. 

2 Multi-objective optimization: a 

review 
The main aim of the multi-objective optimization 

technique is to optimize two or more conflicting 

objectives simultaneously. The MOP is denoted by a 

decision variable vector, each element of which 

represents the objective functions [21]. The solution to 

the MOP is the optimum value of the vector function by 

considering all the constraints. A multi-objective 

minimization problem can be generalized as follows: 

Minimize f(x⃗ ) = (f1(x⃗ ), f2(x⃗ ), …, fM(x⃗ ))        (1)   

Subject to constraints: 

gj(x⃗ ) ≤ 0; j=1, 2, ⋯, J     (2) 

hk(x⃗ ) = 0; k =1, 2, …, K                 (3)                                                   

where, x⃗  is a vector with N decision variables 

x⃗ =[x1, x2, …, xN]T 

The search space may be limited by lower and upper 

bounds 

lbi ≤ xi ≤ ubi;   i =1, 2, …, N   (4) 

A solution vector u⃗ =[u1, u2, …, uN]T dominates over 

another solution v⃗ =[v1, v2, …, vN]T if and only if 

fi(u⃗ )≤fi(v⃗ )∀ i∈[1,2,…,M]

fi(u⃗ )<fi(v⃗ ) for at least one i∈[1,2,…,M]
}  (5) 

         Solutions that are not dominated by other 

solutions within the given solution space are said to be 

non-dominated solutions. The front obtained by mapping 

such points onto the objective space is said to be the 

Pareto optimal front (POF) 

POF = f(x⃗ ) = [{f1(x⃗ ), f2(x⃗ ), …, fk(x⃗ )}; |x⃗ ∈p] (6) 

where, p is the set of non-dominated particles. 

3 Economic emission dispatch 

problem 
The generation schedule for minimum operating cost is 

called ELD. This schedule is obtained when the 

committed units of the power system are able to supply 

the load demanded and the associated transmission losses 

by satisfying the generator limits. The thermal generating 

units are associated with emissions which are highly 

polluting in nature. Therefore, it is essential to minimize 
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the emissions along with the fuel cost. The problem has 

been transformed to EED problem. It is considered as a 

multi-objective optimization problem as minimum 

operating cost does not ensure minimum emission [5]. 

The operating cost of thermal power systems depends 

mostly on the cost of fuel used. The quantity of fuel used 

by each unit depends on the generated power, efficiency 

of turbine etc. 

The fuel cost characteristics of the generating units 

are normally of the second order polynomial of the 

generated power. Thus, the operating fuel cost of the ith 

generator supplying a real power PGi
is given by 

Fi = aiPGi
2  + biPGi + ci                  (7)                                        

where, ai, bi and ci are the coefficients of cost function. 

The emission from the generator 𝑖 can be 

approximated as 

Ei = αi + βiPGi + γiPGi
2                   (8)                                                                         

where, αi, βi, γi are the coefficients of emission function. 

The aim of the ELD problem is to determine 

generation schedule for the minimum total fuel cost 

given by 

FT = ∑ Fi
N
i=1                                  (9)              

subject to the constraints. 

The total real power generation must be equal to the 

demand plus transmission losses 

∑ PGi
N
i=1 = PD + PL                (10) 

where, PD is the load demand on the system and PL is 

the transmission loss. It is given by Kron’s formula 

PL=∑ ∑ PGiBijPGj
N
j=1

N
i=1 +∑ Bi0PGi

N
i=1 +B00.          (11) 

The constants Bij, Bi0 and B00 are dependent on the 

line parameters. The generated real power of each unit 

must be within the feasible lower and upper bounds. 

PGi(min) ≤ PGi ≤ PGi(max); i =1, 2, …, N.                  (12) 

Thus, the sole objective of the EED problem is to 

optimize both the fuel cost and emission simultaneously. 

Hence, it is inherently a multi-objective optimization 

problem where these two objectives which are 

conflicting in nature need to be optimized. The set of all 

the potential compromised solutions is represented by the 

Pareto optimal front. 

The problem can be stated as: 

minimize
PG

[FT(PG),ET(PG)]                            (13) 

Subject to: g(PG)=0; h(PG)≤0 

where, the equality constraint is represented by 

equation (14) and inequality constraint by equation (15).  

∑ PGi-PD-PL=0N
i=1                              (14) 

PGi-PGi
max≤0;P

Gi
min-PGi≤0                            (15) 

4 Multi-objective optimization 

algorithms 
The multi-objective evolutionary algorithms can be 

categorized mostly into four types in accordance with the 

algorithmic framework, such as indicator based, 

convolution based, memetic based and non-dominated 

sorting based. In this paper, we have solved the economic 

emission dispatch problem using three different multi-

objective optimization algorithms that are based on non-

dominated sorting. 

4.1 Non-dominated Sorting Genetic 

Algorithm-II (NSGA-II) 

This algorithm was formulated by Deb et al. [7], [8] for 

solving the multi-objective optimization problems. It is 

initialized with a random population, and used some 

operators for covering the objective space uniformly on 

the Pareto set. For multi-criteria optimization it uses 

three strategies: non-domination sorting, ranking based 

on density and crowding comparison. The individuals are 

classified into several layers based on their rank and 

crowding distance. The diversity in the solutions is 

maintained by rejecting the solutions with lower 

crowding distance. The quality of solutions is ensured by 

selecting the individuals with lower ranks. The advantage 

of this algorithm is that the complexity of computation is 

lowered and elitism is maintained. 

4.2 Non-dominated Sorting Multi-

Objective Particle Swarm 

Optimization (NS-MOPSO) 

Kennedy and Eberhart proposed that any optimization 

problem can be solved by mimicking the movement of a 

flock of birds and school of fish [18]. The social behavior 

of the swarm is to change their position and velocity to 

maximize their chance of getting food and follow the 

best successful neighbor. This lead to the formulation of 

particle swarm optimization (PSO). In this method of 

optimization, a local best and a global best solution are 

identified. The ith particle in the population having the 

best position (pbest) may be represented by pi, that gives 

the best fitness value represented as 

pi = (pi1, pi2, …, piN)   (16)                                                                                                                                                                                              

The old and new velocity of the particles will be shown 

in equation (17) and (18) respectively.   

Vi = (vi1, vi2, …,  viN)               (17) 

vid(t) = wvid(t -1) + c1r1(pid- xid)(t -1)+c2r2(pid -
xid)(t -1)                              (18) 

and the new position of the particle will be 

xid(t)=xid(t -1)+χvid(t)                            (19) 

where, d = 1, 2, … , D is the dimension of the 

decision variables and i = 1,2, … , N, andχ is the 

constriction factor which constricts and controls the 

velocity magnitude. w, c1 and c2are weight parameters 

and r1, r2are random numbers known as acceleration 

constants in the range [0, 1]. This method of 

improvement of position and velocity is applied to the 

non-dominating vectors to solve the multi-objective 

problem [14], [19] & [20]. 
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4.3 Multi-Objective Differential Evolution 

with Recursive Distributed Constraint 

handling (MODE-RDC) 

The differential evolution (DE) algorithm as developed 

by Stern and Price [15] is less dependent on bio-inspired 

mechanisms, and serves better for multivariable 

problems. The multi-objective optimization using 

differential evolution (MODE) proposed by Meza et al. 

[16] is an improvement of DE to solve multiple number 

of conflicting objectives simultaneously. The MODE is 

an evolutionary multi-objective optimization algorithm 

that retains the diversity of solutions on the Pareto front. 

This real coded stochastic algorithm uses an initial 

population to explore the search space by avoiding 

convergence to local optimal points. It uses two main 

operators: mutation and cross over. Each initial particle 

of the population is improved using these two operators. 

The mutation operator uses a differential vector selected 

from the particles other than the target particle. Three 

vectors xr0,g, xr1,g and  xr2,gare selected randomly from 

the population and the first one is updated with the 

difference of the other two. It is done as follows: 

vi,g=xr0,g+F∙(xr1,g-xr2,g)                                        (20) 

where, vi,g is the mutant vector created from the 

target vector xr0,g and xr1,g, xr2,g are two other vectors; 

F∈(0,1+) is the scale factor that controls the rate of 

evolution. 

A new trial vector (child) is created from the mutant 

vector and the target vector after cross over. 

ui,g=uj,i,g= {
vj,i,gif(randj(0,1)≤Crorj=j

rand
)

xj,i,gotherwise
           (21)            

where, the cross over probability Cr∈[0,1]. The child 

and the parent are tested for their fitness. The one with 

the best fitness is selected for participation in the next 

generation. 

xi,g+1= {
ui,g if f(ui,g)≤f(xi,g)

xi,gotherwise
                             (22) 

This is done for all i =1, 2, ⋯, n where n = 

population size. The steps of the proposed MODE-RDC 

algorithm are summarized as follows: 

I. Initialize the number of individuals N and the 

population P(0) by random selection within the 

limits of the search space. Set the fitness function, 

constraints, maximum number of generations, 

mutation factor, cross over rate and tolerance. 

II. Evaluate P(0)using the fitness function and 

constraint 

III. If constraint violation is out of bounds call the 

recursive distributed constraint handler 

IV. Obtain the non-dominated solutions in P(0) and 

store in D(0) 

V. Update the populations till the maximum number of 

generations or the convergence criterion is reached 

1. Randomly select a subpopulation of Ns(k)  with 

the proposed solution on P(k) 

2. Apply the DE operators on Ns(k) to get the 

offspring O(k) : 

a) Perform the mutation operation. 

b) Apply the fixing rule for boundary constraint 

violations. 

c) Perform cross over operation. 

3. Evaluate offspring O(k) and determine 

constraint violations 

4. Call the recursive distributed constraint handler 

until constraint violation is within tolerable 

limits 

5. Compare the parent and offspring and select the 

best store in D(k) 

6. Apply dominance, 

VI. Modify D(k), perform non dominated sorting on 

D(k) and plot the Pareto front. Terminate the 

algorithm. Select the proper solution using the high 

level decision making rules. Here, we have used the 

allowable emission norms as the accepted solution. 

4.3.1 Constraint handling 

The main problem in finding the solution to the EED 

problem is that every new population evolved must 

satisfy the upper and lower bounds along with the 

nonlinear power balance constraint. The power balance 

constraint, being a polynomial of the individual 

solutions, makes it a complicated task to ensure 

convergence. Therefore, a continuous effort has to be 

made to restrict the solutions in the feasible area. Here, 

we propose a recursive distributed constraint handling 

method. The constraint c is the mismatch of power 

defined as 

c= ∑ PGi
N
i=1 -PD-PL                              (23) 

if c≤ε , then PGi=PGi 

else PGi=PGi-
|c|

N
 

Start

Set the population size, maximum number of 

iterations, objective functions, limits, constraints, 

maximum constraint violation (tolerance), mutation 

factor, crossover rate and stopping criteria

Initialize the population within the lower and upper 

bounds

Evaluate the objective functions and the 

constraint violations

Constraint violations

 ≤ tolerance?

Update the population within the lower 

and upper bounds using the recursive 

distributed constraint handling

Perform non dominated sorting and plot the 

Pareto front

Stopping criteria/maximum 

iterations achieved?

Print results 

and stop

Perform mutation, 

crossover and selection

Yes

Yes

No

No Increment 

iteration

 

Figure 1: Flowchart of MODE-RDC algorithm. 
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subject to PGi
min≤PGi≤PGi

max 

where, ε is the maximum allowable constraint 

violation. The constraint violation is evaluated and 

distributed over the decision variables. The values of the 

N decision variables will change until the constraint 

violation is restricted within the permissible limits. Thus 

the solutions are confined within the feasible work space. 

The proposed algorithm is implemented using 

sequences shown in the flowchart (fig. 1). In the first 

block, the parameters including the limits are set. The 

second block initializes the population randomly between 

the upper and lower limits of the generating units. The 

population created is evaluated for the constraint 

violation; if the violation is high, then the population is 

updated using the constraint handler. The non-dominated 

sorting is performed, and Pareto optimal front is plotted 

from the updated population. This population represents 

the first iteration; subsequent iterations are performed to 

get further modified populations by applying equations 

(20), (21) and (22). This process is continued till 

convergence or the maximum number of iterations 

performed.  

5 Performance measures 
The following three performance metrics [21] have been 

applied to investigate the performance quality of the non-

dominated solutions obtained in the form of Pareto fronts 

using different algorithms. 

5.1 Generation Distance (GD) 

It is the estimated distance between the non-dominated 

solution vectors from the standard efficient front. It is 

mathematically expressed as 

GD= 
√∑ di

2n
i=1

n
                 (24)                                                                                    

where, n is the number of solution vectors and di is 

the minimum Euclidean distance between each of them. 

GD=0 indicates that all the solution vectors are present in 

the standard Pareto front. A smaller positive value of GD 

means the Pareto front obtained from the proposed 

algorithm is closer to the standard Pareto front. 

5.2 Spacing (S) 

Spacing is the measure of the spread of the solution 

vectors. It is expressed as 

S≜√
1

n-1
∑ (d̅-di)

2n
i=1                 (25)                                                                      

where,di= min
j

(|f1
i (x⃗ )-f1

j (x⃗ )|+|f2
i (x⃗ )-f2

j (x⃗ )|) for all 

i, j=1, 2, …, n and d̅=mean of all di and n is the number 

of non-dominated solution vectors found so far. The 

lower the value of 𝑆 the better is the Pareto solution. 

5.3 Diversity metric (Δ) 

It measures how evenly the solution vectors are 

distributed in the search space, i.e. extent of the spread 

on the Pareto front. It is found from the Euclidean 

distances as follows 

 =
𝑑𝑓 + 𝑑𝑙 + ∑ |𝑑𝑖 − �̅�|𝑁−1

𝑖=1

𝑑𝑓 + 𝑑𝑙 + (𝑛−1)�̅�
                             (26)                                                                                  

where, di is the distance between the consecutive 

solution vectors in the non-dominated solution set. The 

average of these distances is d̅. Here,dfand dlare the first 

and last Euclidean distances. A low value of Δ indicates 

better diversity, and ∆=0 means the non-dominated 

solution vectors are uniformly spread on the Pareto front. 

6 Simulation study and results 
The EED problem was simulated for two different 

standard test cases i.e., IEEE 14 bus and IEEE 30 bus. 

The system data of these two test cases were obtained 

from the website www.ee.washington.edu/research/pstca. 

The cost and emission coefficients were also recorded 

from standard sources [22] and are presented in the 

Appendix along with the B coefficients. Each test case is 

solved for three different load demands. The solutions 

are obtained by applying three different algorithms e.g., 

NSGA-II, MOPSO and proposed MODE-RDC. The 

algorithms are run in a MATLAB environment with a PC 

running on Microsoft windows 8 platform having a core 

i3 processor with a clock speed of 1.3 GHz and RAM of 

4 GB.A maximum generation of 300 is taken with a 

population size of 100. The crossover rate is chosen as 

intermediate with the ratio set as 1.2 and mutation chosen 

as Gaussian with a scale of 0.1 and a shrink of 0.5 for 

NSGA-II. The velocity weight of MOPSO is selected as 

0.4 and position weights as 1 with a population size of 

100 and a maximum number of iterations of 100. The 

scaling factor of differential evolution is set as 0.5 and 

crossover rate as 0.5 with a population size of 100. 

6.1 Test case I: IEEE-14 bus system 

The algorithms were applied to this test case for three 

different load demands; i.e., for 200 MW, 259 MW and 

300 MW. The performance was compared with respect to 

Pareto optimal front, computational time, fuel cost, 

transmission loss involved and statistical performance 

metrics. 

6.1.1 IEEE-14 bus system: load demand 200 

MW 

The Pareto optimal fronts obtained by applying the three 

algorithms are compared and shown in Fig.2 for a load 

demand of 200MW. 

http://www.ee.washington.edu/research/pstca
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The comparative generation schedule, fuel cost, 

emission and transmission loss are presented in Table 1. 

The Pareto front obtained by applying the proposed 

MODE-RDC algorithm and other two algorithms for 

different load conditions are depicted from Fig.2 to Fig. 

7. The fuel cost value (518.399$/hour) obtained is lowest 

among all the three competitive algorithms. The emission 

obtained from the proposed algorithm is also comparable 

with other two. Similarly, the algorithms were run for 25 

times, and the performance metrics were calculated 

which are presented in Table 2.  The average spacing 

obtained is 0.37959 which is the lowest among all the 

three algorithms. The average values of other two 

performance matrices show improved performance of the 

proposed algorithm. This indicates that the Pareto 

solutions obtained by the proposed algorithm are superior 

to the competing algorithms. 

6.1.2 IEEE-14 bus system: load demand 259 

MW 

Figure 3 shows the Pareto optimal fronts obtained for the 

test case with the load demand of 259 MW. 

 

Figure 2: Solution of IEEE 14 bus system for a load demand of 

200 MW. 

Algorithm NSGA-II MOPSO MODE-RDC 

PG1 (MW) 121.894 117.4404 121.1744 

PG2 (MW) 37.4252 41.0169 41.8528 

PG3 (MW) 19.3125 19.9156 20.4068 

PG4 (MW) 10.0000 13.9457 10.9482 

PG5 (MW) 15.6575 11.8954 10.0000 

Time (sec) 85.4620 0.963873 9.0003 

PL (MW) 4.2892 4.2230 4.3822 

Fuel Cost ($/hour) 518.569 518.6977 518.3990 

Emission(lb/hour) 244.963 241.1887 242.3576 

Table 1: Results of EED of EEE 14 bus system for a 

load demand of 200 MW. 

Algorithm NSGA-II MOPSO 
MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.0452 0.0714 0.0273 

Maximum 0.0819 0.0714 0.0772 

Average 0.051075 0.0714 0.050145 

Standard 

Deviation 
0.0144013 0.0000 0.0059599 

Spacing 

(S) 

Minimum 0.2266 0.5864 0.2659 

Maximum 0.7777 0.5864 0.5576 

Average 0.469715 0.5864 0.37959 

Standard 
Deviation 

0.135470 0.0000 0.0643687 

Diversity 

(Δ) 

Minimum 1.2497 0.7446 0.4843 

Maximum 1.6853 0.7446 0.7300 

Average 1.47758 0.7446 0.613785 

Standard 
Deviation 

0.134289 0.0000 0.0710588 

Table 2: Performance of algorithms for IEEE 14 bus 

system at load demand of 200 MW. 

 

 
Figure 3: Solution of IEEE 14 bus system for a load 

demand of 259 MW. 

Algorithm NSGA-II MOPSO MODE-RDC 

PG1 (MW) 150.416 150.6611 130.7742 

PG2 (MW) 51.3048 50.2912 53.0186 

PG3 (MW) 23.5338 23.7902 26.3320 

PG4 (MW) 23.5837 22.8592 30.7226 

PG5 (MW) 17.29 18.3925 24.2551 

Time (sec) 91.4121 2.380883 8.0020 

PL (MW) 7.1283 6.9942 6.1025 

Fuel Cost 

($/hour) 

720.3 720.1619 720.1591 

Emission 

(lb/hour) 

360 359.2373 359.1248 

Table 3: Results of EED for IEEE 14 bus system at 

load demand of 259 MW. 

Algorithm NSGA-II MOPSO MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.061130 0.1056 0.056818 

Maximum 0.247369 0.1056 0.215051 

Average 0.115768 0.1056 0.094455 

Standard 

Deviation 

0.052146 0.0000 0.037827 

Spacing 

(S) 

Minimum 0.531774 0.6438 0.527058 

Maximum 2.442706 0.6438 1.926600 

Average 1.099879 0.6438 0.641592 

Standard 

Deviation 

0.528886 0.0000 0.428131 

Diversity 

(Δ) 

Minimum 1.200668 0.5898 0.526846 

Maximum 1.702898 0.5898 0.825663 

Average 1.456543 0.5898 0.569785 

Standard 

Deviation 

0.124752 0.0000 0.077072 

Table 4: Performance of algorithms for IEEE 14 bus 

system at load demand of 259 MW. 
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The generation schedule for this load is presented in 

Table 3, and the statistical performance metric values are 

shown in Table 4. The values of fuel cost and emission 

obtained by the proposed algorithm are better as 

compared to the other two algorithms. The generation 

schedule obtained by the former leads to less 

transmission loss. The proposed MODE-RDC algorithm 

shows lower average values of GD, S and ∆ as compared 

to the other two competitive algorithms. 

6.1.3 IEEE-14 bus system: load demand 300 

MW 

With a higher load of 300 MW the Pareto optimal fronts 

obtained using the algorithms are shown in Fig. 4. 

The generation schedule and performance metrics of 

the solution points are presented in Tables 5 and 6 

respectively. The fuel cost and emission obtained using 

proposed MODE-RDC algorithm is better in terms of 

emission and PL in MW. The transmission losses 

involved due to the schedule obtained by the proposed 

algorithm is also lower. The average value of GD, S and 

∆ metrics of the solutions arrived from the proposed 

algorithm are less than that of the other two. Thus the 

quality of solutions is maintained. 

6.1.4 IEEE-14 bus system: summary of results 

The summary of generation schedules obtained for the 

three load conditions using the three algorithms as 

presented in Tables 1, 3 and 5 show that the fuel cost for 

the proposed algorithm provides improved performance 

for the load conditions. For the IEEE 14 bus test case, the 

two-tailed Sign tests [21] is conducted for the pair-wise 

comparison of the algorithms by considering three 

different performance metrics, and are presented in 

Tables 7, 8 and 9. The tests were carried out for all the 

three load conditions and by repeated run of the three 

algorithms for 25 times. It is observed from Tables 7, 8 

and 9 that the proposed algorithm wins over the other 

two for all loads in terms of all the three performance 

metrics i.e. the generation distance, spacing and diversity 

metric as winning parameters. It can be pointed in Table-

10 that in Sign test, if more than 17 wins are recorded, 

then the algorithm is better with a detected difference 

α=0.1; and if more than 18 wins are recorded then, 

α=0.05.  

 

Figure 4: Solution of IEEE 14 bus system for a load 

demand of 300 MW. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

Losses 

Detected 

differences 

200 NSGA-II 17 8 α = 0.1 

MOPSO 13 12 - 

259 NSGA-II 18 7 α = 0.5 

MOPSO 13 12 - 

300 NSGA-II 18 7 α = 0.5 

MOPSO 13 12 - 

Table 7: Result of sign test on MODE-RDC algorithm 

for IEEE 14 bus system with GD metric as winning 

parameter. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

 Losses 

Detected 

difference

s 

200 NSGA-II 14 11 - 

MOPSO 13 12 - 

259 NSGA-II 16 9 - 

MOPSO 13 12 - 

300 NSGA-II 14 11 - 

MOPSO 13 12 - 

Table 8: Result of sign test on MODE-RDC algorithm 

for IEEE 14 bus system with S metric as winning 

parameter. 

 

Algorithm NSGA-II MOPSO MODE-RDC 

PG1 (MW) 158.385 159.5448 144.5312 

PG2 (MW) 59.5374 57.2405 61.6878 

PG3 (MW) 28.554 29.1715 30.9264 

PG4 (MW) 34.3464 36.9012 41.7176 

PG5 (MW) 27.8335 26.9604 29.1517 

Time (sec) 94.0921 2.303318 8.0025 

PL (MW) 8.6563 9.8184 8.0147 

Fuel Cost 

($/hour) 

880.909 879.916 880.4091 

Emission 

(lb/hour) 

440.116 440.862 440.234 

Table 5: Results of EED of IEEE 14 bus system for 

load demand of 300 MW. 

Algorithm NSGA-II MOPSO MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.056728 0.1245 0.055189 

Maximum 0.216685 0.1245 0.345505 

Average 0.123737 0.1245 0.120521 

Standard 

Deviation 

0.044166 0.0000 0.058929 

Spacing 

(S) 

Minimum 0.510125 0.7691 0.568051 

Maximum 2.065131 0.7691 1.644507 

Average 1.154852 0.7691 0.764450 

Standard 

Deviation 

0.428284 0.0000 0.666390 

Diversity 

(Δ) 

Minimum 1.269374 0.6529 0.491511 

Maximum 1.580342 0.6529 0.964161 

Average 1.426765 0.6529 0.648467 

Standard 

Deviation 

0.087880 0.0000 0.102660 

Table 6: Performance of algorithms for IEEE 14 bus 

system at load demand of 300 MW. 
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It is evident from the Table 7 and 8 that the proposed 

MODE-RDC algorithm shows better performance as 

compared to other two competitive algorithms. The 

algorithm is better with respect to NSGA-II a detected 

difference α=0.1 for load of 200 MW, and a detected 

difference of α=0.05 for load of 259MW and 300 MW. 

However, the proposed algorithm does not show much 

improvement as compared to MOPSO algorithm. 

6.2 Test case II: IEEE-30 bus system 

The algorithms were applied to this test case for three 

different load demands; i.e., for 200 MW, 283.4 MW and 

350 MW. The performance is compared with respect to 

Pareto optimal front, computational time, fuel cost, 

transmission loss involved and statistical performance 

metrics. 

6.2.1 IEEE-30 bus system: load demand 200 

MW 

The Pareto optimal fronts obtained by applying the three 

algorithms for the load demand of 200 MW are presented 

in Figure 5. 

From the simulation output it reveals that the Pareto 

curve obtained by applying the proposed algorithm 

covers a wider area of the search space. The generation 

 

Figure 5: Solution of IEEE 30 bus system for load 

demand of 200 MW. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

Losses 

Detected 

differences 

200 NSGA-II 25 0 0.05 

MOPSO 13 12 - 

259 NSGA-II 25 0 0.05 

MOPSO 13 12 - 

300 NSGA-II 25 0 0.05 

MOPSO 13 12 - 

Table 9: Result of sign test on MODE-RDC algorithm 

for IEEE 14 bus system with ∆ metric as winning 

parameter. 

No. of 

algorithm runs 
α = 0.05 α = 0.1 

5 5 5 

6 6 6 

7 7 6 

8 7 7 

9 8 7 

10 9 8 

11 9 9 

12 10 9 

13 10 10 

14 11 10 

15 12 11 

16 12 12 

17 13 12 

18 13 13 

19 14 13 

20 15 14 

21 15 14 

22 16 15 

23 17 16 

24 18 16 

25 18 17 

Table 10: Significant values for decision on two-tailed 

sign test. 

 

Algorithm NSGA-II MOPSO MODE-RDC 

PG1 (MW) 103.927 104.4705 100.8991 

PG2 (MW) 37.512 37.7012 41.8153 

PG3 (MW) 18.996 19.3131 19.4211 

PG4 (MW) 18.718 16.8090 14.9330 

PG5 (MW) 13.021 12.7445 14.9143 

PG6 (MW) 12.000 12.9950 12.0000 

Time (sec) 90.8698 1.5908 8.0285 

PL (MW) 4.1740 4.0333 3.9828 

Fuel Cost 

($/hour) 

524.966 523.9469 523.7250 

Emission 

(lb/hour) 

244.007 244.0324 244.9227 

Table 11: Results of EED of IEEE 30 bus system for a 

load demand of 200 MW. 

Algorithm NSGA-II MOPSO MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.018414 0.0457 0.013645 

Maximum 0.088774 0.0457 0.094384 

Average 0.034309 0.0457 0.032455 

Standard 

Deviation 

0.015609 0.0000 0.009311 

Spacing 

(S) 

Minimum 0.159507 0.2623 0.156047 

Maximum 0.870246 0.2623 0.807493 

Average 0.304470 0.2623 0.255573 

Standard 

Deviation 

0.157360 0.0000 0.099082 

Diversity 

(Δ) 

Minimum 0.975386 0.5672 0.547595 

Maximum 1.575610 0.5672 0.853479 

Average 1.223858 0.5672 0.558198 

Standard 

Deviation 

0.173773 0.0000 0.052061 

Table 12: Performance of algorithms for IEEE 30 bus 

system at load demand of 200 MW. 

Algorithm NSGA-II MOPSO MODE-

RDC 

PG1 (MW) 132.672 134.7225 111.077 

PG2 (MW) 53.443 50.2415 51.679 

PG3 (MW) 27.719 27.0213 31.856 

PG4 (MW) 29.870 31.4431 33.083 

PG5 (MW) 25.102 23.0641 30.000 

PG6 (MW) 21.916 24.2446 31.969 

Time (sec) 94.5415 2.0302 8.003 

PL (MW) 7.32 7.3371 6.264 

Fuel Cost 

($/hour) 
821.269 820.1034 822.0048 

Emission 

(lb/hour) 
380.213 380.7899 379.5462 

Table 13: Results of EED of IEEE 30 bus system for a 

load demand of 283.4 MW. 
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schedule for an acceptable emission level is achieved, 

and is presented in Table 11. 

The quality of solutions is assessed by evaluating all 

the three performance metrics, and is presented in Table 

12. The cost of fuel obtained by employing the proposed 

algorithm is lower, and the corresponding schedule 

causes lower transmission loss. It surpasses the 

performance of NSGA-II in terms of computational time. 

The lower average values of all the three performance 

matrices imply superior performance of the proposed 

algorithm over other two. 

6.2.2 IEEE-30 bus system: load demand 283.4 

MW 

The test case is subjected to the rated load of 283.4 MW, 

and performance of the algorithms is assessed. The 

Pareto fronts obtained for this demand are presented in 

Figure 6. 

The Pareto curve corresponding to the proposed 

algorithm covers a wide area of the search space. The 

generation schedules obtained by applying the algorithms 

are shown in Table 13. The proposed algorithm yields 

lower values of fuel cost and emission. The transmission 

losses involved with this schedule is less than the other 

two algorithms. The quality of solutions is assessed by 

running the algorithms for 25 times; statistical values of 

the performance metrics thus obtained are presented in 

Table 14. The average diversity of the solutions using the 

proposed algorithm is less than that of the other two 

algorithms. It also requires less computational time as 

compared to the NSGA-II. 

6.2.3 IEEE-30 bus system: load demand 350 

MW 

The test case is further subjected to a higher load of 350 

MW, and performance of the algorithms is assessed. The 

Pareto optimal fronts are shown in Figure 7. The 

generating schedule for the system obtained for this 

demand is presented in Table 15. 

The statistical behavior of the performance metrics 

obtained for the solutions are shown in Table 16. It is 

observed that the proposed algorithm performs better 

than NSGA-II in terms of diversity of solutions, 

computational time, fuel cost and emission values. 

 

Figure 6: Solution of IEEE 30 bus system for load 

demand of 283.4 MW. 

Algorithm NSGA-II MOPSO MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.054373 0.1407 0.021384 

Maximum 0.116501 0.1407 0.233931 

Average 0.077291 0.1407 0.065103 

Standard 

Deviation 

0.017481 0.0000 0.029863 

Spacing 

(S) 

Minimum 0.383454 0.9516 0.339348 

Maximum 1.026579 0.9516 2.075391 

Average 0.621816 0.9516 0.621204 

Standard 

Deviation 

0.189580 0.0000 0.360044 

Diversity 

(Δ) 

Minimum 0.603026 0.6719 0.563586 

Maximum 1.229024 0.6719 0.767057 

Average 0.968746 0.6719 0.670803 

Standard 

Deviation 

0.163341 0.0000 0.066364 

Table 14: Performance of algorithms for IEEE 30 

bus system at load demand of 283.4 MW. 

Algorithm NSGA-II MOPSO MODE-RDC 

PG1 (MW) 159.003 163.500 162.974 

PG2 (MW) 68.918 66.800 65.864 

PG3 (MW) 46.060 32.600 36.256 

PG4 (MW) 25.070 35.000 33.083 

PG5 (MW) 30.000 30.000 27.768 

PG6 (MW) 31.711 33.300 33.351 

Time (sec) 89.7484 3.3319 8.03545 

PL (MW) 10.762 11.200 10.970 

Fuel Cost 

($/hour) 

1111.24 1082.10 1081.3329 

Emission 

(lb/hour) 

540.295 

 

539.90 539.1846 

Table 15: Results of EED of IEEE 30 bus system for 

load demand of 350 MW. 

Algorithm NSGA-

II 

MOPSO MODE-

RDC 

Generation 

Distance 

(GD) 

Minimum 0.064384 0.1329 0.056721 

Maximum 0.162268 0.1329 0.391057 

Average 0.094781 0.1329 0.093724 

Standard 

deviation 

0.025093 0.0000 0.056003 

Spacing 

(S) 

Minimum 0.474948 0.7443 0.403432 

Maximum 1.483643 0.7443 3.664206 

Average 0.789943 0.7443 0.741615 

Standard 

Deviation 

0.255086 0.0000 0.609410 

Diversity 

(Δ) 

Minimum 0.807397 0.5516 0.509509 

Maximum 1.353364 0.5516 0.958338 

Average 1.095059 0.5516 0.531211 

Standard 

deviation 

0.136457 0.0000 0.069968 

Table 16: Performance of algorithms for IEEE 30 bus 

system at load demand of 350 MW. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

Losses 

Detected 

differences 

200 NSGA-II 14 11 - 

MOPSO 13 12 - 

283.4 NSGA-II 13 12 - 

MOPSO 15 10 - 

350 NSGA-II 13 12 - 

MOPSO 13 12 - 

Table 17: Result of sign test on MODE-RDC algorithm 

on IEEE 30 bus system with GD metric as winning 

parameter. 
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6.2.4 IEEE-30 bus system: summary of results 

The summary of results for this test case with the three 

load demands by applying all the three algorithms is 

presented in Tables 11, 13 and 15. It shows that the fuel 

cost obtained using the proposed algorithm provides 

improved performance as compared to other two 

algorithms. The transmission loss involved with the 

generation schedule thus arrived is also lower. The 

quality of solutions arrived using the algorithms is 

further estimated from pair wise sign test [21] on 25 runs 

of the algorithms. The results are presented in Tables 17, 

18 and 19. Based on the number of wins and losses it is 

observed from Tables 17, 18 and 19 that the solutions 

obtained by applying the proposed algorithm yield lower 

average values in terms of all the three performance 

metrics. So, these solutions can be considered to be better 

than those from the other two algorithms. Also, the 

proposed MODE-RDC algorithm does not perform very 

well in terms of GD and S metric as in case of IEEE 30 

bus system for load demand of 350 MW as depicted in 

Tables 17 and 18. This is clear in these tables as it does 

not have a significant detected difference that needs at 

least 17 wins out of 25 runs. This is due to the reduction 

in the number of non-dominated solutions in the 

successive iterations in the proposed algorithm. 

Here, it can be pointed out that in most cases the 

average value of S metric has increased with rise in load 

demand for all the three algorithms this can be verified 

from Tables 2, 4 and 6 for test case I and Tables 12, 14 

and 16 for test case II. This is due to the fact that when 

the load demand on the system rises, the size of the 

feasible space decreases due to the generator limits. The 

situation is further limited by the power balance 

constraint as the transmission losses increase with 

increase in power generation. Thus, the feasible solutions 

fall apart causing increase in the spacing parameter. 

7 Conclusion 
A set of three multi-objective optimization algorithms 

have been applied to solve the EED problem for two test 

cases on three different load demands. The performance 

of the proposed MODE-RDC algorithm along with other 

two is assessed by considering three different 

performance metrics. The performances of these 

algorithms have been critically analyzed. The Pareto 

optimal fronts obtained by all the three algorithms 

incorporating the proposed recursive distributed 

constraint handling technique have sufficient diversity by 

exploiting the entire available range of search space. In 

particular, the Pareto front obtained by the multi-

objective differential evolution with the recursive 

distributed constraint handling (MODE-RDC) approach 

has a better diversity in most cases. The spacing between 

the Pareto solutions has found to be increased with rise in 

the load demand on the system for all the three 

 

Figure 1: Solution of IEEE 30 bus system for load 

demand of 350 MW. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

Losses 

Detected 

differences 

200 NSGA-II 16 9 - 

MOPSO 13 12 - 

283.4 NSGA-II 14 11 - 

MOPSO 16 9 - 

350 NSGA-II 13 12 - 

MOPSO 13 12 - 

Table 18: Result of sign test on MODE-RDC algorithm 

for IEEE 30 bus system with S metric as winning 

parameter. 

Load 

(MW) 

Algorithm MODE-

RDC 

Wins 

MODE-

RDC 

Losses 

Detected 

differences 

200 NSGA-II 15 10 0.05 

MOPSO 13 12 - 

283.4 NSGA-II 14 11 0.05 

MOPSO 13 12 - 

350 NSGA-II 23 2 0.05 

MOPSO 12 13 - 

Table 19: Result of sign test on MODE-RDC 

algorithm for IEEE 30 bus system with Δ metric as 

winning parameter. 

Gen no 1 2 3 4 5 

Max MW 250 140 100 120 45 

Min MW 10 20 15 10 10 

γ 0.0126 0.02 0.027 0.0291 0.029 

β -0.9 -0.1 -0.01 -0.005 -0.004 

α 22.983 25.313 25.505 24.9 24.7 

a 0.00375 0.0175 0.0625 0.00834 0.025 

b 2.0 1.75 1.0 3.25 3.0 

c 0 0 0 0 0 

Table 20: IEEE 14 bus system cost and emission 

coefficients. 

Gen 

no 

1 2 3 4 5 6 

Max 

MW 

200 80 50 35 30 40 

Min 

MW 

50 20 15 10 10 12 

γ 0.0126 0.02 0.027 0.0291 0.029 0.0271 

β -0.9 -0.1 -0.01 -0.005 -
0.0004 

-
0.0055 

α 22.983 25.313 25.505 24.9 24.7 25.3 

a 0.00375 0.0175 0.0625 0.00834 0.025 0.025 

b 2.0 1.7 1.0 3.25 3.0 3.0 

c 0 0 0 0 0 0 

Table 21: IEEE 30 bus system cost and emission 

coefficients. 
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algorithms. Moreover, the time requirement to achieve 

the Pareto front by applying the proposed recursive 

distributed constraint handling based technique is 

satisfactory.  

Further research on this topic may include the 

inclusion of different evolutionary local search 

mechanisms into the approaches. It is expected to obtain 

lower computational speed and exploitation of the multi-

dimensional search space. There is a need for further 

investigation to explore the strengths and weaknesses of 

the proposed algorithm, so that it can be applied to other 

multi-objective problems in power systems, such as 

management of voltage profiles, reactive power 

compensation etc. The performance of the proposed 

algorithm can also be investigated by considering other 

real world constraints like ramp rate limits, power loss 

etc. 

Appendix 

The standard test cases taken for the solution are IEEE 

14 bus and IEEE 30 bus power systems. The parameters 

of the test cases have been adopted from standard 

sources. The cost and emission coefficients used for 

solution of the problem are shown in tables 20 and 21 

below. 

The values of B coefficients used for the IEEE 14 

bus test case are 

B= 

[
 
 
 
 

0.0208  0.0090 -0.0021  0.0024  0.0006

0.0090  0.0168 -0.0028  0.0035  0.0000

-0.0021 -0.0028  0.0207 -0.0152 -0.0179

0.0024  0.0035 -0.0152  0.0763 -0.0103

0.0006  0.0000 -0.0179 -0.0103  0.0476 ]
 
 
 
 

 

B0= [-0.0001  0.0023 -0.0012  0.0027  0.0011] 

B00=3.1826×10-4 

The values of B coefficients used for the IEEE 30 bus 

test case are 

B=

[
 
 
 
 
 
0.0218  0.0103  0.0010 -0.0025  0.0007  0.0033

0.0103  0.0233  0.0001 -0.0043  0.0009  0.0032

0.0010  0.0001  0.0525 -0.0380 -0.0111 -0.0066

-0.0025-0.0043 -0.0380 -0.1011  0.0132  0.0045

0.0007  0.0009 -0.0111  0.0132  0.0163 -0.0001

0.0033  0.0032 -0.0066  0.0045 -0.0001  0.0270]
 
 
 
 
 

 

B0=[-0.0002 0.0029 -0.0033 0.0035 0.00016 0.0048] 
B00=0.0025 
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Firstly, this paper briefly introduces the vehicular communication network, vehicular ad-hoc network 

(VANET), and the ant colony algorithm for path search in the network. Then the ant colony algorithm is 

improved. A simulation experiment is carried out on the improved ant colony algorithm on the simulation 

platform, and it is compared with the traditional ant colony algorithm and the geographical location-

based routing algorithm. The results show that the network packet loss rate and time delay show a 

tendency of increasing first and then decreasing under the three algorithms with the increase of vehicle 

nodes in VANET; with the increase of nodes, the network reliability under the improved ant colony 

algorithm shows a tendency of increasing first and then being stable, and the network reliability under 

the other two algorithms shows a tendency of increasing first and then decreasing; under the same number 

of nodes, the packet loss rate and average delay are lower, and the reliability is higher under the improved 

ant colony algorithm. 

Povzetek: Opisana je raziskava optimizacije prenosa podatkov po komunikacijskem omrežju na osnovi 

analize zanesljivosti prenosa. 

1 Introduction 
With the convenience of the wireless network, the Internet 

of things can connect different things anytime and 

anywhere to realize information interaction. The existence 

of the Internet of things has further facilitated our life [1]. 

In intelligent transportation, the interconnection of 

human-vehicle-road-environment is realized by the 

Internet of things to achieve the optimization of traffic 

resource allocation [2]. For the Internet of things, the data 

transmission quality of wireless communication network 

for information interaction can directly affect the service 

quality of the Internet of things. If the quality of data 

transmission in the communication network is poor, 

packet loss will often occur, or the data throughput will be 

small, so that the Internet of things cannot effectively carry 

out information exchange. More over due to the rule that 

data will be transmitted again if the transmission fails 

because of packet loss, the number of data transmission 

will increase, which will increase the energy consumption 

of the communication network [3]. Therefore, improving 

the quality of data transmission in the communication 

network is very important for the Internet of things. Kumar 

et al. [4] proposed a beacon independent geographic 

routing algorithm called BIIR which reduced the number 

of broadcasts to forward the data packets by making 

intelligent use of information collected by the vehicle 

during previous route discovery attempts for a destination 

and found through the simulation that the algorithm 

outperformed the existing beacon less routing protocols in 

terms of the average number of broadcasts per data packet 

forwarding, packet delivery ratio and end to end delay 

experienced by the data messages. Rahul et al. [5] 

proposed a routing algorithm based on genetic algorithm. 

They found that the algorithm had a great improvement in 

the execution time compared with the traditional serial 

algorithm and could be expanded with vehicles on the road 

to reduce the roadside units and provide a more extensive 

coverage. Ning et al. [6] proposed a reliable opportunistic 

routing algorithm based on probability prediction. The 

utility of relay vehicles in the candidate set was confirmed 

by predicting the change of the signal to interference plus 

noise ratio of the receiving end and packet queue length, 

so as to determine the route. Through simulation, they 

found that the algorithm had better routing performance 

than SRPE, ExOR, and GPSR routing algorithms. This 

paper briefly introduced the vehicular communication 

network, vehicular ad-hoc network (VANET) and the ant 

colony algorithm for path search in the network, improved 

the ant colony algorithm, carried out a simulation 

experiment on the improved ant colony algorithm on the 

simulation platform, and compared it with the traditional 

ant colony algorithm and the geographical location-based 

routing algorithm. 

2 Vehicle communication network 
With the help of wireless networks, different things form 

the Internet of things through information interaction, 

which greatly facilitates people's daily life. The 

communication network used for data transmission in the 

Internet of things of the intelligent transportation system 

is a vehicle communication network, also known as 

VANET [7]. The basic principle of VANET is: within the 

scope of communication, vehicles are connected to realize 

mailto:ynwhh@cumt.edu.cn
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the interaction of the speed, location and detected 

environmental information to form a mobile network. The 

data transmission node in VANET is undertaken by 

vehicles, which makes the nodes in the network different 

from the network nodes in the general Internet of things. 

The nodes are not fixed but will constantly be moving and 

changing, which directly leads to the continuous change 

of the network topology structure of VANET, and the 

links between nodes may be disconnected at any time [8]. 

Moreover, as the node is the driving vehicle and the 

vehicle will be affected by the road environment in the 

process of driving, especially in the highway or urban 

road, the driving track of vehicles is limited, i.e., the 

moving track of network nodes are predictable. 

The purpose of VANET is to realize the data 

interaction among vehicles, roads, and environment and 

make corresponding traffic resource allocation according 

to the collected data. However, the traffic environment in 

the road changes quickly because of the fast driving of 

vehicles. Therefore, VANET has strict requirements on 

the delay of data transmission. If data are lost because of 

the large time delay, the system cannot make a judgment 

in time. VANET needs to ensure the connectivity between 

nodes in data interaction. Nodes in the conventional 

Internet of things have fixed positions, and connectivity 

has been guaranteed in the design. However, most nodes 

in VANET are vehicles. Different vehicles have different 

speeds in the process of driving, and the connectivity 

between nodes will also change. Therefore, it is necessary 

to model and calculate the connectivity. 

In this study, the connectivity model is built by 

dividing the road. As shown in Figure 1, the road is 

divided into m  grids (the red box in Figure 1 is a gird), 

there are n  lanes on the road, i.e., every grid has n  lanes, 

and the width of every cell is n . It is assumed that there is 

only one vehicle on every lane in every grid, and the 

communication radius of the vehicle is set as 
dmR 0=

, 

where 0m
 stands for the number of continuous grids.  

The calculation formula of connectivity probability 

[9] is as follows: 
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where 1p
 and 2p

 are the connectivity probability 

and disconnectivity probability respectively, 

( ){ }kmofp =,
 stands for the probability that there are no 

vehicles in k  road grids, 
( ){ }

0>, mkmgp
 stands for the 

probability that the number of continuous grids between 

k  road grids is larger than 0m
, and symbols in the form 

of 
b
aC

 stand for the most probable number of selecting b  

objectives from a  optional objectives for combination. 

3 Data transmission optimization 

algorithm 
VANET in the intelligent traffic system takes the vehicle 

as a node and transmits the information within the 

communication radius of the vehicle. The information 

interaction between vehicles constitutes the network. 

Naturally, for better relay transmission of information, the 

corresponding routing algorithm, or in other words, the 

data transmission path selection algorithm, is needed [10]. 

3.1 Ant colony algorithm 

As an intelligent algorithm, the ant colony algorithm [11] 

is an imitation of the foraging phenomenon of an ant 

colony in nature, which is mostly used for issues such as 

TSP, scheduling optimization, and path selection. In this 

study, the data transmission optimization algorithm in 

VANET can be said to be a path selection problem, and 

moreover, the self-organization and dynamic variability of 

ant colony foraging is quite consistent with the 

characteristics of VANET. The ant colony algorithm is 

applied in VANET, and the process is as follows. Firstly, 

ants start from the source node and then select the next hop 

node from the neighbor candidate nodes according to the 

candidate probability. The calculation formula of 

candidate probability [12] is: 
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where )(tpk
ij represents the probability of ant k  jumping 

from node i  to node j  at the t -th time of traversal search, 

)(tij  represents the pheromone concentration of the path 

between node  i  and j  at the  t -th time of traversal 

search, )(tf ij  and )(tg ij  are the energy metric 

parameters of node i  and j  at the  t -th time of traversal 

search, )(thij  represents the space parameter of node  i  

and j  at the  t -th time of traversal search, kallowedj  

L

d

n

m

 

Figure 1: The schematic diagram of road division. 
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represents that node j  belongs to the set that does not 

include the nodes that ant k  has passed within the 

wireless communication range of node i , )(iCs  

represents that node s  belongs to the node set of node i  

within the wireless communication scope, )(te j  

represents the energy that node j
 
has at the  t -th time of 

traversal search, maxE  represents the maximum energy 

that can be provided by node, 
1−

jdh  represents the rely hop 

count between node 
j

 and goal node d , and α ,
β

, 
γ

 

and δ  are importance factors of corresponding 

parameters.  

When all ants arrive at the goal node according to the 

selection probability, pheromones on all paths are 

updated. The update formula [13] is as follows: 
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where 
ρ

 is the pheromone volatilization coefficient, 

)(Δ tψ ij
 is the increment of pheromone between node i  

and 
j

, c  is a constant, w  is a normal number, 

k
avgE

 is 

the node average energy of ant k  in the current path, maxh
 

is the maximum node hop count that ant in the network 

can realize, and kh
 is the node hop count of ant k  in the 

current path. After the pheromone is updated, the ant 

colony is asked to search the path again. The above steps 

are repeated until the termination condition is reached, and 

the path with the most pheromones is regarded as the 

optimal path. 

3.2 Improved ant colony algorithm 

In the process of calculating the selection probability of 

the next-hop node of an ant by the ant colony algorithm 

described above, although it takes into account the sharing 

of node energy efficiency so that the path can achieve the 

optimal energy efficiency, in the actual VANET, the 

premise of successful communication between nodes is 

that the nodes are connected, and the links between nodes 

may be broken as the vehicles acting as nodes are 

constantly changing in VANET. Only considering the 

energy efficiency, the nodes in the optimal path are likely 

to be disconnected. Therefore, this study improved the ant 

colony algorithm, predicted the connectivity by 

connectivity probability, put it into the calculation of node 

selection probability, and optimized the node searching of 

the ant colony. The process of the improved ant colony 

algorithm is shown in Figure 2. 

① Parameters are initialized. 

② Starting from the initial node, each ant chooses the 

next node according to the improved probability formula. 

The formula of the improved selection probability is: 
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where 
)(tC ij

 represents for the metric parameter of 

connectivity between node i  and j  and   is an 

importance factor of the corresponding parameter. 

③ Whether all ants in the ant colony have traversed 

from the initial node to the target node once is determined. 

If not, step ② repeats; if they do, then the pheromone in 

the path that the ant passes through is updated, and the 

update formula is equation (3). 

④ Whether the algorithm has reached the termination 

condition is determined. If it does, it outputs the optimal 

path; if not, it will return to step ②. The termination 

conditions include reaching the maximum number of 

iterations (taking all ants in the ant colony traversing the 

path once and updating the pheromone as one time of 

iteration) and the ant selection path converging to stability. 

4 Simulation experiment 

4.1 Experimental environment 

In this study, the running track and running state of 

vehicles were simulated by VANET mobile simulator, and 

the network which was composed of vehicles and the 

routing algorithm proposed were simulated by MATLAB 

software [14]. VANET mobile simulator was a free 

software developed based on the Java platform, which can 

realize the macro and micro-movement simulation of 

vehicles, and it can make the movement of simulated 

vehicles closer to the actual situation. MATLAB software 

is a network simulation software, which builds the 

network based on the vehicle trajectory simulated by the 

VANET simulator and simulates the routing algorithm. 

The experiment was carried out in a server in a laboratory. 

The server configuration was Windows 7 system, i7 

processor, and 16 G memory. 

 

Figure 2: The process of the improved ant colony 

algorithm. 
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4.2 Experimental parameters 

The relevant parameters of the simulation experiment are 

shown in Table 1, including vehicle simulation parameters 

and network simulation parameters. Vehicle simulation 

parameters included road topology size, number of 

vehicles, speed range, vehicle acceleration, and lane 

number. Network simulation parameters included 

simulation time, number of ant colonies, node 

communication radius, pheromone volatilization 

coefficient, minimum pheromone, maxE
, node unit 

information transmitting and receiving energy and node 

communication protocol. Also, the Nakagami channel 

transmission model was adopted for the channel 

attenuation in the process of node communication [15]. To 

verify the performance of the improved algorithm, it is 

compared with the ant colony algorithm and geographic 

location-based routing algorithm. 

4.3 Performance indicators 

The indicators that can reflect the reliability of network 

data transmission include packet loss rate and time delay. 

Packet loss refers to the phenomenon that part of the data 

packets are lost due to the instability or disconnection of 

the node-link when the information is transmitted to other 

nodes in the form of data packets. The packet loss rate is 

the degree of packet loss. Time delay is the time taken for 

data transmission from one node to the goal node. For the 

node network, the lower the packet loss rate and time 

delay are, the faster and more stable data transmission is 

and the more reliable the whole network is. In this study, 

the network delay and packet loss rate were estimated by 

the time stamp method. 

In addition to the above two indicators, the reliability 

of network transmission can also be measured by the 

statistical method. In this study, the VANET under three 

routing algorithms were simulated and analyzed by the 

Monte Carlo method many times, and the number of times 

that did not meet the requirements was counted to estimate 

the reliability of the network. The estimation formula is: 

i

N
Ri

11−= , (5) 

where iR  stands for the estimated value of reliability after 

the i -th time of the simulation and 1N  stands for the 

number of times that the network indicators did not meet 

the requirements after the i -th time of simulation. When 

the network transmits data, if the average packet loss rate 

was greater than 4% or the average delay was greater than 

100 ms, it was considered that the network indicators of 

this simulation did not meet the requirements. In this 

study, when the Monte Carlo method was used, the 

precision interval was %3 , and 97% of them met the 

precision interval. 

4.4 Experimental results 

As shown in Figure 3, under the same number of vehicle 

nodes, the packet loss rate of the algorithm proposed in 

this study was the lowest, and the routing algorithm based 

on geographical location had the highest packet loss rate. 

It was seen from the curve variation that the network 

packet loss rate under the three routing algorithms showed 

a trend of decreasing first and then increasing with the 

increase of vehicle nodes in the network, and the number 

Vehicle 

simulation 

parameters 

Road topology 

size 

mm 10001000   

Number of 

vehicles 

100~10  

Speed range sm /30~10  
Vehicle 

acceleration 

2/2 sm  

Number of 

lanes 

3 

Network 

simulation 

parameters 

Simulation time 900 s 

Number of ant 

colonies 

30 

Node 

communication 

radius 

150 m 

Pheromone 

volatilization 

coefficient  

0.7 

Minimum 

pheromone 

0.01 

maxE
 

1J 

Node unit 

information 

transmitting 

energy 

bitJ /3.4 
 

Node unit 

information 

receiving 

energy 

bitJ /4.2 
 

Node 

communication 

protocol 

IEEE 802.11 

Table 1: Related parameters of the simulation 

experiment. 

 

Figure 3: Relationship between network packet loss rate 

and nodes under three routing algorithms. 
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of vehicle nodes of the improved algorithm was the largest 

and that of the routing algorithm based on geographical 

location was the smallest when the packet loss rate was the 

lowest. 

As shown in Figure 4, under the same number of 

vehicle nodes, the network average delay of the algorithm 

proposed in this study was the smallest, and that using of 

the routing algorithm based on geographical location was 

the largest. The average delay curve changes of the three 

routing algorithms clearly showed that the average delay 

of the network first decreased and then increased with the 

increase of the number of vehicle nodes, and the number 

of vehicle nodes of the ant colony algorithm and improved 

ant colony algorithm was the largest when the average 

time delay was the smallest and increased gently 

afterward. 

The simulation model was simulated by the Monte 

Carlo method for many times, and the simulation times 

that did not meet the set indicators were counted to 

evaluate the reliability of the network. The results are 

shown in Figure 5. It was seen from Figure 5 that the 

network reliability of the improved ant colony algorithm 

was the highest, and the network reliability of the routing 

algorithm based on geographical location was the lowest 

under the same number of vehicle nodes. It was seen from 

the curve changes that the network reliability of the 

routing algorithm based on geographical location and ant 

colony algorithm increased first and then decreased, while 

the network reliability of the improved ant colony 

algorithm increased first and then basically stabilized at 

0.99. 

The above three results showed that the improved ant 

colony algorithm could effectively reduce the packet loss 

rate and average delay in the data transmission between 

nodes in VANET and improve the reliability of network 

data transmission. Although the packet loss rate and 

average delay of the network increased when the number 

of vehicles in VANET increased to a certain extent, under 

the effect of the improved ant colony algorithm, the 

increase amplitude was smaller than the other two 

algorithms, and the reliability of network transmission 

was maintained at a high level. The reason why the packet 

loss rate and time delay decreased and the reliability 

increased was that the number of nodes that could transmit 

smoothly around the nodes increased when the number of 

vehicle nodes in the network increased, which led to more 

choices of the data transmission path. The reason why the 

packet loss rate and time delay increased and the reliability 

decreased was that when the vehicle nodes increased to a 

certain extent, the interference of the surrounding node 

signals increased although the optional excellent path 

increased. However, the improved ant colony algorithm 

not only considered the energy efficiency but also 

considered the connectivity between vehicles, which made 

the path selection more inclined to the path with stronger 

connectivity to slow down the increase of packet loss rate 

and delay and maintain the stability of reliability. 

5 Conclusion 
This paper briefly introduced the vehicle communication 

network, VANET, and the ant colony algorithm for path 

search in the network, improved the ant colony algorithm, 

carried out a simulation experiment on the improved ant 

colony algorithm on the simulation platform, and 

compared it with the traditional ant colony algorithm and 

the geographical location-based routing algorithm. The 

results showed that: (1) with the increase of vehicle nodes 

in VANET, the packet loss rate presented a tendency of 

increasing first and then decreasing, the packet loss rate of 

the improved ant colony algorithm was always the lowest, 

and the packet loss rate of the geographical location-based 

routing algorithm was always the highest; (2) with the 

increase of vehicle nodes, the average delay in the network 

firstly decreased and then increased, the improved ant 

colony algorithm was always the smallest, and the 

geographical location based routing algorithm was always 

the largest; (3) the reliability of network data transmission 

increased and then decreased with the increase of nodes, 

but the reliability of the network under the improved ant 

colony algorithm rose first and then tended to be stable, 

the network reliability under the improved ant colony 

algorithm was always the highest and that of the routing 

 

Figure 4: Relationship between average network delay 

and nodes under three routing algorithms. 

 

Figure 5: Relationship between network reliability and 

nodes under three routing algorithms. 
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algorithm based on geographical location was always the 

lowest. 
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This work shows the microstructure characterization utility for the analysis of material properties. To 

achieve this purpose, digital image segmentation is used on microscopic images of materials to extract 

the number of phases and their proportion present in the material to obtain a quantitative description of 

material properties and to better control product quality. In this way, we present here an automated 

method for segmenting the phases present in microscopic scanning images of metallographic samples 

using a multiphase level set with Mumford Shah formulation. Experience shows that the proposed model 

successfully detects phase regions for a variety of real micrographic images  

Povzetek: Predstavljena je metoda za segmentiranje slik, pridobljenih z optičnim mikroskopom, za 

ugotavljanje lastnosti materiala..

1 Introduction 
The rate of ferrite in steel has a direct effect on its 

functional properties (yield strength, toughness, 

hardness, corrosion resistance, weldability, 

mouldability, embrittlement, magnetism). Its control 

and measurement are consequently very important. For 

this microstructures are used to determine the properties 

of materials. A full description of microstructures 

means giving a description of the size, shape and 

distribution of grains and second phase particles and 

their composition. This is why it is essential to establish 

the link between phenomena occurring at the 

microstructural scale and the properties of the material 

[1-5]. The microstructures are made up   of a set of 

elements organized in the microscopic scale. Their 

observation and thus their characterization require the 

use of microscopic techniques. The phases differ from 

each other by their crystalline, semi crystalline or 

amorphous structure. Morphologies are observed by the 

optical or electronic microscope.  

The microstructures formed in the materials depend 

not only on the composition or on the chemical 

structure of the material but also on the existence of 

gradients of temperature or on concentration inside this 

one during its transformation. The microstructures are 

also strongly influenced by the energy needed for the 

creation of the new interfaces. Most of the 

microstructures which are formed during the 

solidification are crystalline in nature. The glass is 

always less stable than the crystal if it can form. In a 

number of cases, however, an amorphous (vitreous) 

structure appears during a fast cooling. Let us note that 

it is because of the absence of microstructure that lenses 

have their transparency. Some materials have a very 

irregular molecular structure and are not capable of 

developing a stable crystalline structure.  

They exist, in the solid state, only under a glassy 

shape, whatever are the conditions of cooling 

(atactiques polymers). The microstructure of the 

organic polymers is largely controlled by their chemical 

structure. If macromolecules have a regular molecular 

structure, the crystallization occurs generally. Note that 

the crystallization of polymeric materials is never 

complete (semi-crystalline structure) and form 

spherulites. 

The kinetic characteristics of phase transformations 

allow leading, by adequate heat treatments (tempering-

annealing), very different microstructures, which have 

generally a nonhomogeneous composition and which 

are almost always metastable at the temperature of use. 

In the case of metals   and their alloys, heat treatments 

combined with mechanical treatments, as the 

lamination, have reached a very high degree of 

sophistication. Ceramics are often obtained by sintering 

of powder which explains the presence of pores that are 

an important part of their microstructure. 

A variation of the microstructure over time during 

use entrains an important modification of its properties 

(aging phenomenon). Several works have been done in 

this subject. Furthermore, a study has been made 

around the development of microstructure and grain 

border character distribution at different temperatures 

[6]. Moreover, studies were made in the domain of 

segmentation of the materials micrographic images for 

the extraction of grains/phases which are fundamental 

to realize the microstructure descriptions. An 

automated algorithm used for segmenting the phases 

present in the scanning electron microscopic images of 

dual phase steel [7-9]. A level set segmentation model 

was proposed to analysis the images of particle to 

overcome the drawback of sensitivity to weak 

boundaries and curve’s initial position [10]. In this way, 

we thus propose a different approach for image 

segmentation which is based on using a multiphase 
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level set Mumford and Shah to segment the phases 

present in the scanning microscopic images of 

metallographic samples. To achieve this goal, we have 

to face in several complex problems such as the images 

quality and the presence of noises. 

The paper is organized as follows: Section 2 

presents the materials and methods; in this section we 

divide the work   into two parts: the first one is devoted 

to the description the material studied with all the 

necessary steps of preparation and acquisition of 

images used in this work. In the second part we describe 

and analyze the Mumford and Shah model used for 

image segmentation (multiphase case). Section3 shows 

the main contribution of this work which is the 

automatic distinguish between phases. We will 

illustrate the experimental results. Finally, conclusions 

are reported in Section 4. 

2 Materials and methods 

2.1 Sample preparation and image 

acquisition 

The acquisition and the information on different 

micrographic images that we used in this work are 

obtained from the NIKON optical microscope (Eclipse 

I.V 100 ND) figure 1 with camera equipped by an 

acquisition system (LV-LH50PC 12V50W Precentered 

Lamphouse Bright/darkfield switch and linked aperture 

stop (centerable),), it is possible to visualize all types of 

surfaces with a magnification up to 1500 times. The 

base metal that we used for the realization of this work 

is a stainless steel two-phase austeno-ferritic (duplex) 

of nuance 2205. 

Besides, the image processing which allows 

transforming easily the raw data into exploitable 

information, it is therefore possible to perform 

microscopic studies. For this a careful preparation are 

several successive steps for observation at the optical 

microscope: Starting with the coating of the samples in 

a hot phenolic resin, then the mechanical polishing 

under water and on an abrasive paper more and more 

fine (paper 320, 400, 500, 800, 1000, 1200, 2400, 

4000), then the polishing of finishing by Felt sheet with 

use of diamond paste. Finally, after finishing of 

polishing is performed a chemical at- tack (H2O + HF) 

of the surface to reveal the microstructure. In our work, 

we used the three micrographic images at 200 

magnification of 2205 duplex stainless steel heat-

treated at temperatures respectively:800◦C, 850◦C and 

950◦C. Clearly and obviously, after observing the 

Figure 1, we notice that   the three micrographic images 

of steel contain three different zones: Ferrite, austenite 

and the third zone known as sigma phase [11-12]; with 

30 atoms per mesh (Fig 2). 

In addition to iron,   the sigma phase contains 

chromium and molybdenum which it draws from the 

matrix, thus causing a reduction in the corrosion 

resistance of Fe-Cr-Ni systems. Moreover, this phase, 

which is formed in the temperature range between 600 

and 1000 C., causes a dramatic loss of the toughness of 

the stainless steels [13]. Precipitation of the sigma 

phase depends not only on the chemical composition of 

the steel [14]. Indeed, other factors influence its 

formation such as the size of the grains. Also, the sigma 

phase is more easily formed in high energy regions such 

as grain boundaries and interfaces. The solution 

temperature also affects precipitation in two ways: 

• The high dissolving temperatures induce grain 

enlargement, which reduces the rate of sigma 

phase formed. 

• On the other hand, at high temperatures, the 

ferrite content is increased, which at first 

glance encourages the precipitation of the 

sigma phase during the aging treatments.  

The sigma phase appears preferentially in the 

Austenite/Ferrite phase joints, but it can also appear in 

the grain boundaries Ferrite/Ferrite and 

Austenite/Austenite. It germinates in the 

Ferrite/Austenite interfaces and then grows inside the 

ferritic grains. An illustrative diagram of the 

precipitation of σ   is given in Fig.  2 and   3.  The 

formation of the σ phase, which is rich in Ferrite 

elements, causes the adjacent ferritic regions to become 

depleted in these elements, leading to the 

transformation of this ferrite into the secondary 

austenite. In this case, formation of the sigma phase 

takes place in the vicinity of the chromium nitride 

 

Figure 1: NIKON optical microscope (Eclipse I.V 

100 ND). 

 

Figure 2: Optical micrograph of2205duplex stainless 

steel after treatment temperatures:(A)  at800◦  C;(203 × 

288 pixels);  (B)  at  850◦C;  (236× 315 pixels); (C) at 

950◦C;(203×288 pixels. 
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particles in the austeno-ferritic stainless steels having a 

high content of nitrogen (about 1% by weight). 

2.2 Level set formulation 

Mumford and Shah have proposed a variational model 

that defines image segmentation as a problem of joint 

detection of homogeneous zones and contours [15]. The 

Mumford formulation model is based on the 

minimization of an energy function E where u 

represents our image with value bounded in Ω from 

R2 to R and Γi the contour of each region Ri on 

which the image is approached by a function gi 

minimizing functional can be written as: 
2 2( , , ) ( ) | ) |

i i
i i i i

R
E g u u g dxdy g dxdy dl 

 
 = − +  +      (1) 

Where λ and µ are positive real parameters for 

weighting the data fidelity term and long-term 

contours respectively. In the simple case where the 

functions gi are constants, the solution always exists. 

It can then be shown that the value of the gi on region 

Ri is the average denoted ci of u restricted to Ri. In 

this framework, energy can therefore be rewritten as 

follows: 

𝐸(𝛤𝑖 , 𝑢) = 𝜆∫ ∫ (𝑢 − 𝑐𝑖)
2

𝛺
𝑑𝑥𝑑𝑦 + 𝜇 ∫ 𝑑𝑙

𝛤𝑖
 (2) 

With  

𝑐𝑖 =
∫ ∫ 𝑢

𝑅𝑖
𝑑𝑥𝑑𝑦

∫ ∫ 𝑑𝑥𝑑𝑦
𝑅𝑖

 

In this formalization, the curve C is represented by 

the level line zero of a lipschitzienne function Φ such 

as 
Φ = 0

Φ > 0   𝑖𝑛𝑠𝑖𝑑𝑒 𝐶

Φ < 0   𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝐶

  (3) 

So in this approach the unknown is not any more C but 

Φ. If we introduce the function of Heaviside H and its 

derivative δ0 in the sense of the distributions defined by 

𝐻(𝑧) = {
1 𝑖𝑓 𝑧 ≥ 0
0 𝑖𝑓 𝑧 < 0

   (4) 

𝛿0 =
𝑑

𝑑𝑧
𝐻(𝑧) (5) 

We have then: 
𝑙𝑒𝑛𝑔𝑡ℎ𝐶 = ʃ|𝛻𝐻(𝛷))|𝑑𝑥𝑑𝑦 = ∫ 𝛿0𝛺

(𝛷)|𝛻(𝛷)|𝑑𝑥𝑑𝑦 (6) 

And 

∫ |𝑢 − 𝑐1|2𝑑𝑥𝑑𝑦
𝛷>0

= ∫ |𝑢 − 𝑐1|2𝐻(𝛷)𝑑𝑥𝑑𝑦
𝛺

∫ |𝑢 − 𝑐2|2𝑑𝑥𝑑𝑦
𝛷<0

= ∫ |𝑢 − 𝑐2|2(1 − 𝐻(𝛷))𝑑𝑥𝑑𝑦
𝛺

 

From there, the energy functional can be written: 
𝐸(𝑐1, 𝑐2, 𝛷) = 𝜇 ∫ 𝛿0𝛺

(𝛷)|𝛻(𝛷)|𝑑𝑥𝑑𝑦

+𝜆1 ∫ |𝑢 − 𝑐1|2𝐻(𝛷)𝑑𝑥𝑑𝑦
𝛺

+𝜆2 ∫ |𝑢 − 𝑐2|2(1 − 𝐻(𝛷))𝑑𝑥𝑑𝑦
𝛺

 (7) 

To minimize E (c1, c2, Φ) we write the equation of 

Euler- Lagrange for Φ. This amounts to canceling the 

differential in Φ of energy. We obtain: 

2 2

0 1 1 2 2( )[ ( ) ( ) ( ) ] 0
| |

div u c u c   


 − − + − =


(8) 

If one then performs a gradient descent by introducing 

a parameter of time, we get an evolution of Φ which   is 

given by the following equation: 
𝜕𝛷

𝜕𝑡
= 𝛿0(𝛷)[𝜇 𝑑𝑖𝑣(

𝛻𝛷

|𝛻𝛷|
) − 𝜆1(𝑢 − 𝑐1)2 + 𝜆2(𝑢 −

𝑐2)2]     (9) 

2.3 Description of the Piecewise-

Constant model (Multiphase case) 

It is common to keep the model of Mumford-Shah 

piecewise constant with respect to the level set. In other 

words, the resulting image is approximated by a finite 

number of constants which represent the means of the 

intensity at the inside and the outside of each of the 

curves. Multiphase segmentation is better because it can 

characterize objects differently. It consists in making 

several level set functions. In Figure 4 by using two 

functions of level set [16-18], we can identify the 

following four regions: 

𝑐00 = {𝑚𝑒𝑎𝑛(𝑢0) 𝑖𝑛 (𝛷1 > 0 𝑎𝑛𝑑 𝛷2 > 0)}

𝑐01 = {𝑚𝑒𝑎𝑛(𝑢0) 𝑖𝑛 (𝛷1 > 0 𝑎𝑛𝑑 𝛷2 < 0)}

𝑐10 = {𝑚𝑒𝑎𝑛(𝑢0) 𝑖𝑛 (𝛷1 < 0 𝑎𝑛𝑑 𝛷2 > 0)}

𝑐11 = {𝑚𝑒𝑎𝑛(𝑢0) 𝑖𝑛 (𝛷1 < 0 𝑎𝑛𝑑 𝛷2 < 0)}

(10) 

𝑐00(𝛷1, 𝛷2) = mean(u0)in{x: 𝛷1 > 0, 𝛷2 > 0}

=
∫ 𝑢0𝛺

𝐻(𝛷1)𝐻(𝛷2)𝑑𝑥𝑑𝑦

∫ 𝐻(𝛷1)𝐻(𝛷2)𝑑𝑥𝑑𝑦
𝛺

 

c01(Φ1, Φ2) = mean(u0)in{x: Φ1 > 0, Φ2 < 0}

=
∫ u0Ω

H(Φ1)(1 − H(Φ2))dxdy

∫ H(Φ1)(1 − H(Φ2))dxdy
Ω

 

𝑐10(𝛷1, 𝛷2) = mean(u0)in{x: 𝛷1 < 0, 𝛷2 > 0}

=
∫ 𝑢0𝛺

(1 − 𝐻(𝛷1))𝐻(𝛷2)𝑑𝑥𝑑𝑦

∫ (1 − 𝐻(
𝛺

𝛷1))𝐻(𝛷2)𝑑𝑥𝑑𝑦
,

 

 

 

Figure 3: (a) Structure of the quadratic sigma phase with 

parameters: a = 8.970 and c = 4.558; (b) diffusion of the 

atoms of alpha-elements of the ferritic grain (α) towards 

austenite (γ)  and σ; (c) Illustrative schema of the 

germination of the sigma phase at the interface 

Austenite/Ferrite and its growth inside the ferrite [12]. 
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𝑐11(𝛷1, 𝛷2) = mean(u0)in{x: 𝛷1 < 0, 𝛷2 < 0}

=
∫ 𝑢0𝛺

(1 − 𝐻(𝛷1))(1 − 𝐻(𝛷2))𝑑𝑥𝑑𝑦

∫ (1 − 𝐻(
𝛺

𝛷1))(1 − 𝐻(𝛷2))𝑑𝑥𝑑𝑦

 

The resolution by the associated Euler-Lagrange 

equation [17] leads to the evolution equations 

formulated by Φ1, Φ2: 

𝜕𝜙1

𝜕𝑡
= 𝛿𝜀(𝜙1){𝜈 𝛻(

𝛻𝜙1

|𝛻𝜙1|
) − (|𝑢0 − 𝑐11|2 − |𝑢0 − 𝑐01|2)𝐻(𝜙2)

+(|𝑢0 − 𝑐10|2 − |𝑢0 − 𝑐00|2)(1 − 𝐻(𝜙2))}

𝜕𝜙2

𝜕𝑡
= 𝛿𝜀(𝜙2){𝜈 𝛻(

𝛻𝜙2

|𝛻𝜙2|
) − (|𝑢0 − 𝑐11|2 − |𝑢0 − 𝑐10|2)𝐻(𝜙2)

+(|𝑢0 − 𝑐01|2 − |𝑢0 − 𝑐00|2)(1 − 𝐻(𝜙2))}

 

 (11) 

In Figs 5 and 6 present respectively the 

segmentation steps and automatic detection of phases 

of our proposed method for synthetic image 

 

Fig.5. The segmentation steps of synthetic image 

:(a)Initial contour;(b) After 10 iterations;(c) After 30 

iterations;(d) Finale contour. 

3 Results 

3.1 The conventional micrographic 

measurement approach 

The conventional approach to measuring ferrite in steel 

is by counting on a micrographic cup. The sample, prior 

to measurement, requires prior preparation. First of all, 

it must be small in size (cut-out of the part). The sample 

must then be coated (to make it easier to hold and 

eliminate  edge effects).  Then,  the  specimen  must  be 

 

Fig. 6. Automatic detection of phases of synthetic 

image: a) First phase. b) Second phase. c) Third phase. 

d) Segmented image. 

polished (mirror polished and free of scratches that 

could hinder observation). Finally, the preparation 

requires acid etching (to reveal ferritic and austenitic 

structures). Analyses are to be carried out according to 

ISO 9042 standards. For this norm, the method for 

determining the volume fraction of a constituent 

consists first of all in choosing the grid of points 

(dimensions and number of points) according to the 

constituent to be studied. Then, the chosen grid of 

points is superposed on the metallographic cup. An 

enlargement will be chosen to show the delimitation 

between the phases. Next, the number of points of the 

grid included in the component whose rate must be 

determined is counted. Finally, its volume fraction is 

deduced (Table 1). 

When counting, the values found in the fields are 

entered in an Excel table (which includes the 

calculations of the norm).  When a field has been 

analyzed, the sample must be moved to observe another 

area. There are also other values calculated such as the 

95% confidence interval. This method is relatively 

time-consuming because the sample has to be prepared 

before the analysis begins. In addition, it is destructive. 

It also requires special attention on the part of the 

user. Indeed, a parallax error can lead to a bad count. 

The choice of magnification can also influence the 

measured phase rate. These errors can be limited by 

increasing the number of observed fields. Phase rate 

analysis by image analysis [18] can be used. 

a) b) 

c) d) 

a) b) 

c) d) 

 

Figure 4: Two initial curves of evolution which divide 

the image in four regions. 

Sample Temperature /1h 
Ferrite  

rate 

Microscopic  

image 

 

 

Sample 1 

 

 

850°c 

 

 

17% 

 
 
 

Sample  2 

 
 

950°c 

 
 

20% 

 

Table 1: Calculate of Ferrite rate. 
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3.2 The proposed approach using the 

Piecewise-Constant model 

(Multiphase case) 

Figure 7 illustrates the results of some of the steps 

to the segmentation of material microstructure images 

using a multi- circle type initialization of the initial 

contour with µ = 0.25 10−5, N = 50 iterations and Ot = 

0.5. To confirm the role of the segmentation step in the 

information analysis for the microstructure 

characterization, we have plot the histogram of 

micrographic image before segmentation step and after 

segmentation (figure 8). From this result we can say 

that after segmentation application we can used a 

simple thresholding to separate the phases in image, 

which he is not the case before segmentation step.  

 

Fig. 7. The segmentation steps of micrographic image : 
(A) Initial contour; (B) After 10 iterations; (C) After 30 
iterations; (D) Finale contour. 

3.3 Phases rate calculation 

For the characterization of the compositions of 

microstructure scale, it is really difficult to make the 

difference between the phases in order to calculate the 

phase rate using a micrographic image. In this work, we 

have proposed an automatic thresholding after 

segmentation application to detect the number of the 

phases as well as their percentage. The   idea consists in 

the application of the segmentation multiphase follow-

up by a histogram to separate the phases by a threshold 

which is the average value of every phase. To separate 

the phases we used an automatic thresholding, the idea 

is based on the calculation of the average between the 

maximum values of each phase in Figure 9: 

1

1 2

3

1

2

1

m

m m

m

Phase S

S Phase S

Phase S




 
 

  (12)  

In the case of Fig 9 we have two average values Sm1 

and Sm2 to separate the three phases in image as follow: 

1( )i ithe number of pixel of S Phase S
Pr

the number of pixel of the image

+ 
= (13) 

We present in Figures 9 and 10 the results that have 

been obtained by applying our proposed segmentation 

method on different micrograph images with no a priori 

knowledge about the number of phases of each image.  

This method makes the automatic detection of the 

number of phases of each image followed by a 

percentage of each phase representing the surface of the 

image. Three colours: yellow, green and blue represent 
respectively the phases: austenite, ferrite and  σ 
phase. 

4 Conclusion 
Our contribution in this paper consists of determining 

automatically the number of phases and their proportion 

in a sample of metallic materials from a micrographic 

image. To reach this goal we used the variational 

approaches. The results obtained show that we have 

arrived to calculate the phase rates in an automatic way 

without the intervention of experts; we have applied 

this method on several images to validate the algorithm, 

and offer the expert a better micrographic image 

processing, which allows a reliable and reproducible 

results. 

 

Fig. 9. Automatic detection of phases of micrographic 

image. (A) Original image; (B) Histogram of number 

of phase; (C) Segmented image. 

a) b) 

c) d) 

a) b) 

c) (B) (A) 

Fig. 8. Histogram of micrographic image: (A) before 

segmentation; (B) After segmentation, blue represent 

respectively the phases: austenite, ferrite and  σ − 

phase. 
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In the present paper, we aim at solving two problems; the first problem occurring in the transformation 

of the IoT devices (sensors, actuators, …) to cloud service. Therefore, we work on maintaining a smooth 

and efficient data transmission for the cloud and support customer applications like: data sharing, storage 

and processing. The second problem has two dimensions. In the first dimension, the problem is arisen in 

the submission of cloudlets (customer requested jobs) to Virtual Machines (VMs) in the hosts. To solve 

this problem, we propose scheduling algorithm for resource allocation according to the lowest cost and 

load. In the second dimension, the problem lies in the hosting of new VMs in the hosts. To overcome this 

problem, we need take into account the loads when housing new VMs in different datacenters. In this 

work, we suggest a resource allocation approach for services oriented IoT applications. The architecture 

of this approach is based on two technics: Multi Agent System (MAS) and Distributed Constraint 

Satisfaction Problems (DCSP). The MAS manages the physical resources, making decision and the 

communication between datacenters, while DCSP used to simplify the policy of the resources provisioning 

in Datacenters. Variables and constraints are distributed among multiple agents in different layers. The 

experimental results show that the efficiency of our approach is manifested in: Average System Load, Cost 

augmentation Rate and Available Mips. 

Povzetek: Predlagan je način dodeljevanja virov za storitve v IoT aplikacijah na osnovi večagentnih 

sistemov (MAS) in zadovoljevanja porazdeljenih omejitev (DCSP). 

1 Introduction 
Internet of Things (IoT) and Cloud Computing are two 

paradigm technologies utilized for a wide range of 

application in our life. IoT is a smart system to connect 

physical objects with sensors to enable them to collect and 

share the data via the internet [18]. 

The cloud is type of parallel and distributed systems. 

It is described as a model for application execution and 

data storage [19],[2] Cloud infrastructure allows 

customers using a large number of resources such as: 

network, storage and applications [1]. The data centers 

have a large number of resources commonly known as RA 

[20]. In cloud computing, RA is an issue due several 

challenges such as complexity, heterogeneity of resource 

that resides in the datacenter, scheduling, virtualization, 

migration [2],[3]. 

The motivation for studying this problem comes from 

IoT limited properties including: limited storage capacity 

and complicated processes (data analysis and a lot of 

heterogeneity in the devices) [18]. As result, we work on 

satisfying users' needs by providing resources allocation 

with lower cost. This cost is computed on the basis of 

smart solutions in datacenters (best host) according the 

resource constraints [8]. We provide a distributed resource 

allocation approach based on two technics: multi agent 

system (MAS) [17] and distributed constraint satisfaction 

problems (DCSP) [5], [10], [11], [23]. Overall, our main 

goal is to provide high performance services and minimize 

the costs of resources operating. 

In this paper, we study two problems related to IoT 

applications deployment in cloud computing.  The first 

problem (Service Providing) occurring in the 

transformation of the IoT devices (sensors, actuators, …) 

to cloud service. Therefore, we work on a smooth and 

efficient data transmission for the cloud and support 

customer applications like data sharing, storage and 

processing. We suggest a number of functionalities for 

service providing: service creation, service publishing and 

mailto:aboud.aboud2012@gmail.com
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service search. The second problem (Service 

Consumption) lies in the selection and execution of the 

service of resources allocation in the infrastructure of 

cloud computing. It occurs in two levels. In the first level, 

the problem is arisen in the scheduling of tasks (service 

cloudlet) to assign (submit) the cloudlets to the 

appropriate VMs taking into consideration the service’s 

functional requirements and minimization of resources 

exploitation cost. In the second level, the problem lies in 

the hosting of new VMs in the hosts of the different 

datacenters according to their loads. The hosting of virtual 

machines has become a difficult issue in the resource 

allocation systems because each virtual machine is 

associated to a physical host according its available 

resources [6]. In order to solve the problem in both levels; 

we suggest smart solutions that depend on two techniques: 

The Multi Agent System (MAS) and CSP. The MAS 

manages the physical resources, making decision and the 

communication between datacenters. On the other hand, 

DCSP is used to simplify the policy of the resources 

provisioning in Datacenters. 

We organize the rest of the article as follows: Section 

2 presents research works as related to the subject of this 

paper. Section 3 offers background and basic concepts. 

The developed mechanism and system architecture are 

defined in 4 section. Section 5 presents the main scenarios 

of interactions in the proposed system. Section 6 provides 

an illustrative example to clarify our approach. The 

experimental results are shown in section 7, the last 

section concludes the paper and presents the future 

perspectives. 

2 Related works 
Because of the increasing demand of customers in the field 

of IoT in cloud infrastructure, many researchers have 

developed a number of methods to meet customers' 

demands by taking into account the efficiency of resources 

and operating expenses. Here, we mention some of the 

work done in this regard. 

Ghanbari et al. [9] proposed an analytics study for 

resource allocation mechanisms for IoT. The Authors of 

this paper seek to provide a model in the IoT resource 

allocation which aims at reducing load balancing, 

minimizing operational cost and power consuming. By 

reviewed and discussed the advantages and disadvantages 

of this mechanisms, they compared several parameters in 

different articles such as: availability, performance, 

bandwidth, cost, energy, QoS, SLA, throughput, etc. 

Besides, there are more service quality parameters to be 

studied such as: self-allocation features, self-adapting, 

modeling and earning from studies past and current 

behaviour. 

Ma et al.  [13] suggest a model for task scheduling of 

the workflow in the IoT infrastructure as a service (IaaS) 

based on deadline constraints and cost-aware genetic 

optimization algorithm. To their approach is distributed at 

different levels according to the characteristics of cloud 

infrastructure due to the important features of the cloud 

(on-demand acquisition, heterogeneous dynamics and 

performance variation of VMs) so that no dependency 

exists between tasks at the same level. To demonstrate the 

feasibility of this approach, authors used the HEFT to 

generate individuals with the minimum completion time 

and cost. 

Fayazi et al. [7] focus on two factors for resource 

allocation: the reliability and rapid implementation of the 

work. Therefore, they suggested cloud resource allocation 

based on auction mechanism. The increase and the 

decrease in the reliability are determined by the success or 

failure of the implementation. These solutions are checked 

by using imperialist competitive algorithm and cost 

function which is calculated by make span and reliability 

values. Beside of the diversity of the techniques used in 

this work, it needs more flexibility for the heterogeneous 

resources. 

The work of Lu et al.  [12] present a model to allocate 

the resources based on fairness evaluation framework by 

using two sub-models (Dynamic Demand Model (DDM) 

and Dynamic Node Model (DNM)) to describe the 

resource demand. The authors employ several typical 

algorithms in resource allocation like utility-based 

algorithm to prove their effectiveness. As strong point, 

this model supports the dynamic resources demands, but 

it does not take into account of the response time.  

Mezache et al. [15] suggest a genetic algorithm for 

resource allocation with energy constraint in cloud 

computing. They focus on two levels of resource 

allocation: cloudlets to virtual machines and virtual 

machines to hosts. These levels allow adapting the 

resource allocation system and keeping the cloud 

resources updated by taking into account the current 

submitted cloudlets.  

3 Background and basic concepts 

for IoT and cloud 
In this section, we introduce some basic definitions and 

concepts as a background for our study. 

3.1 Visions on integration internet of 

things and cloud computing 

The hybridization (combination) between IoT and Cloud 

Computing generates synergy for both technologies and 

bring many benefits. Cloud infrastructure offers a clear 

advantage to IoT systems since its datacenters are able to 

calculate the users' needs of resources allocation 

efficiently. It ,thus,  shortens the execution time, reduces 

cost and speeds big data processing [16]. This 

combination between IoT and Cloud Computing allows to 

provide a number of technical benefits to users (for 

example, storage, optimization of resource utilization and 

energy efficiency) [4], [22]. Figure 1 describes the 

combination between IoT and Cloud Computing. 
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Figure 1: The combination between IoT and Cloud 

Computing. 

 

Figure 2: Architecture of IoT service-oriented. 

3.2 IoT service-oriented architecture 

The aim of service oriented architecture (Figure 2) is to 

take advantage of the infrastructure of things and the cloud 

resources for obtaining a better quality of service (reduce 

the computing costs and improve the overall performance) 

[24]. The IoT services and devices are usually 

heterogeneous, and its resources are limited (e.g., 

memory, processing, bandwidth and energy). To manage 

such constrained environments, we need to build up a 

flexible architecture that is capable of managing these 

resources. 

3.3 Components of IoT system 

In Figure 3, we present four fundamental components of 

IoT system (function and mechanism). 

 

• IoT devices and sensors: 

Sensor is one of IoT devices that has the capability to 

detect, measure and collect data from the physical 

environment such as: light, motion, heat, pressure or 

similar entities [9], [21]. 

• IoT gateways: 

The IoT gateway is a bridge between sensor networks and 

cloud services. The role of gateway is processing the 

collected data from sensors, then send it the cloud 

computing [21]. 

• Cloud function: 

Cloud function facilitates the advanced analytics and the 

monitoring of IoT devices in order to shortening the 

execution time, reducing costs and reducing energy 

consumption. 

• User interfaces: 

User interfaces are the visible and tangible part of the IoT 

system. They enable users to contact and monitor their 

activities in services that they have already subscribed 

using IoT system. 

3.4 IoT deployed applications 

In 0 The deployment of IoT devices encounters number of 

challenges such as: heterogeneity, storage, bandwidth, 

implementation of management protocols. To overcome 

these challenges, researchers turn to the combination 

between IoT and Cloud Computing. This type of 

combination contributes in the deployment of high, 

smarter applications for smarter homes and offices, 

smarter transportation systems, smarter hospitals, smarter 

enterprises and factories [4], [25]. 

3.5 The internet of things and multi agent 

systems 

Thanks its characteristics (intelligence, reactivity, 

autonomy, mobility and the ability to perform making 

decision). The MAS allows an efficient management for 

IoT applications in the physical cloud infrastructure such 

as: the heterogeneity, distribution and the data 

management In IoT applications. Briefly, MAS provides a 

decentralized smart solution to frame the new problems 

and their solutions in the resource allocation approach for 

services oriented IoT applications [22]. 

3.6 Cloud infrastructure and constraint 

satisfaction problem 

The Constraint Satisfaction Problem technique is used to 

formulate and solve several artificial intelligence related 

problems such as: Scheduling and Optimization [14]. In 

the cloud Infrastructure, we use DCSP to simplify the 

policy of the resources provisioning in Datacenters. DCSP 

problem is formulated as a distributed Variables and 

 

Figure 3: Components of IoT System. 
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constraints to multiple agents. In MAS, each agent makes 

its proposal plan (solution) by using the distributed 

negotiation and satisfying its constraints. The various 

variables and constraints are identified, and the scenario 

of computing is painted accordingly. 

4 Developing a new approach for RA 

in IoT 
At this stage, we proposed a new RA in IoT service. Then, 

we discuss its System Objectives, architecture, layers, 

DCSP modelling and system scenario. 

4.1 System objectives 

This paper is interested mainly in the field of cloud of 

things. Particularly, it shows the importance of resource 

allocation in data centers. The aim of our approach is to 

ensure optimal management of resource allocation for 

service-oriented IoT applications based on decentralized 

intelligence in distributed computing. To achieve the 

stated goals i.e. load balancing (minimizing power 

consumption), efficiently exploiting resources and 

minimizing the execution time, we suggest: 

1. Designing a system to manage the cloud 

infrastructure based on a multi-agent system for the 

allocation of resources in the cloud of things. 

 2. Developing a system to manage these resources by 

using two techniques: Multi-Agent System (SMA), 

Distributed Constraint Satisfaction Problems (DCSP). 

3. Implementing and simulating the proposed system 

through a scenario that demonstrates the effectiveness of 

the proposed approach for the management of resources in 

the cloud of things. 

 In this concern, we introduce a number of concepts 

and rules for IoT service delivery system specifications 

and the resource allocation process in cloud computing as 

shown below: 

 

-Concepts: 

1-  Cloud service contains a set of parameters 

(called nonfunctional parameters) such as: 

 

Latency Cost Data-format Availability 

Real number Real number Real number Real number 

 

2- To execute cloud service, it requires a set of 

cloudlet’s resources (called functional 

parameters). The cloudlet is represented in 

term of (Ram, Storage, Cpu and Bandwidth). 

 

RAM (MB) Storage (GB) CPU (mips) Bandwidth (Gbit/s) 

Real number Real number Real number Real number 

 

3- Submission of Cloudlet to VM: is the 

selection of the Virtual machines (VMs) that 

have enough available resources to run 

cloudlet according to its resource 

requirements.  

4-  The hosting of VMs in hosts: is the process 

of selecting the host that provides the least 

price, low load and the best resources 

available for this VM. 

-Rules: 

1- Every object can be linked to many services. 

2- Each service has one cloudlet request. 

3- Every Cloudlet should submitted to one VM. 

4- Every VM can submit more than one 

cloudlet. 

5- Every Host can host more than one VM. 

6- Every Datacenter has two types of hosts: ON 

hosts and OFF hosts   

7- Every host has special price. 

8- The relationship between the price and the 

load of the host has a direct impact, where 

the augmentation in the load causes the 

increment of the price. 

4.2 Smart design for resources allocation 

in IoT applications  

In this section, we are mainly interested in introducing a 

System Architecture for IoT Resource Allocation, its 

functional aspect and various layers to provide a better 

understanding to: how it works, how it stores and how to 

access to the cloud. Figure 4 describes the proposal smart 

design. 

 

Layer1 (customer): In this layer, the system focuses on 

customers and their requests. 

The customer requests are presented in term of service 

name and characteristics. 

 

Layer2 (IoT Service): This layer has a significant the role 

as mediator between Customer Layer and Broker Layer. It 

contains two agents: 

 

1. Object agent (OA): is reactive agent that 

represents an IoT object (physical device). It 

enables to control exchange and collect data from 

this device in order to provide a set of services to 

customers. 

2. Mediator agent (MA): is cognitive agent; its role 

is to manage the customers’ requests and the 

provided services. The main components of this 

agent are given below:  

 

• Service registry: aims to allow the OA agents to 

publish the information about their services in term of 

performance and functionalities. 

 

• Service selection: searches for a set of selected 

services in the registry that meet the customer request. 

 

• Service transfer MA creates a list of requested 

cloudlets from the performance characteristics of the 

selected services. Then, it sends this list of cloudlets to 

Broker Agent in the next layer.  Broker Agent, in turn, 

arranges this list of cloudlets and send it to Resources layer 
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for the selection of the best cloudlet from this list by taking 

into account the resource allocation strategy in this layer. 

•Service Bind: after the selection of the best cloudlet, 

the MA connects the customer with the provider of the 

service that is associated by selected cloudlet. It also 

allows the OA to execute this service through this cloudlet. 

Layer3 (Broker Layer): The role of this layer is to 

manage the resources between IoT service and Resources 

layer. The broker agent (BA) manages the list of cloudlet 

requests, free VMs list, performance and delivery of cloud 

resources. The main role of this agent is to arrange a list 

of cloudlets, then send to Resources layer. 

 

Figure 4: Smart Design for Resources Allocation in IoT Applications. 

budget CL ID 

$ 

CPU, RAM, 

Bandwidth, 

Storage 

1 

$ 

CPU, RAM, 

Bandwidth, 

Storage 

2 

…… …….. … 
 

Vm id Size RAM Bandwidth Mips/pe 
Number 

of  Pe 

ID GB MB Gbit/s Mips 
Real 

Number 

….. …… …… …… …… …… 
 

Table 1: Example of Broker Agent components. 



378 Informatica 44 (2020) 373–386 M. Bali et al. 

Layer4 (Resources layer): is the most important layer in 

the system due to its role in the managing, processing and 

selecting the best RA for the cloudlet in two levels: local 

level (between HA agents in the same datacenter) and the 

global level (between DCA agents of the cloud). This layer 

contains three types of agents.  We introduce these agents 

and clarify the relationship between them by Figure 5. 

Datacenter agent (DCA): communicates with BA 

and hosts agents in the same datacenter. It also negotiates 

with other DCA. 

Host agent (HA): controls a host in state ON.  

Host off agent HOffA: controls a host in state OFF. 

 
Figure 5: Relationships between DCA and HA agents. 

4.3 Relationships between DCA and HA 

agents 

DCSP problem is formulated as a distributed Variables 

and constraints to multiple agents. In MAS, each agent 

makes its proposal plan (solution) by using the distributed 

negotiation and satisfying its constraints. The various 

variables and constraints are identified, and the scenario 

of computing is painted accordingly. 

4.3.1 Defining of the variables 

In this section, we show the most important variables and 

their definitions Table 2. 

4.3.2 Constraints 

The aim of this section is to select the best solution for any 

task in DCSP systems. We thus need to define a set of 

constraints by using the previous defined variables that 

correspond to system requirements. 

Constraint 1 (Service Usability): verifies a service S that 

meets customer request R; it should satisfy the 

nonfunctional characteristics of the customer request 

according to the following constraint: 

 

S meet R :  {
𝑅(𝐴𝑣)   ≤   𝑆(𝐴𝑣)   

𝑎𝑛𝑑
  𝑅(𝑅𝑒𝑝) ≤   𝑆(𝑅𝑒𝑝)

 (1) 

 

Constraint 2 (Service Capacity): allows the service to 

handle new customer request. Before representing 

customer request in term of cloudlet, it should respect its 

capacity limitation:   

 

𝑆(ℎ𝑟) + 1 ≤ 𝑆(𝐶𝑎𝑝) (2) 

Constraint 3 (Cloudlet Submission ability):  virtual 

machine 𝑽𝑴𝒍 has already a set of M cloudlets. In order to 

submit more cloudlet m', this condition must be satisfied: 

 𝐶𝑙𝑚′(𝑙𝑒𝑛𝑔𝑡ℎ) +∑ ( 𝐶𝑙𝑚(𝑙𝑒𝑛𝑔𝑡ℎ) +
𝑀

𝑚=1

𝐶𝑙𝑚(𝑜𝑢𝑡𝑝𝑢𝑡𝑠𝑖𝑧𝑒)) ≤   𝑉𝑀𝑙(𝑟𝑎𝑚) (3) 

 𝐶𝑙𝑚′(𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒) + ∑  𝐶𝑙𝑚(𝑓𝑖𝑙𝑒 𝑠𝑖𝑧𝑒)
𝑀
𝑚=1 ≤

  𝑉𝑀𝑙(𝑠𝑡𝑜𝑟𝑎𝑔𝑒) (4) 

 𝐶𝑙𝑚′(𝑏𝑤) + ∑  𝐶𝑙𝑚(𝑏𝑤)
𝑀
𝑚=1 ≤  𝑉𝑀𝑙(𝑏𝑤)  (5) 

 𝐶𝑙𝑚′(𝑚𝑖𝑝𝑠) + ∑  𝐶𝑙𝑚(𝑚𝑖𝑝𝑠)
𝑀
𝑚=1 ≤  𝑉𝑀𝑙(𝑚𝑖𝑝𝑠)  (6) 

Where: 

𝐶𝑙𝑚(𝑚𝑖𝑝𝑠) =  𝐶𝐿(𝑙𝑒𝑛𝑔𝑡ℎ)  ∗ 𝐶𝐿(𝑛𝑏𝑟_𝑝𝑒) (7) 

𝑉𝑀𝑙(𝑚𝑖𝑝𝑠) =  ∑  𝑃𝐸𝑘𝑙(𝑚𝑖𝑝𝑠)
𝑃
𝑘=1  (8) 

𝑎𝑛𝑑  𝒎′  ¬𝜖 [1,𝑴] (9) 

Constraint 4 (VM Hosting ability):  To allow a Host J 

hosting a new virtual machine l’ (free or migrated VM), 

we must verify these conditions: 

 𝑉𝑀𝒍′(𝑟𝑎𝑚) + ∑  𝑉𝑀𝑙(𝑟𝑎𝑚)
𝑉
𝑙=1 ≤  𝐻𝑜𝑠𝑡𝑗(𝑟𝑎𝑚) (10) 

 𝑉𝑀𝒍′(𝑠𝑡𝑜𝑟𝑎𝑔𝑒 ) + ∑  𝑉𝑀𝑙(𝑠𝑡𝑜𝑟𝑎𝑔𝑒 )
𝑉
𝑙=1 ≤

  𝐻𝑜𝑠𝑡𝑗(𝑠𝑡𝑜𝑟𝑎𝑔𝑒)  (11) 

 𝑉𝑀𝒍′(𝑏𝑤) + ∑  𝑉𝑀𝑙(𝑏𝑤)
𝑉
𝑙=1 ≤  𝐻𝑜𝑠𝑡𝑗(𝑏𝑤) (12) 

𝑉𝑀𝒍′(𝑚𝑖𝑝𝑠) + ∑  𝑉𝑀𝑙(𝑚𝑖𝑝𝑠)
𝑉
𝑙=1 ≤  𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠) (13) 

Where: 

𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠) =  ∑  𝑃𝐸𝑘𝑗(𝑚𝑖𝑝𝑠)
𝑃

𝑘=1
 (14) 

𝑎𝑛𝑑 𝒍′  ∉  [1, 𝑽] (15) 
 

Constraint 5 (Ranking of Host Agents): The ranking 

Algorithm is based on mipsPrice. In case of finding two 

Hosts with the same price, then we must use mipsLoad: 

𝐵𝑒𝑠𝑡  𝐻𝑜𝑠𝑡 =

{
 
 

 
 𝑚𝑖𝑛 (𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠𝑃𝑟𝑖𝑐𝑒) , 𝐻𝑜𝑠𝑡𝑗`(𝑚𝑖𝑝𝑠𝑃𝑟𝑖𝑐𝑒))

𝑎𝑛𝑑

𝑚𝑖𝑛 (𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠𝐿𝑜𝑎𝑑) , 𝐻𝑜𝑠𝑡𝑗`(𝑚𝑖𝑝𝑠𝐿𝑜𝑎𝑑)) ,

𝑖𝑛 𝑐𝑎𝑠𝑒 ∶  𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠𝑃𝑟𝑖𝑐𝑒) ≡ 𝐻𝑜𝑠𝑡𝑗`(𝑚𝑖𝑝𝑠𝑃𝑟𝑖𝑐𝑒) 

 (16) 
Where: 

𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠𝐿𝑜𝑎𝑑) =
𝐻𝑜𝑠𝑡𝑗(𝑢𝑠𝑒𝑑𝑀𝑖𝑝𝑠)

𝐻𝑜𝑠𝑡𝑗(𝑚𝑖𝑝𝑠)
  (17) 

𝐻𝑜𝑠𝑡𝑗(𝑢𝑠𝑒𝑑𝑀𝑖𝑝𝑠) =  ∑  𝑉𝑀𝑗 𝑙(𝑚𝑖𝑝𝑠)
𝑁

𝑙=1
  (18) 

Constraint 6 (Best VM Hosting Selection): The 

selection of the best host between different hosts j and j’ 

for hosting VM, it is organized on the basis of Hosting 

Cost: 
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𝐵𝑒𝑠𝑡  𝑉𝑚 𝐻𝑜𝑠𝑡𝑖𝑛𝑔 =   𝑚𝑖𝑛 (𝑉𝑚(𝐶𝑜𝑠𝑡𝑗) , 𝑉𝑚(𝐶𝑜𝑠𝑡𝑗′))

 (19) 

Constraint 7(Best Cloudlet Selection):   selection of the 

best Cloudlet (service) for customer request is based on 

resources exploitation Cost: 

𝐵𝑒𝑠𝑡  𝐶𝐿 =   𝑚𝑖𝑛 (𝐶𝑙(𝐶𝑜𝑠𝑡𝑙 𝑗) , 𝐶𝑙(𝐶𝑜𝑠𝑡𝑙′𝑗′)) (20) 

Where: 

𝐶𝑙(𝐶𝑜𝑠𝑡𝑙 𝑗) : is the cost of resource exploitation of the 

submitted Cl in the VMl which is hosted in the host j.  

𝐶𝑙(𝐶𝑜𝑠𝑡𝑙′𝑗′) : is the cost of resource exploitation of 

the submitted Cl in the VMl’  which is hosted in the host j’.  

Variable Description Domain 

R The request of the customer {R1, … , Rv,… Rs} 

O  
The abstract object, each object is connected to 

physical device (gateway, sensor, actuator…).   
{O1, … , Ow,… Ot} 

S  Sxw: The offered service x by the object w. {S11, … , Sx w,… Sut} 

CL Clm x w: Cloudlet of the service x from the object w  {cl111, … , clm x w,… clc u t} 

R(Av) The requested Availability. Rate value (%) 

R(Rep) The requested Reputation. Naturel number 

S(Av) The Availability of the service. Rate value (%) 

S(Cap) 
The Capacity of the service: it is the number of 

requests can be handled per unit of time. 
Naturel number/time 

S(Rep) The Reputation of the service. Naturel number 

S(hr) The sum of current handled requests by the service. Real number 

Host Physical host   { Host1, … , Hostj,… Hosth} 

VM Virtual machine {vm1, … , vml,… vmv} 

Host(pe) Processor in the host { Pe11, … , pekj,… peph} 

Host (ram) Size of host’s ram Naturel Number 

Host(bw) Bandwidth of the host Real number 

Host(Storage) Size of the host’s storage Naturel Number 

Host(mips) Sum of Capacities of Processors in the host Real number 

Host(used_mips) 
Sum of Capacities of the Processors used by virtual 

machines hosted in the host 
Real number 

Host(mips_load) 

The energy of the host, the Capacity of Processors 

used in accordance to the total capacity of Processors 

in the host. 

Real number (%) 

Host(mips_price) Unit price of mips in the host 
Real number, obtained from 

proposed model for every host 

Pe(mips) Capacity of the Processor Real number 

VM(size) VM’s hard disc Size Naturel Number 

VM(ram) Size of the ram Naturel Number 

VM(bw) Bandwidth of the VM Real number 

VM(mips) Sum of Capacities of the Processors of the VM Real number 

VM(Costj) The hosting Cost of the VM in the host J Real number (DA) 

CL(length) Size of the of CL. Real number 

CL(file size) Total size of files of CL Real number 

CL(output size) Size of the result of the execution of CL Real number 

CL(nbr_pe) Max number of Processors of CL Naturel Number 

CL(mips) Capacity of the Processors of Cl Real number 

Cl(Costlj) it is the cost of resource exploitation of the submitted 

Cl in the VM l which is hosted in the host j 
Real number (DA) 

Table 2: Defining of the Variables. 
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5 Scenario of interactions in the 

proposed system 
In this section, we present the main scenarios to provide 

and select RA for IoT service in the proposed system. 

Also, we illustrate the interactions between Agents by 

sequence diagrams where there are two object agents 

(OA1, OA2) and two datacenters agents (DCA1, DCA2). 

Every datacenter has two Host Agents (HA1, HA2). 

5.1 Global interaction 

In this section, we explain the global interactions in the 

proposed system on three main levels: IoT Service 

request, Cloudlets Submission and Hosting Virtual 

Machines. The Search Algorithm and diagram in Figure 6 

present the detailed descriptions for these interactions. 

5.1.1 Search algorithm  

 

1 

2 

 

 

 

3 

 

 

 

4 

5 

 

6 

7 

Search Algorithm  

Input 

Request: customer request 

contains the nonfunctional 

characteristics (Av and Rep). 

 

SR: Service Registry contains 

the services list and their 

Characteristics. 

 

Output  

  SL: List of found Services  

 

  SL = ∅ 
  for all S in SR do  

8 

9 

10 

11 

12 

13 

14 

15 

    if (Request, S) verify C1) then 

      if (S verifies C2) then 

         add S to SL 

      end if 

    end if 

  end for 

  Return SL 

end. 

Algorithm 1: Search Algorithm. 

5.2 Cloudlets submission 

The process of cloudlets submission in datacenter and 

their hosts is illustrated in Figure 7. In addition, the 

Planning Algorithm (Algorithm1) illustrates the process 

of cloudlets submission inside the Hots. 

5.2.1 Planning algorithm 
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Algorithm Planning  

Input  

R: List of requested Cloudlets 

Output  

  BCL: Best Cloudlet  

  BCL = 0 

  For all VM in this host do  

    While ∃ CL ∈ R and (VM, CL) 
verify C3 do 

       remove CL from R 

       if (BCL=0 or (CL(cost), 

BCL(cost)) verify C7) then 

          BCL = CL  //the new CL is 

the best cloudlet 

       end if 

    end while 

  end for 

 
Figure 6: The global interactions in the system. 
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13 

14 

15 

  Return BCL 

end. 

Algorithm 2: Planning Algorithm. 

5.3 Hosting virtual machines 

In a case where there is no VM resource available, we 

launch the Hosting Virtual Machines to submit the 

requested Cloudlets. The BA starts the process of hosting 

free virtual machines as illustrated in Figure.8. 

6 Illustrative example 
To illustrate our approach, we consider an example and 

discuss a case study of an IoT Application for smart 

transport system. We discuss this case study from two 

dimensions: 

 

1. IoT service deployment 

First dimension: we focus on the aspect of the 

defining, publishing and searching services in addition to 

the different characteristics of these services and the 

customers' requests. We show a scenario of using this 

dimension by the following steps: 

Step 1: A company has IoT application for smart taxi. It 

provides the service of reservation of autonomous cars and 

tracking (monitoring program to be executed in the cloud) 

the car during the trip.  

Step 2: Each autonomous car (physical IoT) is connected 

to an agent (object agent) in the cloud (IoT layer). This 

agent publishes information about his service in MA 

services registry. The Table 3 illustrates some 

characteristics of the service in term of functional and 

nonfunctional. 

 
Figure 7: Cloudlets submission between datacenter and their hosts. 
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ID Nonfunctional  Functional 

Agent id Availability Reputation  RAM(mb) 
Storage 

(mb) 
Cpu 

OA1 80% *****  300 500 2 

OA2 65% **  500 1024 3 

…. … …  …. …. … 

Table 3: Services characteristics. 

Step 3: The customer requests a car (service) via 

introducing the nonfunctional characteristics: availability, 

reputation and the type of desired trip. 

Step 4: First, the MA searches in the registry the available 

services that meet the customer request. In order to select 

the best service from the found services, the MA converts 

these services into cloudlets by using resources 

requirements (from functional characteristics), and sends 

them to BA in the next layer. 

 

2. Service selection in cloud computing (Planning 

procedure) 

After obtaining the output (convert services to cloudlets) 

of the first dimension. We discuss how to the execution of 

the planning procedure in the second dimension in the 

cloud system functionality. We propose the cloud 

infrastructure that has two imaginary datacenters: where 

datacenter 1 has four hosts and three hosts for datacenter 

2. In addition, there are eleven (11) Virtual machines 

(VMs) hosted in these different hosts. These VMs has 

already hosted thirty (30) Cloudlets, and BA needs to host 

seven (07) other requested cloudlets (CL31 … CL37) in 

these Vms. In this case, the system looks forward to check 

the best resource allocation process for these cloudlets 

according to the cost and energy consumption as shown in 

the following steps. 

 

 

 

 

Figure 8: Hosting free virtual machines. 
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Step 1 (requests): 

BA distributes the received list of cloudlets to all DCA.  

As result, every DCA informs his HA agents who are in 

ON state to start the ranking process.  

Cloudlet 

id 
Length 

File 

size 

Outputs 

size 

Number 

of Pe 

 
 

31 10MB 2 MB 1MB 2  

DCA1 32 13MB 1 MB 1MB 1  

33 5MB 3 MB 2MB 1  

34 10MB 1 MB 1MB 1   

35 5MB 1 MB 1MB 2  

DCA2 36 2MB 3 MB 3MB 1  

37 4MB 2MB 1MB 2  

Table 4: Cloudlets List Distribute. 

Step 2 (Interne Negotiation 1 “Ranking process”): 

After, the HA agents (in ON state) share their prices and 

rank themselves into ascending order by the price. As 

illustrated in Table 5 the ranking in Datacenter I is:  H2, 

H1, H4 where H2 has the price (1.5 $) which is the lowest 

price. And for Datacenter II:  H1, H2 where H1 has the 

lowest price (1.4 $). 

At the end of the ranking, every first HA informs his 

DCA by the result of the ranking and asks him to send 

back the list of cloudlets. 

DCA1 

 rank Host id price 

 1 H2 1.5 $ 

 2 H1 4 $ 

 3 H4 7.8 $ 

     

DCA2 
 1 H1 1.4 $ 

 2 H2 5.5 $ 

Table 5: Hosts ranking 

Step 3 (Interne Negotiation 2 “Planning”): 

After the ranking process, the first HA in the each DCA 

gets the list of cloudlets from his DCA, and starts the 

planning procedure by checking available resources in the 

hosted VMs of his Host and verifies the constraint C1. If 

there are Cloudlets and VMs that verify C1, then the first 

HA selects the best cloudlet that satisfies the constraint 

C7. The first HA sends the selected cloudlet to the DCA 

in the term of (cloudlet, VM, host, cost) as reply. At the 

end of his procedure, it sends the rest of cloudlets (they do 

not satisfy C1) to the next HA in the ranking list to 

consider them in his planning procedure. This process is 

repeated continuously until the last HA in the ranking list 

or there is no rest cloudlet. 

Otherwise, in case of there is no Cloudlet that satisfies 

C1 in any HA, this HA retransmits the whole of the list of 

cloudlets to the next HA in the ranking list to consider his 

planning procedure.   

Step 4 (Local solution building): 

After the planning, every DCA receives the solution from 

HA agents and selects the best solution, which satisfies 

C7, and consider it as his local solution. Table 6 illustrates 

the local solutions in DC1 and DC2 for CL31 and CL37. 

Step 5 (External Negotiation) : 

The DCA agents share their solutions and negotiate to 

select the best solution using the best price (to satisfy C7). 

The DCA that is the owner of the best solution sends his 

solution to BA to build the global solution as illustrated in 

Table7. 

Cloudlet 

id 
price 

DCA 

id 

Host 

id 
Vm Id 

33 37$ DCA2 H1 Vm8 

Table 7: Global solution for the Broker Agent 

Step 6 (Show solutions and confirmation): 

After building the global solution, BA agent sends the 

cloudlet to MA. As result, MA sends the associated 

service of the cloudlet as response for customer request, 

enables (confirms) OA to launch the tracking device of the 

car and allows the customer to use the car with the lowest 

cost. 

7 Simulation experiments 
To evaluate the performance of our approach, we used 

CloudSim [15] which is a Java based and extensible 

simulation framework for resource allocation algorithms. 

In this section, we discuss the experimental configuration 

and the results obtained by using our approach. 

7.1 Experimental configuration 

We define the different parameters in our experiments as 

follows: datacenters, hosts, virtual machines, Processors 

and cloudlet as shown in Table 8. 

7.2 Simulation results 

In this section, we present the experimental results and 

show the efficiency of our proposed approach by making 

a comparison between three solutions (First Fit algorithm 

(FF), the proposed Genetic Algorithm (GA) of Mezache 

et al. [15] and our algorithm (MD)). MD is built on MAS 

 Local solution of DCA1   Local solution of DCA2 

Cl id cost Host ID Vm ID  Cl id cost Host ID Vm ID 

31 39$ H2 Vm6  31 80$ 

H1 

Vm10 

32 43$ 

H1 

Vm3  32 72$ Vm10 

33 41$ Vm1  33 37$ Vm8 

34 78$ Vm2  34 44$ 

H2 

Vm7 

35 78$ Vm11  35 54$ Vm7 

36 46$ Vm3  36 50$ Vm8  

37 40$ Vm2  37 93$ Vm7 

Table 6: Local solution for every Datacenter 
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with DCSP. In addition, we have defined performance 

metrics for the evaluation of the three proposed solutions. 

These solutions have common characteristics (Average 

System Load (ASL), Cost augmentation Rate (CR) and 

Available Mips (AM)). In the experiments, the customer 

request (Service Request) will be submitted to the IoT 

system for processing this request. In this case, the 

proposed system converts this request to a list of cloudlets 

(network bandwidth, Storage, CUP and load consumed) in 

order to fulfill this request with lowest cost by using our 

algorithm (MD). The main goal of our algorithm (MD) is 

to balance between the cost and energy of Datacenters 

hosts. The obtained results show that this goal is achieved 

through the common characteristics (metrics) that are 

shown as follow: 

a) Average System Load (ASL) This metric represents the 

energy consumption. The importance of this metric lies in 

specifying the datacenters status and reducing energy 

consumption in their hosts. Usually, the ideal system 

average load gives us a balance between the different hosts 

inside their datacenters. Figure 9 presents Average Load 

by the number of requested cloudlets (FF, GA, MD). The 

obtained results show the efficiency of our algorithms 

(MD) in getting a lower values of Average System Load 

(ASL) compared to FF and GA algorithms. The obtained 

(ASL) values after using our algorithm (MD) improves 

over the in terms of Average System Load, so that it does 

not exceed 50%. 

b) Cost augmentation Rate (CR) This metric represents 

the Cost augmentation rate by cloudlets number. The 

importance of this metric is manifested in reduce the costs 

of resources exploitation. The values of (CR) in Figure 10 

demonstrate the positive contribution of our algorithm 

(MD) on reducing cost with almost of all groups. Our 

algorithm (MD) maintains the augmentation rate (CR) 

between (105% - 190%) except for the first groups (500 

and 1000) where the GA has lower values in (CR). This 

due to the efficiency of our algorithm (MD) with groups 

which have an important number of cloudlets (more than 

1000). 

c) Available Mips (AM) This metric represents the 

Available Mips by Cloudlets. The importance of this 

metric lies in measuring the computing performance and 

increasing Available Mips in datacenters. The more MIPS 

available for the datacenter, the lower cost of the resources 

exploitation. In Figure 11, we observe that the values of 

AM obtained by GA are bigger than the values of other 

algorithms in groups that have less than 1000 cloudlets. 

While, our algorithm (MD) has better values of AM when 

the number of cloudlets increases over 1000. 

8 Conclusions and future work 
In this paper, we addressed a new approach for Resource 

Allocation (RA) in Internet of Things. Our approach is 

based to decentralized intelligence into distributed 

computing by using two technics: MAS and DCSP. In this 

hybridization, variables are used to present the resources. 

While the rules and policies are presented by constraints. 

They are distributed among multiple agents in the 

different layers of the system. The experiments show that 

the use of DCSP beside MAS pave the way for new 

efficient paradigms in solving problems related not only 

to Resource Allocation but also to provide smart solutions 

which are helpful to synchronize the IoT application 

services with computing devices. The obtained results 

show that the efficiency of our approach is manifested in: 

(1) reducing energy consumption in datacenters by about 

 
Figure 9: Average Load by number of requested cloudlets. 

100 500 1000 2000 4000 6000

Load FF 15% 22% 39% 52% 63% 70%

Load GA 11% 19% 35% 50% 54% 61%

Load MD 7% 12% 29% 41% 46% 49%
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40%
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60%

70%

80%

Load FF Load GA Load MD

Parameters Values 

Max Length of cloudlet 

Total number of cloudlets  

Total number of VMs  

VM memory (RAM)  

Number of PEs requirements 

 Number of datacenters 

 Number of hosts 

50 

500 –3000 

530 

100 –1000 

500 –1500 

3 

47 

Table 8: Values of experiments Parameters. 
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50 %, (2) reducing cost augmentation Rate between 

(105% - 190%) and (3) increasing Available Mips in 

datacenters. 

Despite the provided advantages of our approach, we 

highlight the need of extending in its architecture to 

support other specific cases for IoT applications. Big data 

are generated day-to-day from the system, causing many 

challenges such as, the heterogeneity, scalability and 

simultaneous accessibility. 

In future research, we are looking for enhancing our 

approach by using more techniques of resources in IoT 

application services and extending the procedures by 

exploiting other approaches as: Search Approximation 

Algorithms, Artificial Intelligence and Fog environments. 
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This position paper presents a comparative study of co-occurrences. Some similarities and differences
in the definition exist depending on the research domain (e.g. linguistics, natural language processing,
computer science). This paper discusses these points and deals with the methodological aspects in order to
identify co-occurrences in a multidisciplinary paradigm.

Povzetek: Predstavljena je analiza sočasnosti.

1 Introduction
Determining co-occurrences in corpora is challenging for
different applications such as classification, translation, ter-
minology building, etc. More generally, co-occurrences
can be identified with all types of data, e.g. databases [8],
texts [30], images [38], music [15], video [19], etc.

The co-occurrence concept has different definitions de-
pending on the research domain (i.e. linguistics, natu-
ral language processing (NLP), computer science, biology,
etc.). This position paper reviews the main definitions in
the literature and discusses similarities and differences ac-
cording to the domains. This type of study can be crucial
in the context of data science, which is geared towards de-
veloping a multidisciplinary paradigm for data processing
and analysis, especially textual data.

Here the co-occurrence concept related to textual data is
discussed. Note that before their validation by an expert,
co-occurrences of words are often considered as candidate
terms.

First, Section 2 of this paper details the different defini-
tions of co-occurrence according to the studied domains.
Section 3 discusses and compares these different aspects
based on their intrinsic definition but also on the associated
methodologies in order to identify them. Finally, Section 4
lists some perspectives.

2 Co-occurrence in a
multidisciplinary context

2.1 Linguistic viewpoint
In linguistics, one notion that is broadly used to define the
term is called lexical unit [23] and polylexical expression
[16]. The latter represents a set of words having an au-

tonomous existence, which is also called multi-word ex-
pression [33].

In addition, several linguistics studies use the collocation
notion. [10] gives two properties defining a collocation.
First, collocation is defined as a group of words having an
overall meaning that is deducible from the units (words).
For example, climate change is considered as a collocation
because the overall meaning of this group of words can be
deduced from both words climate and change. On the other
hand, the expression to rain cats and dogs is not a colloca-
tion because its meaning cannot be deduced from each of
the words; this is called a fixed expression or an idiom.

A second property is added by [10] to define a colloca-
tion. The meaning of the words that make up the collo-
cation must be limited. For example, buy a dog is not a
collocation because the meaning of buy is not limited.

2.2 NLP viewpoint

In the natural language processing (NLP) domain, the co-
occurrence notion refers to the general phenomenon where
words are present together in the same context. More pre-
cisely, several principles are used that take contextual cri-
teria into account.

First, the terms or phrases [6, 11] can respect syntactic
patterns (e.g. adjective noun, noun noun, noun preposition
noun, etc.). Some examples of extracted phrases (i.e. syn-
tactic co-occurrences) are given in Table 1.

In addition, the methods without linguistic filtering are
also conventionally used in the NLP domain by extracting
n-grams of words (i.e. lexical co-occurrences) [25, 35]. n-
grams are contiguous sequences of n words extracted from
a given sequence of text (e.g. the bi-grams1 x y and y z
are associated with the text x y z). n-grams that allow gaps

1n-grams with n = 2.
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are called skip-n-grams (e.g. the skip-bi-grams x y, x z,
y z are related to the text x y z). Skip-gram model is an
efficient method for learning high-quality distributed vec-
tor representations that capture a large number of precise
syntactic and semantic word relationships [27]. Some ex-
amples of n-grams and skip-n-grams are given in Table 1.

After summarizing the term notion in the NLP domain,
the following section discusses these aspects in the com-
puter science context, particularly in data mining. Note that
the NLP domain may be considered as being located at the
linguistics and computer science interface.

2.3 Computer science viewpoint

In the data mining domain, co-occurring items are called
association rules [1, 39] and they could be candidates for
construction or enrichment of terminologies [12].

In the data mining context, the list of items corresponds
to the set of available articles. With textual data, items may
represent the words present in sentences, paragraphs, or
documents [2, 29]. A transaction is a set of items. A set
of transactions is a learning set used to determine associa-
tion rules.

Some extensions of association rules are called sequen-
tial patterns. They take into account a certain order of ex-
tracted elements [18, 34] with an enriched representation
related to textual data as follows:

– objects represent texts or pieces of texts,

– items are the words of a text,

– itemsets represent sets of words present together
within a sentence, paragraph or document,

– dates highlight the order of sentences within a text.

There are several algorithms for discovering associa-
tion rules and sequential patterns. One of the most pop-
ular is Apriori, which is used to extract frequent itemsets
from large databases. The Apriori algorithm [1] finds fre-
quent itemsets where k-itemsets are used to generate k+1-
itemsets.

Association rules and sequential patterns of words are
often used in text mining for different applications, e.g. ter-
minology enrichment [12], association of concept instances
[5, 29], classification [18, 34], etc.

3 Discussion: comparative study of
definitions and approaches

This section proposes a comparison of: (i) co-occurrence
definitions (see Section 3.1), (ii) automatic methods in or-
der to identify them (see Section 3.2). This section high-
lights some similarities and differences between domains.

3.1 Co-occurrence extraction
The general definition of co-occurrence is finally close to
association rules in data mining domain. Note that the in-
tegration of windows2 in the association rule or sequential
pattern extraction process enables us to have similarity with
skip-n-gram extraction.

The integration of syntactic criteria makes it possi-
ble to extract more relevant candidate terms (see Table
1). Such information is typically taken into account in
NLP to extract terms from general or specialized domains
[20, 24, 28, 32].

Table 1 highlights relevant terms extracted using linguis-
tic patterns (e.g. climate change, water cycle, significant
change). The use of linguistic patterns tends to improve
precision values. Generally other methods such as skip-
bi-grams return lower precision, i.e. many extracted can-
didates are irrelevant (e.g. climate the). But this kind of
method enables extraction of some relevant terms not found
with linguistic patterns (e.g. cycle expected); then the recall
can be improved.

Table 2 presents research domains related to different
types of candidates, i.e. collocations, polylexical expres-
sions, phrases, n-grams, association rules, sequential pat-
terns.

Table 3 summarizes the main criteria described in the
literature. Note that the extraction is more flexible and au-
tomatic when there are fewer criteria. In this table, two
types of information are associated with the different crite-
ria. The first one (marked with X) designates the character-
istics given by the co-occurrence definitions. The second
type of information (marked with F) represents character-
istics that are implemented in many extensions of the state-
of-the-art.

Table 3 shows that the semantic criterion is seldom as-
sociated with co-occurrence definitions. This criterion is
however taken into account in linguistics. For example,
semantic aspects are taken into account in several studies
[17, 22, 26]. In this context [26] introduced lexical func-
tions rely on semantic criteria to define the relationships
between collocation units. For instance, a given relation
can be expressed in various ways between the arguments
and their values, like Centr (the center, culmination of) that
returns different meanings3:

– Centr(crisis) = the peak

– Centr(desert) = the heart

– Centr(forest) = the thick

– Centr(glory) = summit

– Centr(life) = prime

In the data mining domain, semantic information is used
in two main directions. The first one involves filtering the

2Association Rule with Time-Windows (ARTW) [39].
3http://people.brandeis.edu/ ∼smalamud/ling130/lex_functions.pdf
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Sentence (input)

With climate change the water cycle is expected to undergo significant change.

Candidates (output)

Phrases climate change
(noun noun, adjective noun) water cycle, significant change

bi-grams of words With climate, climate change, change the, the water,
water cycle, cycle is, is expected, expected to,

to undergo, undergo significant, significant change
2-skip-bi-grams With climate, With change, With the,

climate change, climate the, climate water,
change the, change water, change cycle,

the water, the cycle, the is,
water cycle, water is, water expected,

cycle is, cycle expected, cycle to,
is expected, is to, is undergo,

expected to, expected undergo, expected significant,
to undergo, to significant, to change,
undergo significant, undergo change,

significant change

Table 1: Examples of candidates extracted with different NLP techniques.

Definitions Domains
Collocations L

Polylexical expressions L + NLP
Phrases NLP
n-grams NLP + CS

Association rules CS
Sequential patterns CS

Table 2: Summary of the main domains associated with
expressions (L: linguistics, NLP: natural language process-
ing, CS: computer science).

results if they respect certain semantic information (e.g.
phrases or patterns where a word is an instance of a seman-
tic resource). Other methods involve semantic resources
in the knowledge discovery process, i.e. the extraction is
driven by semantic information [5].

In recent studies in the NLP domain, the semantic as-
pects are based on word embedding, which provides a
dense representation of words and their relative meanings
[14, 40].

Finally, note that several types of co-occurrence are of-
ten used in different domains. For example, polylexical
expressions are commonly used in NLP and also in lin-
guistics. In addition, n-grams is currently used in NLP
and computer science domains. For example, n-grams of

words are often used to build terminologies (NLP domain)
but also as features for machine learning algorithms (com-
puter science domain) [35].

Table 4 summarizes the main types of criteria (i.e. statis-
tic, morpho-syntactic, and semantic) used for extracting co-
occurrences according to the research domains considered
in this paper.

After presenting the characteristics associated with the
co-occurrence notion in a multidisciplinary context, the
following section compares the methodological viewpoints
to identify these elements according to the domains.

3.2 Ranking of co-occurrences

Co-occurrence identification by automatic systems is gen-
erally based on the use of quality measures and/or algo-
rithms. This section provides two illustrative examples that
show similarities between approaches according the do-
mains.

3.2.1 Mutual Information and Lift measure

Firstly the use of specific statistical measures from differ-
ent domains is highlighted. This subsection focuses on the
study of Mutual Information (MI). This measure is often
used in the NLP domain to measure the association be-
tween words [9]. MI (see formula (3.1)) compares the
probability of observing x and y together (joint probabil-
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Ordered Sequences Morpho-syntactic Semantic
sequences with gaps information information

Collocations X X F
Polylexical expressions X X

Phrases X X
n-grams X F

Association rules X
Sequential patterns X X

Table 3: Summary of the main criteria associated with co-occurrence identification. X represents the respect of the
criterion by definition. F is present when extensions are currently used in the state-of-the-art.

Statistic Morpho-syntactic Semantic
information information information

Linguistics X F
NLP X X F

Data mining X F F

Table 4: Summary of the main criteria associated with research domains. X represents the respect of the criterion for
extracting co-occurrences from textual data. F is present when extensions are currently used in the state-of-the-art.

ity) with the probability of observing x and y independently
(chance) [9].

I(x) = log2
P (x, y)

P (x)P (y)
(3.1)

In general, word probabilities P (x) and P (y) corre-
spond to the number of observations of x and y in a corpus
normalized by the size of the corpus. Some extensions of
MI are also proposed. The algorithm PMI-IR (Pointwise
Mutual Information and Information Retrieval) described
in [36] queries the Web via the AltaVista search engine to
determine appropriate synonyms for a given query. For a
given word, denoted x, PMI-IR chooses a synonym among
a given list. These selected terms, denoted yi, i ∈ [1, n],
correspond to TOEFL questions. The aim is to compute
the yi synonym that gives the best score. To obtain scores,
PMI-IR uses several measures based on the proportion of
documents where both terms are present. Turney’s formula
is given below (3.2): It is one of the basic measures used
in [36]. It is inspired from MI described in [9]. With this
formula (3.2), the proportion of documents containing both
x and yi (within a 10 word window) is calculated and com-
pared with the number of documents containing the word
yi. The higher this proportion, the more x and yi are seen
as synonyms.

score(yi) =
nb(x NEAR yi)

nb(yi)
(3.2)

– nb(x) computes the number of documents containing
the word x (i.e. nb corresponds to number of web-
pages returned by search engines),

– NEAR (used in the ’advanced research’ field of Al-
taVista) is an operator that identifies if two words are

present in a 10 word wide window.

This kind of web mining approach is also used in
many NLP applications, e.g. (i) computing the relation-
ship between host and clinical sign for an epidemiology
surveillance system [3], (ii) computing the dependency of
words of acronym definitions for word-sense disambigua-
tion tasks [31].

The probabilities are generally symmetric (i.e.
P (x, y) = P (y, x)), while the original MI measure
is also symmetric. But the association ratio applied in
the NLP domain is not symmetric, i.e. the occurrence
number of pairs of words "x y" and "y x" generally differ.
Moreover the meaning and relevance of phrases should
differ according to the word order in a text, e.g. first lady
and lady first.

Finally, MI is very close to the lift measure [7, 37, 4] in
data mining. This measure identifies relevant association
rules (see formula (3.3)). The lift measure evaluates the
relevance of co-occurrences only (not implication) and how
x and y are independent [4].

lift(x→ y) =
conf(x→ y)

sup(y)
(3.3)

This measure is based on both confidence and support
criteria, which in turn are based on association rule (x→ y)
identification. Support is an indication of how frequently
the itemset appears in the dataset. Confidence is a standard
measure that estimates the probability of observing y given
x (see formula 3.4)

conf(x→ y) =
sup(x ∪ y)

sup(x)
(3.4)

Note that other quality measures of the data mining do-
main, such as Least contradiction or Conviction [21], could
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be tailored to deal with textual data.

3.2.2 C-value and closed itemset

Another example is the methodological similarities associ-
ated with different approaches. For example, the C-value
approach [13] used in the NLP domain [24, 20] favors
terms that do not appear to a significant extent in longer
terms. For example, in a specialized corpus related to oph-
thalmology, the work of [13] shows that a more general
term such as soft contact is irrelevant, whereas a longer
and therefore more specific term such as soft contact lens
is relevant. This kind of measure is particularly relevant in
the biology domain [24, 20].

In addition, in the computer science domain (i.e. data
mining), the notion of closed itemset is finally very close to
the C-value approach. In this context, a frequent itemset is
considered as closed if none of its supersets4 has the same
support (i.e. frequency).

This section and both illustrative examples confirm the
importance of having a real multidisciplinary viewpoint
on the methodological aspects in order to build scien-
tific bridges and thus contribute to the development of the
emerging data science domain.

4 Conclusion and Future Work
This position paper proposes a discussion on similarities as
well as differences in the definition of co-occurrence ac-
cording to research domains (i.e. linguistics, NLP, com-
puter science). The aim of this position paper is to show
the bridges that exist between different domains.

In addition, this paper highlights some similarities in the
methodologies used in order to identify co-occurrences in
different domains. We could extend the discussion to other
domains. For example, methodological transfers are cur-
rently applied between bioinformatics and NLP. For exam-
ple, the use of edition measures (e.g. Levenshtein distance)
for sequence alignment tasks (bioinformatics) v.s. string
comparison (NLP).
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University library that is connected to the Internet is more convenient to search, but the huge amount of 

data is not convenient for users who lack a precise target. In this study, the traditional association rule 

algorithm was improved by a Bayesian algorithm, and then simulation experiment was carried out taking 

borrowing records of 1000 students as examples. In order to verify the effectiveness of the improved 

algorithm, it was compared with the traditional association rule algorithm and collaborative filtering 

algorithm. The results showed that the recommendation results of the improved association rule 

recommendation algorithm were more relevant to students’ majors, and the coincidence degree of 

different students was low. In the objective evaluation of the performance of the algorithm, the accuracy, 

recall rate and F value showed that the personalized recommendation performance of the improved 

association rule algorithm was better and the improved association rule algorithm could recommend 

users with the book type that they need. 

Povzetek: Opisan je asociativni algoritem z dodanim Bayesovim klasifikatorjem za iskanje po univerzitetni 

knjižnici. 

1 Introduction 
The arrival of the Internet era has made great changes in 

our lives, the most intuitive expression of which is that the 

amount of information that can be obtained far exceeds the 

era before the emergence of the Internet [1]. Although the 

Internet with a large amount of information greatly 

facilitates people’s lives, the huge amount of information 

also greatly increases the difficulty of people’s retrieval of 

effective information. The same is true in the university 

libraries. Generally, the number of books in a university 

library is very large. In order to meet the needs of 

university teachers and students, the selection of books is 

often very rich [2]. According to the method of field 

search, it takes time and effort to browse the bookshelves 

one by one. When the Internet is combined with the 

university library, the book information in the university 

library is uploaded to the Internet, and the university 

teachers and students can simply retrieve the desired book 

information by using the Internet [3]. However, similar to 

the Internet described before, although the amount of book 

information in university library cannot be compared with 

the amount of data in the whole Internet, it is still a huge 

amount of data for university teachers and students. If 

there is a clear goal, it can be accurately retrieved, but if 

there is only a vague demand range, it is difficult to 

accurately retrieve the required information. Zhang [4] 

proposed a personalized book recommendation algorithm 

based on time series collaborative filtering 

recommendation and found through experiment that the 

book recommendation algorithm met the professional 

learning needs of college students. Sohail et al. [5] put 

forward an opinion mining based recommendation 

technology which provided college students with 

promising books in the syllabus and found through 

experiment that the accuracy of this method improved by 

55% and it could be applied to the recommendation of 

other products. Chahinez et al. [6] proposed a book 

recommendation method based on complex user query, 

and the experimental results showed that the combination 

with retrieval model could significantly improve the 

standard ranked retrieval metrics. In this study, the 

traditional association rule algorithm was improved by a 

Bayesian algorithm, and then simulation experiment was 

carried out taking borrowing records of 1000 students as 

examples. In order to verify the effectiveness of the 

improved algorithm, it was compared with the traditional 

association rule algorithm and collaborative filtering 

algorithm. 

2 Book recommendation algorithm 

based on association rules 

2.1 Association rule algorithm 

Association rule recommendation algorithm [7] is to find 

the connection between different project elements from a 

large data set and regard the connection whose degree 

exceeds the set threshold as a strong association rule to 

guide the recommendation of books. The key point of the 
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association rule recommendation algorithm is to find the 

strong rule in the database. The algorithm is generally 

divided into two steps: ① search frequent sets in the 

database; ② search strong rules in the frequent set. 

 

Figure 1: The basic diagram of association rule algorithm flow. 

For convenience, as shown in Figure 1, numbers 

represent users, letters represent the names of books 

borrowed by users, and the number of records is reduced 

to 4 users and 4 books. Firstly, a book is taken as the 

candidate item, and then the support degree of each item 

in candidate project set 1 is calculated [8] using the 

following formula: 

𝑆𝑈𝑃 =
𝑛

𝑁
,       (1)

 

where SUP  is the support degree of item, N  is the 

total number of records in the database, for example, there 

are 4 borrowing records of users in Figure 1, and n is the 

number of records containing the item. According to the 

set support degree threshold, frequent set 1 is filtered out, 

then frequent set items are combined to form a new 

candidate set, and the new frequent set is filtered out; the 

above operation is repeated until no candidate set can be 

obtained. 

In addition to calculating the support degree, the 

confidence degree should also be calculated for searching 

the strong rule in frequent item set. Taking {𝐵, 𝐶} item in 

frequent item set 2 in Figure 1 as an example, a strong 

association rule may produce between its non-empty 

subset and the set of remaining elements, then the possible 

strong rule is {𝐵} ⇒ {𝐶} and {𝐶} ⇒ {𝐵}. For association 

item set YX ⇒ , the calculation formula of confidence 

degree [9] is: 

X

YX
CON


=

,           (2)

 

where CON  stands for the confidence level of the 

association term set, YX 
 
stands for the number of 

records containing two items at the same time, and X
 
is 

the number of records containing the item. If the 

confidence level of the association item set exceeds the set 

threshold, the association item set is considered as a strong 

rule. The confidence degree of all the items in the frequent 

item set are calculated as above, and the strong association 

rule is selected as the reference of book recommendation. 

2.2 Improvement of association rule 

algorithm by Bayesian network 

In order to make up for the shortcomings of the association 

rule algorithm, the association rule algorithm was 

improved by Bayesian algorithm [10]. The basic steps are 

as follows. Firstly, a training set is established, and the 

conditional probability estimation of different 

characteristic attributes of items to be classified in every 

classification is counted. Secondly, the probability of 

belonging to a classification is calculated according to 

characteristic attributes of the item to be classified [11]: 

𝑃(𝑌𝑖|𝑋) =
𝑃(𝑋|𝑌𝑖)𝑃(𝑌𝑖)

𝑃(𝑋)
, 

          (3) 

where 𝑃(𝑌𝑖|𝑋) stands for the probability of item 𝑋  to be 

classified belonging 𝑌𝑖, 𝑋 represents a set of some 

borrowed books in the historic record of borrows,𝑌𝑖 
indicates the set of some kind of recommended books 

obtained according to 𝑋, i.e., the probability of book 𝑋 

being classified to book 𝑌𝑖 or the establishment probability 

of association item set 𝑋 ⇒ 𝑌𝑖  after Bayesian calibration, 

and 𝑃(𝑋|𝑌𝑖) stands for the distribution probability of 𝑋 in 

𝑌𝑖, whose value is obtained by estimating the conditional 

probability of 𝑋 by the training set. 

Thirdly, the probability of 𝑋 belonging to 𝑌𝑖 is 

calculated using equation (3), and the set with the largest 

probability is the most possible association item set. 

The association rule set which is calculated by the 

association rule algorithm is optimized by Bayesian 

algorithm, and the book recommendation result is 

obtained according to its probability. The basic flow is 

shown in Figure 2. 

Firstly, the data of book borrowing records in the 

library are input, and then the association rule set is 

summarized using the association rule algorithm 

described above  from the borrowing records. 

② After obtaining the association rule set, in order to 

obtain the personalized book recommendation, the 

association rule set is pruned based on the historical data 

of the borrower [12]: the items in the association rule set 

are compared with the items in the historical data, and the 

record is deleted if the difference is smaller than the set 

threshold value. The calculation formula of the threshold 

value is: 

)(

)(

user

i

Hcount

Scount
N = ,            (4) 

where N is the set threshold and )( iScount and
 

)( userHcount  are the number of items in the frequent item 

set and the number of borrowing records. 

③Through practical investigation, the interest 

tendency of borrowers to different books in the borrowing 

records are confirmed, so as to build the borrowing record 

database [13] which reflects the interest of readers,i.e., the 

training set of Bayesian algorithm. After the training of 

 

Figure 2: The process of the association rule 

recommendation algorithm improved by Bayesian 

network. 



Association Rule Model of On-demand... Informatica 44 (2020) 395–399 397 

 

Bayesian algorithm, the association rule set is calibrated 

after personalized pruning. Finally, the book is 

recommended according to the probability obtained after 

the calibration of Bayesian algorithm. 

3 Simulation experiment 

3.1 Experimental environment 

In this study, the above recommended algorithm was 

simulated using MATLAB software [14]. The experiment 

was carried out in a laboratory server. The configuration 

of the server was Windows 7 operating system, 16 G 

memory and Core i7 processor. 

3.2 Experimental setup 

First of all, the experimental data used for the simulation 

experiment came from the book borrowing management 

system of a university library. Taking 1000 students as 

subjects, the borrowing records of them from freshmen 

year to senior year were collected, and then the 

preliminary processing was carried out, including deleting 

the records with less than 7 books borrowed (it will reduce 

the amount of samples, leading to a large contingency in 

the association rule summarized by the algorithm, deleting 

the useless fields in the records, such as name and gender 

of borrows, book author, etc., deleting the invalid data 

records. There were 26525 borrowing records after final 

processing, and some records after pretreatment are shown 

in Table 1. 

Library 

card No. 

Borrowing 

grade 

Major 

disciplines 

Book type 

A12045 Freshman Law D90; D92; 

D923; 

D924; …… 

B21541 Sophomor

e 

Economics F03; F05; 

G114; 

G411; …… 

B22548 Junior Mathemati

cs 

O1; O4; P3; 

Q2;…… 

A12365 Senior Medicine R4; R75; 

Q3;…… 

…… …… …… …… 

Table 1: Some book borrowing records  after pretreatment. 

Some of the borrowing records after pre-processing 

are shown in Table 1. Only the library card number which 

represents the identity of the borrower, the borrowing 

grade which represents the borrowing time, the major of 

the borrower and the type of books borrowed by the 

borrower were left in the borrowing records. Taking the 

record in the first row of Table 1 as an example, a student 

whose library card number was A12045 and who was 

major in law borrowed “D90;D92;D923;D924” books, 

and most of the books was about law. 

In the process of iterative induction of frequent 

itemsets, the support and confidence degrees of the 

traditional and improved association rule recommendation 

algorithms were set as 0.1 and 0.5 respectively, and the 

final number of recommended books was set as 5; the data 

set which was used for training Bayesian algorithm the in 

improved association rule algorithm was the borrowing 

record which was constructed after investigation and 

could reflect the interest of readers. 

3.3 Evaluating indicator 

In this study, the recommendation effect of the 

recommendation algorithm was evaluated by the 

accuracy, recall and F value, and their formulas are: 

{
 
 

 
 𝑃 =

∑ 𝐿𝑖
𝑀
𝑖=1

𝑀⋅𝑁

𝑅 = ∑
𝐿𝑖

𝑀⋅𝑃𝑖

𝑀
𝑖=1

𝐹 =
2𝑅𝑃

𝑅+𝑃

,

            

(5) 

where iL
 
is the number of recommended books in line 

with readers’ interests, M  is the number of readers, N  is 

the total number of recommended books, and iP
 
is the 

number of books that the reader is interested in. 

3.4 Experimental results 

The borrowing records obtained after pre-processing were 

calculated using three algorithms, and finally the book 

recommendation results of different people were obtained. 

Limited by the length, this paper only shows some 

recommendation results, as shown in Table 2. It was seen 

from Table 2 that the recommendation results of the three 

algorithms were different for the same person. According 

to the book classification number, it was found that the 

books recommended by the collaborative filtering 

recommendation algorithm were mostly irrelevant, 

although there were books related to the major; only one 

or two books recommended by the traditional association 

rule algorithm were irrelevant; the books recommended by 

the improved association rule algorithm were basically 

relevant to the major. The vertical comparison of the 

recommendation results of different people under the 

same algorithm showed that the result types under the 

collaborative filtering algorithm were messy and nearly 

involved all the majors; the results under the traditional 

association rule algorithm had overlapping, i.e., high 

similarity; the results under the improved association rule 

algorithm involved different types, but different from the 

collaborative filtering algorithm, they were relevant to the 

major of the borrower. 

The recommendation results of the three 

recommended algorithms were counted and checked with 

the corresponding borrower to see if the book was what he 

was interested in or needed. The final results of the 

performance of the algorithms are shown in Figure 3. The 

accuracy of the collaborative filtering algorithm was 

67.3%, the recall rate was 72.1%, and the F value was 

69.6%; the accuracy of the traditional association rule 

algorithm was 89.6%, the recall rate was 89.1%, and the F 

value was 89.3%; the accuracy of the improved 

association rule algorithm was 98.2%, the recall was 

98.3%, and the F value was 98.2%. It was seen from 

Figure 3 that the improved association rule algorithm had 

the highest accuracy rate and recall rate, followed by the 
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traditional association rule algorithm and the collaborative 

filtering algorithm, indicating that the improved 

association rule algorithm could provide users with more 

accurate recommended books; the improved association 

rule algorithm also had the largest F value, followed by 

the traditional association rule algorithm and collaborative 

filtering algorithm. F value is the combination of accuracy 

and recall rate, which can reflect the personalized 

recommendation level of the algorithm to different users. 

The traditional association rule algorithm started from the 

connection between different book items and used the 

connection to speculate users’ needs. Although 

personalized pruning was applied, the traditional 

association rule algorithm was also based on the whole 

borrowing record, and the strong rule still reflected the 

overall trend; the improved association rule algorithm 

used the trained Bayesian algorithm for calibration and 

optimization to further reflect the demand tendency of 

different people, therefore the accuracy, recall rate and F 

value of its personalized recommendation results were 

larger. 

 

Figure 3: The performance of three recommended algorithms. 

4 Conclusion 
This paper introduced a recommendation algorithm which 

mined association rules in borrowing records and 

improved it with a Bayesian algorithm. Then, borrowing 

records of 1000 students in the library management 

system of a university were simulated using MATLAB 

software. The results are as follows. (1) For the same 

person, the recommendation results of three algorithms 

were different: there were many kinds of recommendation 

results under the collaborative filtering algorithm, only 

one or two of which were related to the major; there were 

many kinds of recommendation results under the 

traditional association rule algorithm, but most of them 

were related to the major; the recommendation results 

under the improved association rule algorithm were 

basically related to the major. (2) Under the same 

algorithm, the recommendation results for different people 

were also different: under the collaborative filtering 

algorithm, the types of recommendation books for 

different people were diverse; under the traditional 

association rule algorithm, the types of recommendation 

books for different people overlapped to a certain extent; 

under the improved association rule algorithm, the 

recommendation books for different people were related 

to their respective majors, with a low degree of overlap. 

(3) The results of the objective evaluation showed that the 

improved association rule algorithm had the largest 

accuracy, recall rate and F value, followed by the 

traditional association rule algorithm.  
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This article presents a summarization of the doctoral thesis, which proposes efficient hybrid intelligent 

algorithms in recommendation systems. The development of effective recommendation algorithms for 

ensuring quality recommendation in a timely manner is a tricky task. Moreover, the traditional 

recommendation system is inadequate to cope up with the new technological trends. To overcome these 

issues, a batch of sophisticated recommendation systems has been discovered e.g. contextual 

recommendation, group recommendation, and social recommendation. The research work investigates 

and analyzes new genres of recommenders using nature-inspired algorithms, evolutionary algorithms, 

swarm intelligence algorithms, and machine learning techniques. The algorithms resolve some crucial 

problems of these recommenders. As a result, the more personalized recommendation is ensured.  

Povzetek: Povzetek doktorske disertacije, ki predlaga učinkovite hibridne inteligentne algoritme v 

priporočenih sistemih, raziskuje in analizira nove zvrsti priporočil z uporabo algoritmov po naravnih 

vzorih, evolucijskih algoritmov, algoritmov z roji in tehnik strojnega učenja. 

 

1 Introduction 
Recommendation from known sources assist to achieve 

unknown tasks, e.g. purchasing of products, making 

plans for vacation, etc. However, verbal assurance often 

lacks real-time information and consequences 

contradicting opinions. Consequently, users are 

overwhelmed by the voluminous information, and the 

possibility of opting wrong products could increase. 

Recommendation System (RS) becomes functional in 

such situations, e.g. movie recommendation of 

movielens.org, music recommendation of last.fm, 

product recommendation of amazon.com [1][2]. An RS 

lessens, the “information overload” problem as well as 

provide quick personalized recommendations [3]. 

Technically, the recommendation process consists of 

collecting user preferences, tracking the relevant data, 

and executing the recommendation algorithms [4].  

The thesis presents intelligent recommendation 

models considering real-life applications viz., movies, e-

commerce, restaurants, hotels, and matrimonial sites 

using learning algorithms, nature-inspired algorithms and 

meta-heuristics optimizations. The initial chapters of the 

thesis propose a new group and contextual 

recommendation algorithms. The final few chapters 

depict performance optimization algorithms.  

2 Methodology 
The thesis deals with designing hybrid intelligent 

algorithms using soft computing techniques, bio-inspired 

algorithms, and probabilistic models. Specifically, the 

research introduces (a) Crowd-Sourcing based Group 

Recommendation Framework: a modified termite 

colony based hybrid movie recommendation framework 

is introduced to minimize the scalability problem, 

recommendation of high quality products, and 

minimization of the recommendation time[5] (b) Trusted 

Contextual Recommendation Framework: a fish school 

search algorithm based model is proposed to ensure the 

recommendation from reputed users, and a reduction of 

the recommendation hazards using artificial bee colony 

based simulated annealing algorithm[6] (c) Functional 

Retail Recommendation Framework: a termite colony 

based optimized model is introduced for product 

recommendation, predicted of stocks based on product 

consumption pattern, and prediction to increase the 

overall selling[7] (d) New Collaborative Filtering 

Framework: a rough-dragonfly hybrid is proposed to 

find the optimal neighbors of the active user, accurate 

rating prediction, and removal of data sparsity issue[8] 

(e) New Vista in Demographic Filtering Framework: a 

K-means-ant colony hybrid is introduced to recommend 

the best partners in matrimonial sites, intelligent noisy 

data removal mechanism prior to recommendation, and 

intelligent classification of the significant attributes[9].  

3 Results 
In (a) Crowd-Sourcing based Group Recommendation 

Framework: The well-known Movie-Lens dataset is used 

in the experimentation purpose. The metrics such as 

Mean Absolute Error and Root Mean Squared Error 

have been used to test the error in the predicted rating. 
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Moreover, the proposed content based filtering has been 

compared with the Jaccard, Tanimoto, and Binary 

Cosine techniques. The experimental results show 

promising results compared to these techniques. In (b) 

Trusted Contextual Recommendation Framework: The 

Irish Trip-Advisor dataset is used in the experimentation. 

Moreover, the AOL data set is used for the verification of 

proper access operations. Particularly, location and time 

are considered as contextual features. The parameters 

reputation of a user, recommendations to a user, degree 

of impact, and fitness are considered to demonstrate the 

effectiveness of the proposed algorithm. In (c) 

Functional Retail Recommendation Framework: The 

transactional dataset (13 distinct values) from a UK-

based online retail store is used in experimentation 

purpose. The parameters frequency of selling, repeat 

purchase, number of purchases, and total selling 

frequency assisting to predict the pattern of the stock in 

the near future. In (d) New Collaborative Filtering 

Framework: The model is trained using Restaurant and 

Consumer data of the Recommender Systems Domain. 

Subsequently, metrics such as Coverage, Root Mean 

Squared Error, Precision, F-Measure, and Reliability 

demonstrates the effectiveness of the proposed model. In 

(e) New Vista in Demographic Filtering Framework: 

The first 100 demographic profiles of the prospective 

brides and grooms from the popular Indian matchmaking 

website SimplyMarry.com is considered for the 

validation purpose. The metrics such as Success Rate and 

Recall depicts the efficiency of the proposed algorithm. 

4 Conclusion and Future Work  
The thesis proposes some novel ideas and 

implementations to envisage recommendations. To 

achieve this, the research exhibit intelligent 

recommendations through learning. It successfully gets 

rid of some inherent limitations such as detection of 

intruders, recommendation generation, rating prediction, 

neighbor selection, and matching of the user profiles. 

The frameworks have been proposed in view of some 

real-life applications such as movies, e-commerce, 

restaurants, hotels, and matrimonial sites. As a result, 

researches become more vibrant and exciting. Moreover, 

the models could be easily plugged into commercial 

recommenders. Although, the researches show promising 

results, some improvements need to be taken care of such 

as utility-based recommendations, good consensus 

functions for group recommenders, management of big 

data, robust algorithms to efficiently deal with the fuzzy, 

ambiguous, and non-deterministic information. 
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Georgeson, N. Gligorić, S. Goel, G.H. Gonnet, D.S. Goodsell, S. Gordillo, J. Gore, M. Grčar, M. Grgurović, D.
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