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Big data generated in different domains and industries are voluminous and the velocity at which they are
generated is pretty high. While research works carried out continuously to handle big data is at one end,
processing it to develop the business insights is a hot topic to work on the other end. Though there are
lot of technologies and tools developed to handle big data and extract insights from them, there are lot of
challenges and open issues that are yet to be addressed. This paper presents an overview on predictive
analytics with big data. The overview throws light on the core predictive models, challenges of these
models on big data, research gaps in several domain sectors and using different techniques. This paper
categorizes the major technical challenges of predictive analytics on big data under six headings. The
paper concludes with the identification of open issues and future directions to work on for researchers in
this field.

Povzetek: Pregledni članek opisuje prediktivno analitiko na velikih podatkih.

1 Introduction

Research focus on predictive analytics for big data has
gained significance because of its scope in various do-
mains and industries. It has stepped into every field includ-
ing health care, telecommunication, education, marketing,
business, etc. Predictive analytics is a common diction that
often means predicting the outcome of a particular event.
The main idea behind prediction is to take certain input
data, apply statistical techniques and predict the outcome
of an event. The terminology ‘predictive analytics’ is syn-
onymous with other terminologies like ‘machine learning’,
‘data mining’, ‘business intelligence’ and recently the other
terminology which is in common use today ‘data science’.
Though they seem to be synonymous there is a narrow line
that distinguishes their context of use.

The technique of business understanding, data under-
standing, data integration, data preparation, building a
model to extract hidden insights, evaluating the model and
finally deploying the model is called ‘Data mining’. The
model may be predictive or may not be. [1]. In some
cases it may be descriptive whereas ‘predictive analytics’ in
most cases mean to predict the value of certain output vari-
able from input variables. ‘Machine learning’ is basically
a technique whereas ‘predictive analytics’ is an application
of machine learning. ‘Machine learning’ is used to discover
hidden patterns in data by using some of their techniques
like classification, association or clustering in training the
machine. ‘Machine learning’ is one disciplinary of ‘data
mining’ which is multidisciplinary that includes other dis-

ciplines like statistics, BI tools, etc. ‘Data science’ can be
considered as an application of statistical methods to busi-
ness problems. Predictive analytics is more narrowly fo-
cused than data science. Data science uses data program-
ming whereas predictive analytics uses modeling. Predic-
tive analytics in most of the cases is probabilistic in nature
whereas data science involves exploration of data. Data
scientists require both domain knowledge and the knowl-
edge in technology. Business intelligence provides stan-
dard business reports, ad hoc reports on past data based
on OLAP and looks at the static part of the data. Predic-
tive analytics requires statistical analysis, forecasting, and
causal analysis, text mining and related techniques to meet
the need of forward looking business [1].

In predictive analytics, data is collected from different
input sources. A model is developed based on statistics.
The model is used to predict the outcome after proper vali-
dation. With the advent of big data, predictive analytics on
big data has become a significant area of interest. Though
there are lot of tools and techniques available to handle pre-
dictive analytics on big data, there are yet challenges open
for the researchers to work upon. Our paper aims to present
an overview on predictive analytics in big data to aid the re-
searchers understand the contemporary works done in this
area thereby providing them research directions for future
work. We focused on including the research works car-
ried in different industries and using different techniques so
that the researchers can focus more on their specific area of
interest after a complete understanding of the works done
in different fields and using different techniques. The mo-
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tivation behind this work is the fact that many papers in
this field are more focused on a particular domain or tech-
nique but there is a lack of papers that presents a broader
overview of predictive analytics in big data to help the bud-
ding researchers identify research problems. Hence we fo-
cussed on a comprehensive overview on predictive analyt-
ics.

This paper is organized into 7 sections. Core predictive
models with their strengths, weaknesses along with few so-
lutions are discussed in Section 2, the challenges of core
predictive models on big data is discussed in Section 3,
scope of predictive analytics on big data generated across
different domain sectors along with few research gaps is
discussed in Section 4 and the comprehensive challenges
for predictive analytics on big data and the techniques used
to overcome them is discussed in Section 5, the future di-
rections for research are summarized in Section 6 and Sec-
tion 7 winds up with conclusion.

2 Core predictive models

The major processes of predictive analytics include de-
scriptive analysis on data that constitutes around 50% of
the work, data preparation(like detecting outliers) that con-
stitutes around 40% of the work, data modeling that con-
stitutes around 4% of the work and evaluating the model
that constitutes around 6% of the work [98]. Only a frac-
tion of raw data is considered for building the model which
is assessed and tested [7]. The phases involved in building
predictive models is shown in figure 1. Initially predictive
analytics was carried out using many mathematical statis-
tical approaches. Later data mining, machine learning be-
gan its era in predictive analytics since they proved to be
effective. This section discusses few core predictive mod-
els to make the reader understand the concept of predic-
tive analytics. Different models are used for different types
of predictive tasks such as estimating an unknown value,
classification(supervised learning to predict the class label
of the instance), clustering(unsupervised learning to group
similar patterns together) etc. The section is branched into
three subsections - the predictive models based on math-
ematical(statistical) approaches, the models based on data
mining approaches and the models based on machine learn-
ing approaches respectively. Yet, there is a very narrow
line of separation among the subsections and they overlap
in certain predictive tasks. Figure 2 shows the classification
of core predictive models.

2.1 Predictive models based on mathematics

Mathematical techniques especially statistics is used for
predictive tasks. Despite, data mining algorithms and ma-
chine learning algorithms also use math as their base for
predictive tasks. Major core predictive models based on
mathematics include Extrapolation, Regression, Bayesian
statistics that are described in detail.

2.1.1 Extrapolation

Extrapolation is a method of extending the value of a vari-
able beyond the original observation range. For example,
the details of the road condition are known to a driver un-
til a certain point and he is expected to predict the road
condition beyond that point. A tangent line is drawn by re-
lating the input variable to the output variable. The line is
extended further to predict the output for different values
of input. The line determines whether the extrapolation is
linear, quadratic or cubic etc.

Strength and weakness :
Extrapolation suits well for such tasks where the target

variable is in close relationship with the predictor variables.
The results of extrapolation are also accurate in certain ex-
periments where the relationships among the variables are
simple [101].

The major problem with extrapolation is the interpreta-
tion of results. There are many studies where the study pop-
ulation differs widely from the target population.[100] is an
example of such problem where the extrapolation of the ex-
perimental results on sheep cannot be justified for other tar-
get population. In such studies, the claims of the study re-
sults cannot be applied or justified to the target population
[99]. Few solutions proposed to solve the interpretation
problem of extrapolation is simple induction, randomized
trails and expertise, Mechanistic reason etc. Population
modeling is also proposed to solve the extrapolation prob-
lem [102]. But these solutions can help only to a certain
extent. Secondly, it is hard to model the past with extrapo-
lation. Sometimes several extrapolation methods are com-
bined to model. Moreover, extrapolation cannot be used to
model the tasks with non linear patterns [103].

2.1.2 Regression

Regression models are used for supervised learning prob-
lems in predictive analytics. It works by establishing a
mathematical relation of the input variables with the output
variable. There are different types of regression models like
linear regression model, multi variate regression model, lo-
gistic regression model, time series regression model, sur-
vival analysis, etc. depending on the nature of the relation-
ship discovered among the variables. Though the term is
synonymous with extrapolation, there is a difference. Re-
gression explains the variations in the dependent attribute
with respect to the variations in the predictor attributes.
Also, regression doesn‘t use the value of the input variables
outside the range to establish the relationship with the de-
pendent variable as in the case of extrapolation. There are
different variants of regression depending on the nature of
the variables as shown in table 1.

Strength and weakness:
Linear regression can suit well on tasks where the vari-

ables exhibit linear relationship [104]. For predictive tasks
where associated probability is also important apart from
predicting the value of a variable such as in [110], logis-
tic regression is preferred. For predictive tasks where a
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Figure 1: Phases involved in building a core predictive model

Figure 2: Classification of core predictive models

non parametric and non linear methodology has to be used,
MARS regression can be considered as it does not assume
any functional relationship between the dependent and in-
dependent variables [114],[117]. The biggest strength of
MARS is that it is simple to understand and easy to in-
terpret. Despite, it does not require any data preparation
[116]. Moreover it is suitable for problems with higher
input dimensions due to its ’divide and conquer’ strategy
of working principle [117]. To model complex processes,
in which no theoretical models exist, LOESS regression is
preferred as it does not require a function to fit a model to
all data in the sample [121]. The major strength of LOESS
regression is its flexibility. The flexibility is controlled by a
smoothing parameter [119]. It is usually set between 0.25
and 0.5 [120]. For predictive tasks, where the number of
predictors is more, regularization methods such as ridge re-
gression is preferred as it avoids overfitting [122]. It also
handles multicollinearity effectively [126].

The major weakness of linear regression is that it consid-
ers the mean of dependent variable and hence is sensitive
to outliers. It is also more suited only to applications in
which the predictor variables are independent [104]. For
example, [105] states the reasons for moving to machine
learning predictive models from simple regression models
for predictive tasks in medicine. Though the regression
models are simple and robust, they are limited to a small

number of predictors that operate within a range. Outlier
detection algorithms are proposed for linear time series re-
gression models [106],[107]. Another problem with lin-
ear regression models is that it does not suit for predictive
tasks when the predictor variables are collinear. [109] is an
example that shows the adverse effect in interpretation of
results when regression is performed without considering
the multicollinearity problem. Techniques such as princi-
pal component analysis or stepwise regression can help to
remove highly correlated predictors from the model [108].
The major weakness with logistic regression is that it is af-
fected by omitted variables. Solutions such as replacing
the latent continuous variable with an observed continuous
one is proposed. Moreover,the odds ratio obtained from
logistic regression cannot be interpreted easily as the het-
erogeneity of the model is not accounted [112]. In clinical
predictive tasks, the odds ratios are estimated as risk ratios
which is actually an overestimation. Alternatives such as
Mantel–Haenszel risk ratio method, log–binomial regres-
sion, Poisson regression are used to give correct risk ratios
[113]. Interpretation of results can be achieved to a certain
extent by observing the probability changes [111]. Logistic
regression is also not found to perform well with class im-
balance problems and in such cases algorithmic approaches
such as random forests is used [112]. The major weak-
ness of MARS regression is overfitting and methods such
as generalized cross validation is used [115],[118]. Pruning
technique is also used to avoid overfitting problem to some
extent by reducing the number of its basic functions thereby
limiting the complexity of the model [117]. LOESS regres-
sion is less sensitive to outliers yet they are also overcome
by extreme outliers. Another disadvantage with LOESS re-
gression is that it requires densely sampled data to produce
good results [121]. The major problem with ridge regres-
sion is the parameter settings. The hyperparameter has to
be set [124]. Few methods are proposed in [123], [128]
for parameter setting. Ridge regression also suffers from
interpretability [124]. This happens because the unimpor-
tant predictors still exists in the model with the coefficients
close to zero but not exactly zero [125]. LASSO regres-
sion is preferred in such predictive tasks to avoid the inter-
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S.no Type of regres-
sion

Explanation

1 Linear regression The linear regression is given as

Y = aX + b (1)

where Y represents the predictor attribute, X represents the independent at-
tribute, a is the slope and b, the intercept. The best fit line is obtained by mini-
mizing the square of variations of each observed and the actual values with the
line.

2 Logistic regres-
sion

Logistic regression is used for problems that are binary in nature and hence is
mainly used for classification. This method aids to determine the likelihood of
the occurence of a happening. It is denoted by

logit(a) = ln(
a

1− a
) (2)

where a is the likelihood of the occurence of the event.
3 MARS Multivariate adaptive regression splines represented as MARS uses stepwise

regression for model building. It is a non parametric method. The non lin-
earities among the variables are identified and modelled with hinge functions.
These functions create a hinge in the best fit line automatically according to the
non linear relationship among the variables. The MARS equation is given as

D = β0 +

N∑
n=1

βnhn(I) (3)

where D represents dependent attribute, I represents independent attribute, β0
represents intercept variable, βn represents slope of the hinge function hn(I).

4 LOESS regres-
sion

LOESS regression is a non parametric regression model. This method helps
to fit regression line on subset of data rather than the data as a whole. It in-
corporates the concepts of regression model along with the nearest neighbor
concepts.

5 Ridge regression Ridge regression is another method commonly applied when the dataset ex-
periences multicollinearity. They reduce the standard errors. A shrinkage pa-
rameter λ is added to the least squares term to minimize the variance.Ridge
regression estimator is given as

βridge = (IT I + λIp)
−1ITD (4)

where I represents independent attribute matrix, D represents predicted at-
tribute matrix, Ip represents identity matrix and λ represents shrinkage param-
eter.

Table 1: Different types of regression

pretability problem of ridge regression as it sets the coeffi-
cients of unimportant parameters to zero [127].

2.1.3 Bayesian statistics

Bayesian statistics predicts the likelihood of events occur-
ring in the future. It works in the same way like normal
probability but uses the input from experimentation and re-
search to adjust the beliefs. For example, the probability
of a six occurring in a die thrown six times is 1/6. But
Bayesian statistics starts with the initial value of 16.6%
and then adjusts the belief based on the experimentation.

If the die is showing 6 more than the expected number of
times during experimentation, the value of this belief is in-
creased accordingly. Hence the likelihood of 6 turning in a
die thrown 6 times will increase or decrease depending on
the outcomes in the experimentation.

Strength and weakness:
Bayesian approaches yield accurate results in many pre-

dictive tasks as they consider both experimental data and
theoretical predictions [129]. Bayesian approaches are best
suited for tasks where there are uncertainties in models and
parameters. They also find their use in predictive tasks
where probabilities questions have to be answered such as
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in stock market analysis [130].
The major weakness of bayesian approaches lies in de-

termining the prior distributions. Bayesian approaches are
also computationally expensive [130]. Use of frequencies
instead of probabilities can help in improving bayesian rea-
soning [131].

2.2 Predictive models based on data mining
The process of extracting hidden patterns from the given in-
put is called data mining. It is basically mining knowledge
from the data. Three major approaches for data mining in-
clude Classification, Clustering and Association. Machine
learning algorithms are widely used to execute the task.

2.2.1 Classification

The method of determining the class to which a particular
data given as input belongs to is called classification. It is
a supervised machine learning technique with labelled in-
put data. Classification can be used in predictive analytics.
There are lots of algorithms under classification technique
but few basic algorithms are described in detail in this sub-
section.

1. Naive Bayes: Naive Bayes is a statistical modeling ap-
proach with two assumptions —all the attributes are
equally important, all the attributes are statistically in-
dependent. It is a probabilistic approach which works
on the following Bayes theorem.

P [M/N] =
P [N/M]P [M]

P [N]
(5)

Strength and weakness:

The main strength of naive bayes is its simplicity. In-
spite of the fact that its accuracy is less, it is found
to perform better due to its simplicity in tasks such as
document classification where merely classification is
important. Naive bayes is computationally efficient
since the contribution of each variable is equal and
independent [134]. Moreeover only few parameters
need to be calculated in naive bayes due to its condi-
tional independence assumption. Hence it suits well
for tasks where the training data is less [135].

The major weakness of naive bayes approach is its
conditional independence assumption that often does
not hold for real world applications [132]. This weak-
ness is overcome to a certain extent by weighting at-
tributes. Naive bayes with attribute weighting is found
to perform better than random forest and logistic re-
gression in [136],[137]. Accuracy and speed of classi-
fication is also less when compared with other classifi-
cation approaches. Effective negation and feature se-
lection techniques such as mutual information in com-
bination with naive bayes is found to improve the ac-
curacy and speed to a certain extent[133]. An another

problem with naive bayes is that though they are good
classifiers, they are not good estimators as discussed
earlier. Hence it does not perform well in the tasks
where probability value is important [138] and certain
improvements to naive bayes is proposed to improve
the probability estimation [139]. Moreover when the
test data differs widely from the training data naive
bayes fails to perform well unless smoothing tech-
niques such as laplace estimation is used [138].

2. Decision trees: Decision tree is constructing a tree
based structure for classification. Each node involves
testing a particular attribute and the leaves are as-
signed classification labels based on the values at each
node. Decision trees use divide and conquer approach
and the attributes can also be selected with heuristic
knowledge for the nodes of decision trees though few
measurements like entropy and information gain are
used in selecting the attributes. Decision trees can be
converted to rules also. Many variations of decision
trees have evolved and one of them is random forest
which is commonly used bagging method in recent re-
search problems. The leaf nodes of the decision trees
are called decision nodes. Entropy is the amount of
randomness in the data. Information gain is the in-
formation obtained that helps for accurate prediction.
Entropy is given by

E(X) = −
n∑
i=1

(PilogPi) (6)

where Pi is the probability of occurence of value i
when there are n different values.

Information gain is a purity measure given by

IG(X, a) = E(X)− E(X|A) (7)

The value represents the information gained by split-
ting the tree with that particular attribute. The attribute
with less entropy or more information gain at every
stage is considered the best split and the process is
repeated until the tree converges. There are many de-
cision tree algorithms but few variants are shown in
table 2.

Strength and weakness:
The major advantage of decision tree over other classi-
fiers is its interpretability. The tree like structure helps
users to extract the knowledge easily [140]. Indeed,
decision trees does not require the data to be normally
distributed. The data can be continuous, discrete or
a combination of both. Hence there is no need for
much data preparation in decision tree model [142].
Moreover decision trees require only very few train-
ing iterations [143]. The random forest, an ensemble
technique of decision tree is found to yield more ac-
curate results. An another advantage of random forest
is that it is non parametric in nature and helps in de-
termining variable importance [141].
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S.no Type of decision tree Description
1 ID3 Iterative dichotomiser is the basic non incremental algorithm used for

construction of decision tree. It uses information gain measure to select
the best split at each node. But the major disadvantage of ID3 is that it
may overfit the training data and may not result in optimal solution.

2 C4.5 C4.5 is an improved version of ID3 algorithm. It solves the overfitting
problem of ID3 by pruning the tree. C4.5 handles both continuous and
discrete attributes and is capable of handling missing values too.

3 C5.0 C5.0 is an improved version of C4.5 in terms of performance and mem-
ory efficiency. It supports boosting technique to improve accuracy. C5.0
constructs smaller decision trees by removing unhelpful attributes with-
out compromising on accuracy.

4 Decision stumps It is a single level decision tree and finds its use along with machine
learning techniques like bagging and boosting as weak learners.

5 CHAID Chi square automatic interaction detector is used to find the relation-
ship between categorical dependent variable and categorical indepen-
dent variables. It uses chi square test of independence to test the inde-
pendency between two categorical variables. CHAID can be extended
for continuous variables too.

Table 2: Different types of decision trees

The major problem with decision trees is overfitting
or underfitting [144]. Techniques such as pruning
[146],[147] or feature selection methods are required
to avoid overfitting problem and also to reduce the
computational complexity of the model [147]. Deci-
sion trees does not suit well for imbalanced datasets
though ensemble techniques can help [145]. More-
over, though random forest yields more accurate re-
sults, they are black box classifiers as the split rules
are unknown [141].

3. KNN: Another classification technique that is of wide
use is KNN yet with its own challenges. This tech-
nique works on the idea that the input data to be clas-
sified depends on the class of its neighbors. The value
of ‘K’ determines the effectiveness of the algorithm.
‘K’ represents the number of neighbors to be consid-
ered. The input data is assigned to the class to which
most of its neighbors belong to. A distance metric
from the input data to the ‘K ’ neighbors is calculated.
Euclidean distance is usually deployed to calculate the
distance. Other distance metrics like mahanalobis and
manhattan distance measures can also be used instead
of euclidean. The accuracy of the algorithm lies in the
choice of K. Lower value of K might result in over-
fitting and higher value for K might result in a more
generalized model difficult to predict.

Strength and weakness:

The biggest advantage of KNN is its simplicity [150].
It does not require any prior knowledge about the dis-
tribution of data [149]. This non parametric nature of
KNN makes it effective for real world problems [151].

The major issue with KNN is the choice of parameter
k and distance metric [150],[152],[153] and few works

are proposed to determine the value of k [157],[158]
etc. Computational complexity is another issue with
KNN. Techniques such as clustering are used along
with KNN [148] to reduce the computational com-
plexity. KNN is also affected by irrelevant features
[150] and is sensitive to outliers [152],[153]. The
outlier problem can be avoided to a certain extent by
choosing a reasonable value for k rather than a small
k [154]. Few methods or improvements such as lo-
cal mean based KNN [155] and distance weight KNN
[156] are proposed to overcome the negative effect of
outliers in KNN.

4. Support vector machines: This classification tech-
nique yields better accuracy in classification prob-
lems. SVM works on the basis of hyperplane. The
idea behind this technique is to find the best hyper-
plane that can classify the two classes more accurately.
This technique is best suited for both linear and non-
linear separation problems. Non-linear problems can
be handled using kernel functions that does data trans-
formations to find the best hyperplane classifying the
data more accurately. This algorithm works under the
concept of margin. The distance between the hyper-
plane and the closest object in each class is calculated.
The hyperplane with maximum margin with the class
objects is the best classifier since it can predict the
class more accurately. Each input data is assigned a
point in n-dimensional space.

Strength and weakness:

The major strength of SVM is its robustness. It mod-
els non linear relationships very effectively and hence
is proved to yield better results in terms of accuracy
especially in non-linear problems [161][165]. SVM
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is also known for its generalization capability and the
generalization error is less in SVM [163] [164]. This
advantage of SVM helps it to model complex prob-
lems even when the training data is less [166]. More-
over, there is no need for feature extraction process
in SVM as the kernel function can be directly applied
on the data [164]. SVM also avoids overfitting [165],
[166].

The major weakness of SVM lies in its parameter set-
tings. Proper setting of kernel parameters determine
the accuracy of SVM. Certain optimization techniques
such as PSO [159] and GA [160] are used to optimize
the parameters of SVM. Methods such as double lin-
ear and grid search are also used to determine the pa-
rameter values of SVM [162].

2.2.2 Clustering

The technique of identifying similar patterns in the input
data and grouping the input data with similar patterns to-
gether is called clustering. Clustering helps in predictive
analytics. An example of clustering algorithm includes
segmenting customers based on their buying behavior pat-
tern thereby helping to predict the insights in the business
and improve the sales accordingly. Clustering the scan im-
ages in health care helps to predict whether the person is af-
fected by a specific disease or not. Though there are many
clustering algorithms, the three basic algorithms include k-
means, hierarchical and density clustering and a summary
of the same is provided in the following subsection. A re-
view of clustering with its scope, motivation, techniques
and applications are explained in [2].

1. K-means clustering: K-means clustering chooses K
random centroids and measures the distance of each
input data point with the centroids. The most com-
monly used distance measurement metric is Euclidean
distance. The input data points within the specific dis-
tance from the centroid are grouped together as a clus-
ter and hence arrived at few clusters. The average of
the distance of all the points from the centroid inside
a cluster is calculated and the centroid is recalculated
accordingly. The input data points belonging to the
cluster changes again. This process continues until
the centroids are fixed. Another variation of partition
clustering is K-mediods where the centroid itself is an
input data point. K-median and K-mode algorithms
are also partition based clustering algorithms that uses
median and mode instead of mean. There are sev-
eral metrics to measure the performance of clustering.
One among them is the distance metric. Single link-
age is the nearest neighbor clustering where the mini-
mum distance between the data points of two different
clusters is calculated. Complete linkage is the farthest
clustering where the maximum distance between the
data points of two different clusters is calculated. Av-
erage linkage is also used in some scenarios.

Strength and weakness:

The major strength of k means clustering is it‘s sim-
plicity and speed [168]. It can also work on datasets
containing a variety of probability distribution [175].

The major drawback with k means clustering is it‘s
sensitivity to the initialization of cluster centers [167].
Hence determining the initial cluster centers is a ma-
jor challenge though many methods based on statis-
tics, information theory and goodness of fit are pro-
posed [168]. Determining the number of centers is
also a challenge and is addressed in few works [173].
An another drawback with k means clustering is it‘s
computational complexity. As the distance of each
data point has to be calculated with each cluster cen-
ter for every iteration, the computational time is high.
Solutions such as data structure that stores informa-
tion at each iteration to avoid repeated computations
[169] and Graphical processing units (GPUs) that par-
allelize the algorithm are proposed to reduce the com-
putational complexity of k means clustering [172].
Moreover k means clustering is also sensitive to out-
liers and can end up in local optima. Few alternatives
include fuzzy c means clustering and other soft clus-
tering techniques that are proved to work well with
noisy data [170]. k means clustering is also combined
with optimization techniques such as PSO and ACO to
avoid local optima and to arrive at better cluster par-
titions [171]. Few works are carried out to identify
the better cluster partitions with minimum intracluster
distances and maximum intercluster distances. Opti-
mization function is derived that minimizes the intr-
acluster distances and maximizes the intercluster dis-
tances. This function is optimized using optimization
algorithms such as GA, PSO, WOA, ACO etc in few
clustering works. Few other works include [269] that
uses a set of objective functions and updates the al-
gorithm accordingly to improve the intracluster com-
pactness and intercluster separation, [270] that uses
bisected clustering algorithm to measure the intraclus-
ter and intercluster similarity metrics etc. [174] pro-
poses a method to overcome the drawback of noisy
features in k means clustering.

2. Hierarchical based clustering: Hierarchical cluster-
ing works either in a divisive way (top-down) or ag-
glomerative way (bottom-up). In the divisive cluster-
ing, large cluster is broken down into smaller pieces.
In the agglomerative clustering, each observation is
started as its own cluster and pair of clusters is merged
together as they move up in the hierarchy. A den-
dogram is a pictorial representation for hierarchical
based clustering. The height of the dendogram repre-
sents the distance between the clusters. Agglometric
and divisive clustering algorithms are called AGNES
and DIANA respectively. In DIANA clustering tech-
nique, all the input data points are considered as a sin-
gle cluster and every iteration divides the cluster based
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on heterogeneity. More heterogeneous data points
breaks down into another cluster. In AGNES clus-
tering technique, each input point is considered as a
single cluster and homogeneous points are clustered
together as a single cluster at each iteration.

Strength and weakness:
The major strength of hierarchical clustering includes
it‘s scalability and capacity to work with datasets of
arbitrary shapes [177]. It also determines the hier-
archical relationships well. Moreover the number of
clusters need not be specified in advance [178].

The major drawback with hierarchical clustering is its
computational complexity [176],[177],[178] and few
other methods are proposed to improve the efficiency
of the same [176]. Parallel techniques are also used to
improve the computational efficiency of hierarchical
clustering [179].

3. Density based clustering: Density based clustering
works by defining a cluster as the maximal set of
density connected points. Three types of points are
chosen core, border and outlier. Core is the part of
the cluster that contains dense neighborhood. Bor-
der doesn‘t have many points but can be reached by
the cluster. Outlier can‘t be reached by the cluster.
Density based clustering picks up a random point and
checks if it is the core point. If not, the point is marked
as an outlier. Else, all the directly reachable nodes
from the specific point are assigned to the cluster. It
keeps finding the neighbors until it is unable to. There
are certain kinds of problems where density based
clustering provide accurate results than k-means clus-
tering. Outlier detection is accurate in density based
clustering.

Strength and weakness:
The major strength of density based clustering is that
it can discover clusters of arbitrary shapes [184],[177].
It is also robust to outliers [184]. There are several
density based algorithms such as DBSCAN, OPTICS,
Mean-Shift etc [177].

The major drawback with density based clustering is
the setting of parameters. Parameters such as neigh-
bourhood size, radius etc. have to be set in density
based clustering [182], [177]. Few algorithms are pro-
posed to determine the parameters in density based
clustering [183]. Moreover the density of the starting
objects affect the behavior of the algorithm. The al-
gorithm also finds its difficulty in identifying the adja-
cent clusters of different densities [182] ,[177]. Tech-
niques such as space stratification is proposed to solve
this problem [182]. An another drawback with den-
sity based clustering is its efficiency. Parallelization of
the algorithm reduces the computational complexity
to a certain extent. Techniques such as GPUs [180],
mapreduce [181] are used to improve the scalability
and efficiency of the algorithm.

2.2.3 Association

The method of identifying the relationship amid the items
and deriving the rules based on the relationship is called as-
sociation. Though association mining is not of much use in
prediction, there are few scenarios where association rule
is used. The rule has antecedent and consequent. Associa-
tion rule mining is used mainly in business and marketing
[185]. There are different algorithms used in association
rule mining. Few include Apriori, Predictive Apriori, Ter-
tius etc [186]. Optimization techniques such as PSO are
also used with association rule mining to improve its effi-
ciency [187]. [188] presents a survey on association rule
mining algorithms.

2.3 Predictive models based on machine
learning

Machine learning approaches are used for predictive tasks.
It is the process of training the machine with a training in-
put set, building a model and the evaluating it with the test
data. The machine learns continuously from the errors until
the model gets stabilized. Supervised learning works with
labeled input data whereas unsupervised learning works
with unlabeled input data. Machine learning uses soft com-
puting techniques like neural networks for training.

2.3.1 Neural networks

Neural network is a commonly used soft computing tech-
nique for predictive analytics. Neural networks are used to
classify complex patterns that are difficult to classify us-
ing SVMs or other techniques. There are different types
of neural networks that can be trained using supervised,
unsupervised and reinforcement learning. There are also
different learning algorithms for training neural networks.

Neural networks machine learning algorithm can be used
to train a network with a group of training data and then
test it with a group of test data thereby measuring the accu-
racy of prediction. Learning continues until the network
becomes stable and able to classify the data accurately.
Cross validation is one among the widely used technique
for evaluating the model. Backpropagation algorithm is
the most commonly used training algorithm in neural net-
works. Weights are assigned at each layer input, hidden and
the output. Weightage is given to each attribute based on
the impact of it in predicting the output variable. Different
types of functions like sigmoidal function and sign func-
tion are used to compute the output variable. These func-
tions are called threshold functions and the output variable
is predicted based upon these functions. Threshold func-
tions are also called activation function or transfer func-
tion. The choice on number of input nodes, hidden layers,
weightage, threshold functions, algorithm for learning are
all based on the application and data for which predictive
analytics has to be applied. Now, deep learning techniques
are used to improve accuracy.
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Strength and weakness:
The major strength of Artificial Neural Networks(ANN)

lies in it‘s ability to work with large amounts of data
and yield good results. They have good generalization
and learning ability and are universal approximators [191].
ANN has good fault tolerant, self learning, adaptation and
organization ability [192]. An another advantage with
ANN is that they are good for high dimensional datasets as
each variable do not have major impact on the class vari-
able but as a group they are good at classification. More-
over a complex ANN relives user from determining the
interactional and functional forms in prior and is able to
smooth any polynomial function [193]. There are different
types of neural networks such as as feedforward network,
radial basis function network(RBFN), auto encoder, Boltz-
mann machine, extreme learning machines, deep belief net-
work, deep convolutional network etc [189] each with its
own strengths and weaknesses. For example, RBFN are
easy to design, have good generalization ability and are tol-
erant to noise. These networks find their use in designing
flexible structures and systems [190].

The major weakness with ANN is that they can‘t be ap-
plied blindly to all kinds of data. Hence they are used by
combining with other models as hybrid prediction models
in most of the prediction problems. For example, in time
series problems, both linear and non linear relationships ex-
ist and ANN is combined with ARIMA modelling in such
problems [190]. An another disadvantage lies in the fact
that there are no proper rules to determine the number of
hidden nodes in neural networks. Moreover they can also
easily end up in local optima and are tend to overfit [193].
Optimization algorithms such as GA [194], Gravitational
search algorithm with PSO [196] are used to avoid the lo-
cal optima problem in ANN. Algorithms such as Fruitfly
algorithm also find their use in determining the parameters
for ANN [195]. Overfitting problems is addressed by tech-
niques such as dropout mechanisms [197], bayesian regu-
larization [198] etc.

2.3.2 Deep learning

Deep learning is the most commonly used technique in
use today for classification, clustering, prediction and other
purposes. While learning in machine learning proceeds in a
broader way, deep learning works in a narrow way. It works
by breaking down the complex patterns into simple smaller
patterns. Learning happens in parallel in the smaller pat-
terns and finally the sub solutions are combined together
to generate the final solution. This improves the accuracy
of the network. Deep nets also help in avoiding the van-
ishing gradient problem. Most of the deep learning prob-
lems use Rectified Linear units function(ReLUs) instead of
sigmoidal and tanh activation functions that causes vanish-
ing gradient problem. The use of ReLUs help overcome
the vanishing gradient problem by avoiding zero value for
the derivative and maintaining a constant value instead
[271]. Moreover the use of deep learning networks such

as Long Short Term Memory Networks(LSTM) avoid van-
ishing gradient problem by maintaining a constant value for
the recursive derivative using cell states [272]. Deep nets
use GPUs that help them get trained faster. When the input
pattern is quite complex, normal neural networks might not
be effective because the number of layers required might
grow exponentially. Deep nets work effectively in solving
such complex pattern by breaking them down into simpler
patterns and reconstructing the complex solution from the
simpler solutions. GPUs are known to be a better alter-
native to CPUs for big data analytics owing to it‘s lower
energy consumption and parallel processing. Hence GPUs
are found to be scalable in deep learning as the training
and learning of the deep nets are made faster with paral-
lel processing of many computational operations such as
matrix multiplications [273]. There are different kinds of
deep nets used for different purposes [5]. Table 3 shows the
different types of deep nets and their usage.

Strength and weakness:
An overview of deep learning in neural networks has

been discussed in [199]. The major strength of deep learn-
ing is it‘s ability to model non linear relationships well.
Deep learning also suits well for massive data and has
better representation ability than normal networks [200].
Moreover deep learning does automatic feature extraction
and selection [201].

The major weakness of deep learning is that it is a black
box technique. There is no theoretical understanding be-
hind the model. Certain techniques such as information
plane visualization are proposed to understand DNN by us-
ing the mutual information exchanged between layers in
DNN [202]. Moreover deep learning works well only with
massive data and their architectures are more specialized to
a particular domain. They also consume high power [203].

2.3.3 Fuzzy rule based prediction

Fuzzy logic is a concept of soft computing technique more
suited for prediction problems with uncertainty and impre-
cision. Fuzzy sets have membership functions associated
with each input data set. The membership value of a par-
ticular input data represents the level of belonging of the
particular input data to the particular set. Rules are de-
rived and learning is based on the rules. Finally the rule
based approach is used to classify or predict the output vari-
able. Fuzzy systems are widely used for prediction pur-
poses. Fuzzy systems can be used as stand-alone or can
also be combined with other machine learning algorithms
for predictive tasks. The simple fuzzy based classifier is
If-THEN classifier and it can be made more meaningful
with the use of linguistic labels [61],[204]. Fuzzy systems
are also combined with neural networks as neuro-fuzzy
classifier [261],[209] and is used for prediction purposes.
Fuzzy systems are also combined with KNN for prediction
purposes. Fuzzy c means clustering is found to perform
well than hard clustering especially in applications such as
bioinformatics where genes are associated with many clus-
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S.no Type of deep
net

Description Usage

1 Restricted
Boltzmann
machine

Two layered network with visible and hid-
den layer. Layers not connected among
themselves. In the forward pass, RBM
takes the input and encodes as numbers.
The backward pass does the reverse. Data
need not be labelled.

Recognize inherent patterns. Works well with real
time data like photos, videos, voice etc. Used for
clustering.

2 Deep belief
nets

Stack of RBMs arranged together. Output
of hidden layer of the previous networks
like RBN is given as input to visible layer
of next RBN.

Used for recognizing complex patterns. Used
more commonly in facial recognition.

3 Convolution
nets

Made up of three layers, convolution,
RELU and pooling each having its own
function.

Used to identify the internal patterns within an im-
age.

4 Recurrent net-
works

A network with built in feedback loop.
Uses techniques like Gating to overcome
vanishing gradient problem.

Used when the patterns in the input data changes
over time. For image captioning, document clas-
sification, classify videos frame by frame, natu-
ral language processing etc. LSTM is a recurrent
network architecture that is used for deep learn-
ing. The application of LSTM includes time series
data predictions, classification, processing, hand
writing recognition, speech recognition etc. It is
known for reducing the exploding and vanishing
gradient problems.

5 Autoencoders Encode the input data and reconstruct it to
back. Works with unlabeled data.

Finds its use in dimensionality reduction. Used
for text analytics.

6 Recursive
Neural Tensor
nodes

Works with the concept of roots and leaves.
Data moves in the network in a recursive
way.

Used to discover hierarchical structure of a set of
data. Used in sentimental analysis. Used in natu-
ral language processing.

7 Generative
adversial
networks

A network that can produce or generate
new data with the same statistics as the
training data[274].

Used in fashion designing, improving satellite im-
ages, etc.

Table 3: Different types of deepnets and their usage

ters [170], [270].
Strength and weakness:
The major strength of fuzzy systems is it‘s interpretabil-

ity. The fuzzy models are easy to interpret if designed care-
fully [205] especially with the use of linguistic labels [206].
Fuzzy rules also help to model the real world processes
easily [207]. Fuzzy systems are known well for handling
uncertainty [208].

The major weakness of fuzzy systems include it‘s poor
generalization capability as it is rule based. Fuzzy systems
are not robust as any change should be incorporated into
the rule base. To overcome this disadvantage, fuzzy sys-
tems are often combined with ANN and hybrid systems
are developed for prediction [208]. An another disadvan-
tage of using fuzzy systems is that the knowledge about
the problem should be known in advance. The use of hy-
brid systems can help overcome this disadvantage as the
knowledge is extracted from neural networks in such sys-
tems [209]. Approaches such as genetic programming is
also used to generate rules for fuzzy systems [210].

2.3.4 Ensemble algorithms

Ensemble methods are combination of more than one tech-
nique to achieve more accuracy in prediction than achieved
by an individual model. Few ensemble techniques are
shown in table 4. Each ensemble technique has its own
strength and weakness. For example, bagging is stable
against noise but needs comparable classifiers whereas
boosting is unstable against noise but its classification per-
formance is better than bagging [211]. Also, bagging is
found to perform better than boosting for class imbalance
problems especially in noisy environment [212]. Stacking
has it‘s own weakness with respect to computational time.
It is computationally expensive [213]. Another problem
with stacking lies in the selection of base level classifiers as
techniques such as exhaustive search consumes more time
when search space is large. Yet, unlike bagging and boost-
ing that uses the same algorithm, stacking uses a different
algorithm and hence heterogeneous in nature [215]. The
choice of the ensemble technique depends largely on the
problem at hand. Bagging is good to deal with problems
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S.no Ensemble Description
1 Bagging Bagging or bootstrap aggregation is the method of decreasing the variance without

any change in the bias. It is mainly used for regression and classification techniques.
Each model is built separately and the net output is derived by bringing together the
results from the individual models by joining, aggregation and other methods.

2 Boosting Boosting is a parallel ensemble method to reduce bias without any changes in vari-
ance. Boosting converts weak learning algorithms to strong learning algorithms using
certain methods like weighed average. There are many variations of boosting algo-
rithms like adaboost, gradient boosting etc. The misclassified instances are assigned
more weight in the successive iterations.

3 Stacking Stacking is the technique in which the output of the previous level classifier is used
as training data for the next classifier to approximate the target function. It minimizes
variance and methods like logistic regression is used to combine the individual models.

Table 4: Ensemble techniques

where a single model is likely to overfit whereas boosting
is good for problems where a model yields poor perfor-
mance. Moreover bagging can be done in parallel as each
model is independent whereas every model in boosting de-
pends on the previous model [214]. There are different
kinds of boosting techniques, the major include adaboost
and gradient boost. Adaboosting improves performance by
assigning high weight to the wrongly classified data points
whereas gradient boosting improves performance by using
gradients in the loss function [216]. Indeed, gradient boost-
ing converges in a limit whereas adaboost is computation-
ally efficient than gradient boosting [217].

3 Challenges of core predictive
models on big data

‘Big data’ represents data sets that are in petabytes,
zettabytes and Exabyte. The sources of big data include
satellites that generate enormous information every second
from space, mobile communications generating volumi-
nous data, social media like Facebook, Twitter with blogs,
posts etc. Traditional relational databases, data warehouses
and many visualization tools and analytical tools are de-
veloped for structured data. Because of the heterogeneous
nature of big data and enormous amount of data generated
including real time data, there is a need to enrich traditional
analytical methods to support the analytical functionalities
for big data. Alternatively, new tools and techniques are
developed to work on big data in combination with the tra-
ditional analytical techniques. Big data development in-
cludes the development in all the areas of handling big data
including data storage, pre-processing, data visualization,
data analytics, online transaction processing, online analyt-
ical processing, online real time processing, use of business
intelligence tools for predicting insights from big data etc
[3]. The main characteristics of big data include volume,
velocity, variety, veracity and value.[4]. A single machine
cannot store big data because of its volume. The basic con-
cept behind big data storage is to have many nodes (com-

puters) and store the chunks of big data in them. The nodes
are arranged in racks and communicate with each other
and the centralized node that controls them. Clouds are
also used for big data storage but it has its own challenge
of privacy and security. Getting into the depth of storage
technology is outside the purview of this article and hence
we are leaving the discussion about big data storage at this
stage. As our paper mainly aims to discuss the overview
of predictive analytics with big data, this section addresses
the challenges encountered by the core predictive models
discussed in previous section on big data.

Extrapolation
Extrapolation will be precise only when the knowledge

about the underlying covariate information [220] and the
actual system is clear [219],[221] which is difficult to de-
termine in big datasets. With big data such as spatial data,
existing extrapolation approaches fail due to it‘s time and
space constraints. Hence new technological innovative ap-
proaches are required to model such big datasets and under-
stand them [219]. Extrapolation with kernel methods like
gaussian are proved to be good due to their flexibility in
choosing the kernel function. Yet, when it comes to devel-
opment of gaussian models for multidimensional big data,
it suffers from computational constraints. Techniques such
as recovering out of class kernels are used to overcome the
computational constraint to a certain extent [218]. An an-
other problem with the machine learning models including
deep learning is that they merely fit the data and may per-
form well for training dataset and even testing dataset but
fails in extrapolation [221],[222]. This happens as they do
not have proper structural explanations for the correlations
they identify [222]. [220],[221] recommends the construc-
tion of hybrid systems comprising the science based model
or physical models along with the predictive models to im-
prove the accuracy of extrapolation. But the problem in
developing hybrid systems lies in the fact that it requires
domain knowledge.

Regression
Regression is easy and can be understood well when

the data is small and can be loaded into memory com-
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pletely. But big datasets can not be loaded into memory
completely. Few parallel techniques and solutions are pro-
posed for regression yet they end up in local optima or
in accessing the data again and again for updates. The
other problem in using parallel techniques is the compu-
tational resources incurred [223]. The area in the improve-
ment of computational resources is still lacking when com-
pared with the amount of big data generated [224]. Regres-
sion approaches such as kringing is computationally com-
plex especially with big data. Sampling techniques such as
leveraging [224] and subdata selection[226] are proposed
to reduce the computational complexity. But as discussed
in the earlier sections, the inferences on the samples cannot
be justified completely for the whole population as such.
Regression is also performed locally by dividing the big
dataset into few smaller datasets and then combining the
submodels to construct the final model [225]. The chal-
lenges with these solutions lies in the choice of appropriate
method for division, aggregation etc.

Decision trees
Big data streams are more prone to noise and decision

trees are more sensitive to noisy data [227]. The time taken
to build the decision tree is computationally expensive with
big data [228]. Preprocessing and sampling the big data in
full batches before the construction of decision tree adds
to the computational cost [227]. External storage is re-
quired to construct decision tree for big data as the com-
plete dataset cannot be loaded into memory. Hence tra-
dition decision tree design does not suit for the big data.
Solutions such as incrementally optimized decision tree al-
gorithm [227] is proposed where decision tree is built in-
crementally. Parallel techniques [229] are proposed in big
data platforms such as spark where the decision tree algo-
rithm is executed in parallel. Decision tree algorithm is also
converted into mapreduce procedures in [228] to reduce the
computational time. The computational time of gradient
boosted trees is decreased in [230] by eliminating few in-
stances in calculation of information gain and bundling cer-
tain features together. Yet, these solutions come at the cost
of choosing the right technique to break the algorithm for
parallel execution, bundling the features etc.

K Nearest Neighbor
The major problem of KNN with big data is it‘s com-

putational time as the distance has to be calculated among
each instances [231]. This in turn incurs memory require-
ment for storage [232]. k means clustering is used to cluster
the big dataset and KNN algorithm is used on each subset
to reduce the computational time [231]. But this solution
comes with the general limitations of k means clustering.
Memory requirement is handled to a certain extent by big
data platforms such as spark so that in time memory com-
putation is used effectively [232]. Map reduce approaches
[233] are also used to reduce the computational time. Par-
allelization of KNN algorithm is also proposed [234]. Yet,
all these big data platform solutions come with their own
concerns on the nature of partitioning as the accuracy can
not be compromised for efficiency [235].

Naive Bayes
Naive Bayes requires the probability to be calculated

for all the attributes. With big datasets, the number of at-
tributes is more and hence the time complexity to calculate
the probability for all the attributes is high [236]. Another
problem with naive bayes is the underflow and overfitting
problems [237]. The underflow problem is usually han-
dled by calculating the sum of log of probabilities rather
than multiplying the probabilities whereas overfitting prob-
lem is handled using techniques like laplace estimate, M-
estimate etc. But with high dimensional big datasets like
genomic datasets, these solutions are not efficient [237].
Naive bayes deals only with discrete data. Hence dis-
cretization methods are used before applying naive bayes
algorithm. In case of big data, existing traditional dis-
cretization methods are not efficient and may lead to loss
of information [238]. Parallel implementations are pro-
posed for naive bayes algorithms yet they come at the cost
of hardware requirements [236]. [237] proposes a solu-
tion to solve the underflow and overfitting problems in big
data. The method uses a robust function that works based
on average of condition probabilities of all attributes and
calculation of dependency of the attributes on the class at-
tribute. Parallel versions of existing discretization methods
are also proposed to address the challenge of big data [239].
Yet, more research is required in these open issues.

Support vector machines
SVM is known for it‘s accurate results yet the compu-

tational complexity of SVM is quite high on big datasets
[240],[241]. Inspite of this computational complexity,
SVM uses certain optimization techniques like grid search
method for parameter tuning. These optimization tech-
niques are not suited for big datasets [244]. Though certain
parameter optimization techniques such as stepwise opti-
mization is proposed in [244] for big datasets, more re-
search is needed in this area. Solutions such as implement-
ing SVM on a quantum computer [240] to reduce it‘s time
complexity is proposed. Again, they come at the cost of
hardware. Parallel implementation of SVM using mapre-
duce technique is proposed [241] yet they may end up in
local support vectors that may be far away from the global
support vectors. [242] proposes a distributed version of
SVM where global support vectors are achieved by retain-
ing the first and second order statistics of the big dataset.
Though there are many parallel versions of SVM, only a
very few parallel tools are available in open source for par-
allel SVM. Moreover, these tools also require proper tuning
[243].

K means clustering
The major problem of k means clustering with big data

is it‘s computational complexity as the distance calculation
and convergence rate incurs more time with increased num-
ber of observations and features. But it can be easily paral-
lelized using big data platforms [245]. Though paralleliza-
tion is easy with k means clustering using techniques like
mapreduce, the I/O and communication cost increases due
to repeated reading added with the iteration dependence
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property of k means [246]. Methods like subspace clus-
tering and sampling are used to reduce the iteration depen-
dency property of k means [246]. Yet, the choice of correct
sampling method and partitioning technique in case of sub-
space clustering adds to the big data challenges. Indeed,
the size of the sample data is more than half the original
data in most of the methods and hence the computational
complexity still persists [248]. Optimization of initial clus-
ters using techniques like choosing the data points in high
density space [247] are proposed. Though they can avoid
outliers, they still suffer from the same computational com-
plexity owing to the distance calculation. Dimensionality
reduction techniques are also proposed but they come with
their own drawback that the cluster in projected space may
not comply with the clusters in actual space [248]. Hybrid
methods are proposed by combining projection techniques
with sampling and few other techniques like visual assess-
ment of cluster tendency. But the research on hybrid tech-
niques are still in it‘s initial state [248].

Hierarchical clustering
Hierarchical clustering also suffers from the drawback

of computational complexity and in fact it incurs more time
than k means clustering when the size of the dataset is large
[252]. Techniques such as building clusters using centroids
[250] and usage of cluster seeding [252] are proposed to re-
duce the computational complexity of hierarchical cluster-
ing. Partitioning the sequence space into subspaces using
partition tree is also proposed [251] and the clusters are re-
fined in the subspaces. Fast methods to compute the closest
pair is also proposed to reduce the computational cost. Yet,
these methods are very specific to the particular problem.
Moreover, the partitioning techniques and the cluster seed-
ing techniques should be chosen wisely. Visual assessment
of tendency are also used to return single linkage partitions
on big datasets [249] yet the study of tendency curves have
to be clear.

Density based clustering
Density based algorithms are better compared to parti-

tioning algorithms on big data and data streams because
it can handle datasets of arbitrary shapes. It is also not
required to specify the number of clusters and it can han-
dle noise effectively. But, with the high speed of evolving
data streams and high dimensional big data, density based
clustering is finding many challenges. Though few meth-
ods are found to perform better, they still suffer from open
challenges such as too many parameters to set, memory
constraints, handling different kinds of data such as cate-
gorical , continuous etc [254]. Big data platforms such as
hadoop is used for parallelization in density based cluster-
ing. Yet, there is a need to choose the shuffling mechanism,
partitioning technique and work load balancing efficiently
[253]. Moreover, density based clustering algorithms such
as OPTICS cannot be parallelized as such and either im-
provements or new algorithms have to be proposed to han-
dle large datasets [255]. Few enhancements are carried out
in OPTICS and other density based clustering algorithms to
support parallelism. Yet, they are very specific to the prob-

lems they address. For example, [256] uses spatio temporal
distance and temporal indexing for parallelization which is
more specific to the spatio temporal data and [257] pro-
poses a method that is specific to the electricity data.

Neural networks
The major challenge that neural network faces with big

data is the time taken for training phase as large data sets
require more training iterations or epochs [260],[261]. As
a result, the computing power required becomes high [258]
and in turn the energy consumption[260]. Though tech-
niques like mapreduce on hadoop platforms are used [259],
the mapreduce design has to be an optimized and efficient
one. Hardware solutions such as GPU and memrister are
proposed [258], yet they suffer from the major drawback,
the cost factor. Optimization algorithms are proposed [259]
to optimize the parameters of neural networks. Yet, there is
a common perspective that using optimization algorithms
increases the computational time due to it‘s convergence
property though proper optimization decreases the training
time of neural networks inspite of improving the accuracy.
Very few researches are carried out in this area for big data
with neural networks. The other problems with neural net-
works on big data include the increase in number of param-
eters, lack of proper theoretical guideline in the structure of
neural networks, insufficient knowledge as only abstraction
is extracted, inherent problem in learning etc[261].

Fuzzy systems
Fuzzy systems are of great use in big data due to it‘s

ability to handle uncertainty. To cope up with the big data
requirements, fuzzy systems are designed that distributes
the computing operations using mapreduce technique [61].
But the major problem with mapreduce is the overhead
taken to reload the job everytime during it‘s execution.
Moreover when there are more number of maps, the imbal-
ance problem has to be dealt with carefully. Spark which
has in memory operations and resilent distributed databases
is more efficient than mapreduce but unfortunately there
are no big works that integrate fuzzy systems with spark
[263]. Fuzzy systems are also found to be more scalable as
they represent the data as information granules [262]. Yet,
good granular techniques in combination with fuzzy classi-
fication systems exclusively for big data is required [262].
The fuzzy techniques designed for big data should be tested
for real world problems and more general fuzzy techniques
need to be developed rather than the techniques designed
to address specific problems [262].

Deep learning
Deep learning is used for big data due to it‘s accuracy

and automatic learning of hierarchical data representations
[264]. Yet, the major problem with deep learning is the re-
quirement of high performance systems. There are other
areas that need to be explored in deep learning for big data
problems. These include transfer learning with deep ar-
chitectures, deep online learning that is still in the initial
stage of research [264], incremental learning with deep ar-
chitectures [265], working with temporal data [266] etc.
Indeed, constant memory consumption due to the fact that
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deep learning is usually performed on very big data that in-
volves millions of parameters and many CPUs is another
problem. Hence deep learning requires the use of exces-
sive computational resources. Moreover, deep learning also
faces the challenge of determining the number of optimal
parameters, learning good semantic data representations as
they are known for representing only the abstract detail etc
[265]. Lot of research works is required to address the in-
terpretablity problem[266].

Ensemble algorithms
The major problem with ensemble algorithms for big

data is it‘s computational time [268]. As ensemble tech-
niques require the use of different classifiers, the computa-
tional time they require is generally high and this increases
when the data is big. Ensemble techniques are known
for their diversity as they use different kinds of classifiers
and aggregate the results. Though many ensemble tech-
niques are developed for static data, there are no big re-
search works carried out in studying the diversity of ensem-
ble techniques on online streaming data. Since the differ-
ent classifiers used on streaming data already differs in the
data they use, a proper study of the advantages of ensemble
techniques on streaming data is required. Proper pruning
techniques is also an area to be explored [267]. There are
few works where ensemble techniques for big data is par-
allelized with mapreduce [268], yet they are not tried on
platforms such as spark that are proved to be more efficient
than mapreduce.

4 Predictive analytics on big data
across different domains

4.1 Healthcare

Big data is generated by lot of industries and health care
is one among them. Huge amount of big data is gener-
ated from wearable devices in patients, emergency care
units, etc. Structured data such as electronic patient record,
health record, unstructured and semi structured data such as
scanned images, clinical notes, prescriptions, signals from
emergency care units, health data from social media are few
examples of big data generated from health care domain.
Predictive analytics on health big data helps in predicting
the spread of diseases [8], [9], predicting chances of read-
mission in hospitals [10], predicting the diseases at an early
stage, [11], [12],clinical decision support system to identify
the right treatment for the affected patients, hospital man-
agement etc [13]. A detailed overview about the use of pre-
dictive analytics in health informatics is presented in [14].
The paper discusses about the applications of big data pre-
dictive analytics in health informatics, techniques for the
same, opportunities and challenges.

Research gaps
Apart from storage, processing and aggregating differ-

ent types of data in health care, identifying the dependen-
cies among different data types is still an open challenge

that requires optimal solution. Another challenge is with
data compression methods. Though various methods are
available for big data compression like FPGA, lossy image
compression, they might not suit well for medical big data
since medical images shouldn‘t lose any information [44].
An another area of improvement is in predicting the spread
of diseases earlier. Though there are certain works carried
out in this area, few important features were not taken into
consideration for prediction. For example, though environ-
mental attributes are used as input for predicting the spread
of disease, certain inputs related to biological and socio-
behavioral is excluded in the proposed approach in [8].
Proper dimensionality reduction techniques and feature se-
lection are not considered in few works. Merely knowledge
of domain experts are used for feature selection in health
big data [10]. Clinical decision support systems is another
challenge to work with. Though clinical decision support
systems are developed, the success rate is very less. The
decision support system should be developed considering
both the patient’s and physician’s perspectives as patients’
acceptance is very important for these systems. It can be
of greater importance for emergency care units. Few chal-
lenges to work on include privacy issues, proper training
for clinicians, quality of data etc. Such systems help in tak-
ing precautionary actions like identifying low risk patients,
work on hospital readmission rates etc [60]. Radiation on-
cology is another area open to researchers. Building an
integrative model for radiation oncology to be used as deci-
sion support system will be of great help for clinicians [10].
More concentration on genomic analysis is required since
the present applications of clinical prediction uses genomic
data. Research on functional path analysis of genomic data
has to be concentrated upon [44]. Research works on han-
dling noise, complexity, heterogeneity, real time, privacy in
clinical big data is the need of the hour [14].

4.2 Education

Education field is another domain generating lot of big data
using sensors, mobile devices for applications like learning
management system, online assignments, exams, marks,
attendance etc. Social media is also widely used by stu-
dents and instructors as forums [15]. Predictive analyt-
ics in data generated from these devices and institutions
help to predict the effectiveness of a course [15], learning
method [16],[17], student’s performance [18], [20], institu-
tion’s performance [21] etc. Such predictions also help to
personalize instructions by customizing the learning expe-
rience to each student’s skills and abilities. [19] discusses
about big data opportunities and challenges in education
field. [17] and [21] also discusses about the scope of pre-
dictive analytics in educational big data.

Research gaps
Firstly, there are very few works carried out for predic-

tive analytics in education field. There are very few papers
in this field and most of them are review and survey pa-
pers. Hence researchers can focus on this field. The major
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challenge involved in this field is social and ethical chal-
lenges. Since the student‘s and institution‘s individual data
are used for prediction purposes, many students and insti-
tutions might not want their data to be exposed [68]. In
the recent days, many institutions allow students to bring
their own devices for language learning. Hence massive
amounts of data is generated and scalability is an important
area to concentrate in future [19]. Another area to work on
is in integrating data from different sources. Student data
are available in multiple sources like social media, schools,
district offices, universities etc. Few are structured and few
unstructured. A more focus on this area can help predic-
tion.

4.3 Supply chain management

Predictive analytics helps in supply chain management.
Accenture is a company that has implemented big data so-
lutions for prediction in supply chain management [22].
Prediction in supply chain management helps to improve
customer relationships by regular interactions with them
thereby helping in understanding their satisfaction level,
product recommendations [22], predicting supplier rela-
tionships [23], reduce the customer waiting times [24], im-
prove the production based on demand [25], [26], manage
the inventory effectively [27] and reduce risks in the pro-
cess of supply chain [28].[29] discusses about the advan-
tages of predictive big data analytics in this domain. Prod-
uct development is another area where big data solutions
can help the process.

Research gaps

Though there is more scope for prediction in supply
chain management, very few industries have implemented
it. Probably because of the hesitation to invest and the lack
of skillset. Models which can reduce cost can be proposed
for supply chain management processes. Hiring data scien-
tists with domain knowledge helps the industries to move
towards big data solutions for efficient supply chain man-
agement [22]. Though some of the companies use analytics
in supply chain management, most of them are ad-hoc and
situation specific. Predictive analysis on other areas like
improvement in demand driven operations, better customer
supplier relationships, optimization of inventory etc can be
more concentrated upon [22], [27]. Generalized models for
prediction in supply chain industry can be more focussed
on. Though [23] proposed a model based on deduction
graph, it is not tested on variety of product designs. Pri-
vacy of data is not considered. The approach also uses lot
of mathematical techniques. Hence approaches using sim-
ple techniques can be developed. More solutions for sup-
ply chain management considering both strategy and oper-
ations has to be focussed upon [26].

4.4 Product development and marketing
industry

[30] presents a white paper about the scope of predictive
analytics for product development process. Marketing is
a part of almost all the sectors and prediction in market-
ing has gained more importance because of its direct im-
pact in business and income. Predictions using big data so-
lutions for marketing helps to acquire customers, develop
customers and retain customers. Prediction in product de-
velopment and marketing industry helps to validate the de-
sign of the product, predict the demand and supply thereby
increasing the sales and improving the customer experi-
ence.

Research gaps
There is no single technology available to address all the

big data requirements. Big data solutions have to be in-
tegrated with other approaches and techniques to support
predictive analytics. Researchers can concentrate to work
on a single technology that can address all the require-
ments [30]. Also, different processes have to use different
techniques and approaches specifically designed for them.
For example,semiconductor manufacturing process should
consider the spatial, temporal and hierarchical properties in
manufacturing process as the existing algorithms doesn‘t
suit well for them. Specific solutions can be proposed for
different product development industries [55]. More work
on implementing the machine learning algorithms in differ-
ent areas of marketing and integrating them together can be
a scope of work for researchers [45].

4.5 Transportation

‘Smart city’ is a diction that is of common talk in today‘s
world. A smart city uses the information collected from
sensors operating over the cities to help in the administra-
tion of the cities. Many research works are carried out in
this area. Intelligent transportation systems is required for
building smart city. Sensors generate lot of information
that require big data solutions for processing and predic-
tion. Predictive analytics using big data solutions for trans-
portation has lot of applications like predicting the traffic
and controlling it efficiently [31], [32], [33],predicting the
travel demand and making effective use of the infrastruc-
ture thereby reducing the waiting time of the passengers
[34], [35], automatic control of traffic signals [36] and pre-
dicting the transport mode of a person [37].

Research gaps
With the advent of many devices, lot of information

is generated in the field of transportation from various
sources. New tools to integrate data from sensors and latest
devices to traditional data sources is required. Researchers
can focus on developing such tools [34]. The capability of
the real time traffic data collection service should be im-
proved since video and image data are all collected [36].
Proper methods to handle correlations among data and un-
certainty in data is also required in this field since the data
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generated is temporal and spatial in nature for transporta-
tion. Readings from sensors are also uncertain [34]. An-
other area to concentrate is on using other deep learning
approaches to predict traffic flow for better performance.
The prediction layer used in [33] is just logistic regression.
More powerful predictors can improve performance. Data
fusion for social transportation data is still in a preliminary
stage. GPS from taxi driver only give information about
origin and destination but not on travel demand. Mobile
data are used for travel demand but can‘t estimate travel
time on roads. Hence a proper fusion approach has to
be used to integrate data from several sources.Web based
agent technology for transportation management and con-
trol is a research direction [35]. Software robots to monitor
the state of drivers, check the condition of cars, evaluate
safety environment is a research in progress [35]. There
is more scope in predicting the transport mode of a per-
son. [37] used only sensor information for classification
whereas future work can concentrate on integrating infor-
mation from cloud too. Advanced techniques to remove
noise and outliers can be worked upon.

4.6 Other domain areas

Agriculture can be benefited using predictive analytics.
Now-a-days sensors and UAVs finds its use in agriculture.
Sensors are used to find the effectiveness of certain type of
seed and fertilizer in different places of the farmland. Big
data solutions are used to store and analyze this informa-
tion to improve the operations in agriculture. Additional
information like predicting the effect of certain diseases on
crops helps to take precautionary measures. Farmers do
predictive analytics in agricultural big data to lower costs
and increase yields. The use of different fertilizers, pesti-
cides is used to predict the environmental effects [38], [39].
Big data prediction finds its application in banking. Analy-
sis in browsing data helps to acquire customers. Defaulters
are predicted by mining Facebook data. Banks use sen-
timent analysis to analyze the customer needs and prefer-
ences and motivate them to buy more products thereby re-
ducing the customer churn. Facebook interactions, tweets,
customer bank visits, logs, website interactions are used as
sources for sentiment analysis. A 360 degree view of cus-
tomer interactions is analyzed to prevent churning of cus-
tomers. Certain features like account balance, time since
last transaction all helps banks to frame rules and identify
the customers who are about to churn. Big data prediction
helps to identify hidden customer patterns. Large sample
of outliers are analyzed to predict fraud detection in banks
[40]. There are also few works carried out for prediction
in library big data. Libraries work with online journals and
resources which are again voluminous. Predictive analyt-
ics is used in library big data for useful extractions related
to learning analytics, research performance analytics etc.
The user search behavior, log behavior are all analyzed to
extract useful information. An other industry where pre-
dictive analytics finds its importance is telecommunication

industry. Lot of applications today like Whatsapp uses dif-
ferent kinds of data that include structured, unstructured
and semi structured. Predictive analytics in telecommuni-
cation industry focusses mainly on customer satisfaction
[41]. Predictive analytics in big data helps business too.
Big data analytics platforms of different providers help in
personalization. The extent to which they support person-
alization differs in different platforms. Many big data plat-
forms like KNIME, IBM Watson analytics are all finding
its use in personalization [42]. Prediction in big data is
used extensively in robotics field also. Robots communi-
cate with many other systems. Sharing of information be-
tween robots and smart environments, comparing the in-
formation the robot has with other systems improves the
robot intelligence [43]. Movie industry uses big data solu-
tions for predicting the success using social media. Enor-
mous data gets accumulated in social media like Wikipedia,
Facebook and Twitter. Self-aware machines are finding its
way in industries with the help of big data and cloud com-
puting techniques. These machines are capable of moni-
toring their health condition on their own and take smart
decisions on their maintenance.

5 Comprehensive challenges
Big data has its own challenges in terms of storage, pro-
cessing, analytics etc. We restrict this paper to address the
overall challenges involved in predictive analytics on big
data and to throw light on few techniques used and state of
the art work done in handling these challenges. The over-
all challenges are categorized under six headings shown in
figure 3.

Figure 3: Comprehensive challenges of Predictive analyt-
ics on big data - taxonomy

5.1 Real-time data
Handling real time data is one among the major challenges
in predictive analytics on big data. Few predictions such
as predicting the early outbreak of the disease to take care
of public health [9], real time recommendation system for
marketing requires real time data from social sites to be
collected.

Firstly, Latency is one of the main parameter to be taken
care of when working with such data. Secondly, techniques
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to handle interactive queries is important during predictions
with these data. Thirdly, predictive algorithms should be
integrated with solutions handling real time data for effec-
tive prediction.

Some big data solutions and machine learning algo-
rithms are used in handling the above challenges with real
time data. [44] states that spark and storm helps in collect-
ing the data without latency. Hadoop platform are used to
carry out Extract, transform, load(ETL) operations. Hbase,
HiveQL are used to work on interactive queries. Open
source software applications like Cassandra, MongoDB are
used to achieve scalability and performance. Apache Ma-
hout Machine learning library is used to run predictive al-
gorithms on top of Hadoop [30]. Yet these techniques
are generalized and their performance differs depending
on the nature of the data. [72] proposes a task level adap-
tive mapreduce framework for real time streaming data in
health care applications. The scaling capability is designed
at task level that improves scalability in real time streaming
data from sensors. It is proved to cope up with the velocity
of the streaming data. But this approach was tested only on
health care applications.

Few traditional data mining algorithms are also proposed
for real time data. [44] states that algorithms such as Naive
bayes can be used for sentiment analytics to extract the
words from the twitter or other sites. Logistic regression,
nearest neighbours are used for customer segmentation and
to predict the probability that the customer will click the
advertisement. [73] uses naive bayes to extract information
from tweets texts. [4] proposes the use of Extreme learn-
ing machine to enhance the speed for processing real time
data. [30] uses random forests and bayesian techniques to
predict the crash and congestion in real time traffic moni-
toring. Yet, when the velocity at which the real time data
enters increases, the performance of these traditional data
mining algorithms deteriorate.

Mobile computing techniques and cloud infrastructure
are used with big data platforms and data mining algo-
rithms to handle real time data. [46] proposes a monitor-
ing platform Context-Aware platform using integrated mo-
bile services(CAPIM) to make the life of smart city eas-
ier. CAPIM collects the general traffic information, stores
in the mobile device and uploads when the wi-fi is avail-
able. Drivers are provided feedback about the traffic in-
formation that helps to take decisions. More visualization
output is presented to the users using google maps and the
services in turn send data about his locality on his social ac-
counts like twitter etc. [31] proposes the use of techniques
like Hadoop, Hadoop Distributed File System(HDFS) and
HBase to store the traffic related information. This pa-
per proposes Real time traffic information(RTTI) system
for collecting and integrating information from various
sources. Massive traffic data sets are utilized transparently
with the aid of cloud infrastructure. Cloud and big data is
integrated in traffic flow algorithms. The usage of cloud for
massive storage and the use of mapreduce techniques and
Hadoop HDFS improves the performance of data mining

algorithms in predictions with real time traffic flow infor-
mation. Cloud services like Watson analytics is also used
to analyze real time data from social media. Yet there are
not many platforms that integrates cloud services, big data
solutions and mobile computing. There is a need for data
fusion approaches.

Few other related works for real time data include [4]
that uses Representative streaming processing systems for
processing real time streaming data and [46] that uses Very
Fast Decision Tree (VFDT) algorithm and IBM Infosphere
streams to analyze the real time streaming population data
to predict the spread of cardio respiratory spells. [48] also
proposes a multi-dimensional fusion technique that works
on Hadoop platform with both real time and offline data.
This model suits well for satellite applications where real
time data is captured and forwarded to the ground sta-
tion for refining and prediction. Energy efficient memrister
based neural network is used for big data analytics. GPUs
are used instead of CPUs to improve the speed up. Recur-
rent neural networks are used since they prove to be effec-
tive for non- linear sequential processing tasks like speech
recognition, natural language processing, video indexing
etc. [69] uses convolutional neural networks with GPU ca-
pabilities to detect real time objects. [70] combines real
time measurements from real time databases with static
data and uses simple extrapolation technique for predic-
tion in substation automation. [71] proposes a compression
technique for real time analog signals. It can handle the big
data in real time instruments and optical communications.

5.2 Data integration

This section discusses about the challenges involved in in-
tegrating data of different types for prediction. Heteroge-
nous data is one of the main characteristics of big data.
Few predictive works require data from different sources
to be integrated with the existing data. For example, pre-
dictions in educational sector collects data from multiple
sources like social media, schools, district offices, univer-
sities etc. Few are structured and few are unstructured.
[20] proposes a model that integrates information from so-
cial media and predicts student involvement and success.
Since social media is used by students to share their ideas,
feedbacks about courses, sentiment analysis can be used to
solve problems by analyzing the most common feedbacks,
ideas etc [16]. Healthcare sector also requires integration
of information from different sources. [49] uses unstruc-
tured data from Google Flu trends to predict the spread of
influenza by predicting the region that are most likely to
be affected. Past data is combined with real time data for
prediction. [11] proposes a predictive model to predict Sys-
temic Lupus Erythematosus, a disease that affects multiple
organs by integrating structured data like electronic health
records, unstructured and semi structured data like imaging
and scan tests(MRI, CT, Ultrasound scan, X-ray), complete
blood count, urinalysis. [8] develops a spatial data model to
predict influenza epidemic in Vellore, India. Large repos-



442 Informatica 43 (2019) 425–459 G. Nagarajan et al.

itories of data are collected. The developed spatial model
is dependent on geographically weighted regression tech-
nique. It involves bringing together several data sources
like surveillance systems, sentinel data etc to predict the
spread of epidemics. Movie industry uses big data solu-
tions for predicting the success using social media. Enor-
mous data gets accumulated in social media like Wikipedia,
Facebook and Twitter. [50] proposed a predictive model for
predicting the movie box office success in Wikipedia. The
major issue with heterogeneous data is that since they may
not exactly be the same, there are possible chances that the
machine learning results may be affected.

Big data platforms with simulation help to bring together
data from different sources and predict the hidden pat-
terns in them. [10] develops a predictive model using Ma-
hout’s machine library that works on top of Hadoop with
Mapreduce technology to find out the chances of readmis-
sion after discharge of persons with heart failure. Data is
collected from various sources and integrated using ma-
hout. Mahout machine library is used for prediction that
runs mapreduce jobs on Hadoop. The model uses HiveQL
for distributed query. Data extraction and integration is
done using Hadoop, Hive and Cassandra. Random for-
est and logistic regression is used in predicting the read-
missions. Big data solutions gave good results in terms
of time efficiency and scalability. [23] proposes a model
for prediction in supply chain management process that
uses deduction graph model to visually link competent sets
from many data sources both structured and unstructured.
Customer preferences and new product ideas are predicted
through social media using recent shopping history. Cus-
tomer response time is improved. Big data solutions such
as Apache Mahout is used for machine learning, tableau is
used for visualization, Ionosphere for data mining etc. In-
frastructure proposed by combining deduction graph model
with data mining, proves to provide better results in sup-
ply chain management with respect to usability, feasibil-
ity etc. [51] proposes the use Mapreduce technology in
distributed data management and scheduling for heteroge-
nous environment. The paper proposes a system for so-
cial transportation. Statistical approaches, data mining al-
gorithms and visualization analytics are used according to
the type of data. It is implemented in hadoop platform but
used with other frameworks also like cascading, sailfish,
Disco, Skynet, Filemap, Themis etc. High level languages
like PigLatin, HiveQL are used for the technology. Hence,
very few tools and techniques are available to integrate data
from different sources and the advent of devices like sen-
sors and RFIDs kindles the requirement for new tools and
techniques.

Oncology can help integration easier in healthcare sec-
tor. Radiation oncology ontology is a key component used
in data collecting system for better interpretability. Radi-
ation oncology requires aggregation of input from many
origins like scans, images and EHR of patients. [52] car-
ried out a survey that explains about the state of art and
future prospects of using machine learning algorithms and

big data in radiation oncology. [9] states that building an
integrative model for radiation oncology to be used as deci-
sion support system will be of great help for clinicians. But
the research works in oncology is in its very initial stage.

Data warehousing is another concept in which data are
integrated from heterogeneous sources. Few examples in-
clude [275] that proposes a dimensional warehouse for in-
tegrating data from clinical trials, [276] that proposes an
architecture for a data warehouse model to integrate health
data from different sources etc. The major drawback with
data warehousing with big data is that technologies like
hadoop, mapreduce etc. has to be integrated with the data
warehouse to support the big data requirements. Moreover
the ETL operations have to be designed in the architecture
to suit big data requirements. There is also no standard
architectural framework to design data warehouse for big
data and hence the existing architectures designed to suit
particular problems lacks flexibility [277]. Concepts such
as data lakes are also of use as they are non relational ap-
proaches to integrate different types of data from heteroge-
neous resources. They postpone data mapping until query
time. But, the query and reporting capabilities of data lakes
are still emerging. They are not as powerful as SQL on re-
lational databases [275]. Few research works such as [278]
are proposed that manages the metadata effectively in data
lakes to address the big data requirements.

Few related works on data integration for big data in-
cludes [74] for their work on a new resource ’Diseases’
that aims to find the associations between genes and dis-
eases by integrating automated text mining with existing
datasets, [75] for their data integration method ’Optique’
based on ontology that integrates streaming and static data
as an abstraction layer, [76] for their work on API centric
linked data integration that discusses about the use of API
to extend the classical linked data application architecture
to facilitate data integration, [78] for their work to propose
a new approach for integration based on semantics. This
approach converts the data sources in different formats to
nested relational models initially and then imports only a
subset of large datasets to build the model thereby coping
up with the data size problem. A review of data integra-
tion in life sciences along with its challenges are discussed
in [77]. [79] proposes the use of fused lasso approach in
regression coefficients to learn heterogeneity when com-
bining data from heterogeneous sources.

5.3 Data complexity

Large complex datasets such as genomic datasets have to be
dealt in few predictive tasks. Such complex datasets make
the predictive task difficult. Firstly, storage and processing
of such complex data becomes a problem. Secondly, under-
standing such complex data to build predictive models need
to be taken care of. Thirdly, either enhancements in exist-
ing data mining algorithms or new data mining algorithms
have to be proposed to handle such complex datasets.

[44] states that storage techniques like HDFS, apache
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Hadoop helps in storing and processing the big data effec-
tively. Using distributed platform like mapreduce prevents
the over utilization of the resources. A detailed survey on
map reduce technology is discussed in [6]. Cloud platforms
also help in handling complex data. Cloud platforms in
health care like “PCS-on-demand”are found to be effective
in storing and sharing of healthcare information with its
cloud infrastructure. Mapreduce is used to parallelize the
processing. Mahout library is used for machine learning
algorithm to process the images, signals and genomic data.
MongoDB is used for storage because of its high avail-
ability, performance and easy scalability [45]. [25] pro-
poses the use of Microsoft Azure, a cloud platform for data
storage in inventory management for supply chain process.
Data sources for inventory management are internal like
RFID, sensors etc. They generate lot of data and big data
solutions help in processing them efficiently. NoSQL is
used for data access. Batch analytics is done using Apache
Hadoop. [32] proposes a model that sends driving guidance
to vehicles with cloud computing technique incorporated to
big data. Big data solutions [53] are used for spatial data
analytics and Cloud solutions in big data platforms are used
for predictive analytics in tactical big data [54].

Visualization analytics and clustering helps in under-
standing complex datasets. [12] develops a predictive
model for diabetic data analysis in big data. Association
rule mining is used to find association between the labo-
ratory results and diabetes type of the patient. Clustering
of similar patterns and classification of health risk value
by patients health condition is done and predefined deduc-
tive rules are derived to predict the diabetes. The predic-
tive model uses Hadoop/mapreduce environment for paral-
lel processing. Visualization also helps in predicting hid-
den insights from the data. [13] proposes a model for
hospital management. The temporal information helps to
understand the clinical activities. Proper visualization and
clustering of this temporal data helps to understand the ab-
normalities. [55] proposes an optimization framework for
wafer quality prediction in semiconductor manufacturing
process that uses clustering to identify similar behavior pat-
tern over time for chambers. [56] presents a survey on clus-
tering time series data. Abnormality can also be discovered
thereby helping quality control and fault diagnostics. But
since time series clustering is mostly for unstructured data,
a co-clustering pattern is formulated for this problem with
constraints to match the tools and the chambers. Visual-
izing the data effectively helps in prediction. Aggregation
and multi-dimensional analysis is also used in big data to
extract knowledge from them. AsterixDB, DGFIndex are
used that helps in aggregation and multi-dimensional anal-
ysis for big data [57]. Yet, new frameworks for visualiza-
tion techniques and multi-dimensional analysis need to be
developed exclusively for big data.

Few data mining algorithms are used in complex datasets
such as genomic data and signals. [47] uses Nearest Cen-
troid Based Classifier (NCBC) to predict clinical outcome
related to cancer using gene expression data.[58] uses Mul-

tipartiate graph for prediction in genomics big data. Deep
learning also helps in handling complex data. Lot of re-
search works are carried out in clinical image processing
with deep learning. [33] uses deep learning for predicting
traffic flow. A stacked autoencoder model trained greedily
learns traffic flow features. It uses spatial and temporal cor-
relations.The medical data including cardiac MRI involves
signal processing. There are many statistical learning tools
for signal processing. [59] uses signal processing tech-
niques such as kernel based interpolators and timely ma-
trix decompositions for big data. Yet, more research works
are required for signal processing with big data and on ge-
nomic data analysis.

Few related works to handle complex data include [80]
for their work on anytime density based clustering for com-
plex data to improve scalability, [81] for their work on
interactive data visualization to understand complex data,
[83] for their work to propose a Pairwise weighted ensem-
ble clustering algorithm to cluster complex data for bet-
ter understanding, [82] for their work to address scalability
problem in complex data by proposing two suboptimal al-
gorithms to address casting complex problem of L1 Norm
principal component analysis, [84] for their work to de-
velop complexheatmap package that helps in visualizing
and revealing the patterns in high dimensional genomic
data.

5.4 Data quality

Low quality data is another challenge in predictive analyt-
ics. The source data in some applications like from emer-
gency care, sensors may be of poor quality. Predictive
analytics techniques on such low quality data need some
sophisticated techniques to be applied on the existing al-
gorithms. Low quality data may also be due to the fact
that some predictive works fail to consider important at-
tributes required for prediction. For example, [8] predicts
the spread of the disease using environmental attributes
but fail to consider the biological and socio-behavioral at-
tributes. Data may also be incomplete and inconsistent in
certain cases.

Generally techniques like Mathematical or logical re-
gression might work for low quality data [60]. [4] states
that advanced deep learning methods, statistical learning
theory of sparse matrix are used to overcome the challenge
of incomplete and inconsistent data. Techniques like Wat-
son analytics are used to overcome the challenge of low
value density data. More works on identifying proper cor-
relations among inconsistent data is required.

Proper dimensionality reduction techniques and feature
selection also help to improve the data quality. [9] states
that merely knowledge of domain experts are used for fea-
ture selection in most of the predictive works.

The nature of data differs depending on the application.
For example,semiconductor manufacturing process should
consider the spatial, temporal and hierarchical properties in
manufacturing process as the existing algorithms doesn‘t
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suit well for them. Specific solutions can be proposed for
different domains depending on the nature of the data [54].

Few related works on predictive analytics with low qual-
ity data include [85] that proposes an extension to likeli-
hood method to handle low quality data, [86] to propose a
method that uses data mining tasks such as clustering to ex-
tract patterns from noisy data in market segmentation, [87]
to propose a new algorithm based on C4.5 decision tree
that uses imprecise probabilities in classifying noisy data,
[88] that proposes a new algorithm for extreme machine
learning to work efficiently in the presence of outliers. [89]
proposes a hybrid feature selection scheme to reduce the
performance deterioration caused by outliers in predictive
analytics.

5.5 Computing speed

Computing speed is one of the important challenges to be
handled during predictions on big data. Most of the wear-
able devices consume more power and the algorithms used
on them are computationally intensive. Computing speed
of predictive algorithms on big data also increases due to
its volume.

Parallel computing techniques help to overcome the
challenge with respect to volume and computing speed. [4]
proposes the use of alternating direction method of mul-
tipliers to overcome the challenge with respect to volume
since it acts as a platform for distributed frameworks with
parallel computing. Mapreduce is used to work parallel on
the chunks of the big data. [63] proposes a data mining al-
gorithm K Nearest neighbor based on Spark(KNN-IS) for
classification in big data. The algorithm uses Mapreduce
technology for parallel processing of the training data set.
Though Hadoop works well with mapreduce, it has its own
limitations like latency which is overcome by spark’s in-
memory computations. Map reduce is used on spark for
KNN to yield better results in terms of time and accuracy.
Resilient distributed databases are used on spark platform.
Sometimes medium quality predictions with low latency
perform better than high quality predictions with more la-
tency. [90] proposes parallel random forest algorithm in
spark cloud computing platform to improve the computa-
tional efficiency of big data analytics. A parallel version of
deep neural network training is proposed in [91].

Feature selection techniques like Representation learn-
ing, deep learning and dimensionality reduction are also
used to reduce the computing speed since the unnecessary
features are eradicated. Yet, the computational complex-
ity of certain feature selection techniques like wrapper ap-
proaches is high and researchers are working on it. [92]
proposes a hierarchical attribute reduction algorithm using
mapreduce in which attribute reduction process is executed
in parallel. [93] proposes fast minimum redundancy max-
imum relevance algorithm for feature selection in high di-
mensional data.

Fuzzy techniques aid in reducing the processing time.
Researchers worked towards reducing the time for pro-

cessing using fuzzy rules on data with lot of input fea-
tures. An algorithm named Chi-Fuzzy rule based clas-
sification systems(Chi-FRBCS) is proposed. It works on
Mapreduce framework and uses linguistic fuzzy rules. Two
versions of Chi-FRBCA algorithms are proposed - Chi-
FRBCS BigData-Max and Chi-FRBCS BigData-Ave. Ex-
periments are conducted on six different big data problems
set and Chi-FRBCS is proved to be effective in terms of
processing time and accuracy [61]. [62] proposed a big
data algorithm called FMM based on fuzzy rules for sen-
timent analysis in social media. A parallelized algorithm
FMM with mapreduce is also used and that proves to be
effective in terms of accuracy compared to the other tech-
niques. The algorithm is made to work on twitter data and
is observed that the execution time is much lesser for big
data.

[64] states that the hardware solution is effective in terms
of energy savings, power efficiency. Scientific applications
use multi-dimensional data sets. Processing has to be faster
compared with other applications because of the velocity
at which it arrives. For example, predicting climate change
requires fast processing. [65] proposes the use of an I/O
in-memory server for scientific big data analytics applica-
tions. [37] proposes SVM polynomial degree 3 kernel to
reduce the computational complexity and memory require-
ment during classification. This model detects the transport
mode of a person whether he or she is walking, jogging or
going in bike. Hardware changes are also done by using
virtual gyroscope, accelerometer and few other hardware
devices to ensure that low power consuming devices are
used. The memory consumed by the algorithm is less.

5.6 Class imbalance

Class imbalance is another problem in certain predictive
works. Techniques like oversampling and undersampling
are used in class imbalance problems.

Some machine learning algorithms are effective in solv-
ing class imbalance problems. [66] proposes an algorithm
ROSEFW-RF for contact map prediction. It is a classifica-
tion task related to protein structure where there are very
few positive samples available. This algorithm is based
on key-value pairs and uses mapreduce approach for dis-
tributed processing. Predictive model is constructed using
random forest. The class distribution is balanced through
random oversampling. Irrelevant features are removed
through feature weighing. Oversampling is found to be
more robust than undersampling and cost sensitive learning
when number of maps is increased in mapreduce technique.
The test data is classified. Experiments are conducted in
bioinformatics data and ROSEFW-RF algorithm is the win-
ner algorithm for imbalance big data classification prob-
lem. [67] proposes Random forest with Mapreduce for
prediction on imbalanced big data. Five different ver-
sions of random forest algorithms are used in imbalanced
big data classification with Mapreduce approach. - RF
- BigData, RF-BigDataCS, ROS+RF-BigData, RUS+RF-
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BigData, SMOTE+RF-BigData. Random forest techniques
is found to work well for imbalanced big data classification.

Few other related works on class imbalance problem in-
clude [94] that proposes an ensemble method to handle
both online learning and imbalance learning using over-
sampling and undersampling bagging techniques, [95] that
proposes a diversity based oversampling approach to cre-
ate new instances for minority class, [96] that proposes a
new ensemble method ’hardensemble’ to handle class im-
balance, [97] that uses extreme learning machine to handle
class imbalance problem both at feature and algorithmic
levels.

Class imbalance problem is another area that require re-
searcher’s attention. A mixed strategy of oversampling and
undersampling can be tried to boost performance [66].

5.7 Other challenges

Few other challenges include privacy issues, lack of proper
training to the domain experts, social and ethical challenges
etc. For example, the decision support system in health-
care should be developed considering both the patient’s and
physician’s perspectives as patients’ acceptance is very im-
portant for these systems. It can be of greater importance
for emergency care units. Privacy issues, proper training
for clinicians, quality of data are all few issues to be con-
sidered in this case [60]. In education sector, since the
student‘s and institution‘s individual data are used for pre-
diction purposes, many students and institutions might not
want their data to be exposed [68]. Hiring data scientists
with domain knowledge helps the industries to move to-
wards big data solutions for efficient supply chain manage-
ment [22].

6 Potential research directions
From the above discussions on predictive analytics with big
data, it has been observed that this field is readily open for
researchers. The potential research directions are summa-
rized.

6.1 Data management

– Since real time data includes the collection of lot of
video and image data in the present scenario, there is
a need to improve the real time data collection service.
Researchers can work on the same.

– Developing framework fusion approaches to integrate
big data solutions, cloud computing techniques and
mobile computing techniques is another area for re-
search as there is no single technology available to ad-
dress all the big data requirements. Researchers can
concentrate to work on a single technology that can
address all the requirements to support predictive an-
alytics.

– With the advent of many devices, lot of information is
generated in different domains from various sources.
New tools to integrate data from latest devices to ex-
isting data sources is required. Researchers can focus
on developing such tools.

– Data partitioning methods, indexing and multidimen-
sional analysis on big data are few other topics for re-
searchers.

– Scalability is an important area to concentrate in fu-
ture as massive amounts of data is generated.

6.2 Algorithms and solutions
– Enhancements in traditional data mining algorithms to

handle and analyze real time data or developing new
algorithms for the same is another promising research
area available for researchers.

– Identifying the dependencies and semantic features
among heterogeneous data types is still an open chal-
lenge requiring favorable solutions due to the biased
view of data distribution.

– New visualization techniques and frameworks can be
developed for effective interpretation of complex data.

– Genomic data analytics is in its initial stage. Works
such as functional path analysis on genomic data is an
area open for researchers.

– Data compression methods is also a challenge. Big
data compression methods like FPGA, lossy image
compression, might not suit well for certain types of
big data like medical images as they shouldn‘t lose
any information. Hence there is a need for new data
compression methods exclusively for specific big data
types.

– Oncology, semantic web are all areas to be concen-
trated in machine learning for big data.

– Establishing correlations among uncertain data, tem-
poral and spatial data is another area to work on for
researchers.

– Overfitting still remains as an open issue and re-
searchers can focus on developing better solutions
without much compromise on accuracy and cost.

– Using ensemble techniques in mapreduce platform is
another area that can be concentrated on to improve
accuracy

– Specific solutions can be proposed for different do-
mains depending on the nature of the data.

– Class imbalance problem is another area that require
researcher’s attention. A mixed strategy of oversam-
pling and undersampling can be tried to boost perfor-
mance
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7 Conclusion
The paper provides an overview of core predictive models
and their challenges on big data. We discussed the scope of
predictive analytics on big data generated across different
domains and few research gaps are identified. Though the
mathematical approaches may not suit well for big data, we
found that the data mining approaches and machine learn-
ing techniques used for prediction have their base from the
mathematical approaches. The choice of predictive model
depends on the nature of application and data in hand. Fi-
nally we presented comprehensive challenges of predictive
analytics on big data and state of the art techniques used
to address the challenges. Based on our discussion, we
also presented a separate section on future directions for
research.
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Several bibliographic databases offer a free tool that enables one to determine the collaboration distance or
co-authorship distance between researchers. This paper addresses a real-life application of the collabora-
tion distance. It concerns somewhat unusual clustering; namely clustering in which the average distances in
each cluster need to be maximised. We briefly consider a pair of clusterings in which two cluster partitions
are uniform and orthogonal in the sense that in each partition all clusters are of the same size and that no
pair of elements belongs to the same cluster in both partitions. We consider different objective functions
when calculating the score of the pair of orthogonal partitions. In this paper the Wiener index (a graph
invariant, known in chemical graph theory) is used. The main application of our work is an algorithm for
scheduling a series of parallel talks at a major conference.

Povzetek: Nekatere bibligrafske zbirke podatkov nudijo orodje, ki za poljubna raziskovalca poišče njuno
razdaljo sodelovanja, oz. razdaljo soavtorstva. Članek obravnava konkretno uporabo razdalje sodelovanja.
Pri tem gre za nekoliko nenavadno razvrščanje podatkov, pri katerem morajo biti razdalje med elementi
skupine čim večje. Na kratko obravnavamo par uniformnih razvrščanj, pri katerem ima vsaka skupina prve
komponente z vsako skupino druge komponente natanko en skupen element. Omenimo različne kriterijske
funkcije za izračun vrednosti razvrščanj. V praksi uporabimo Wienerjev indeks, ki ga dobro poznamo v
kemijski teoriji grafov. Glavna uporaba našega dela je algoritem za razporejanje serije vzporednih preda-
vanj na večji konferenci.

1 Introduction

In this paper we address the use of collaboration distance
in solving several practical problems. In particular we ap-
ply it to scheduling conference talks in parallel. A problem
facing organizers of large conferences where several talks
are scheduled in parallel is to avoid simultaneous talks of
speakers that may interest the same person, or at least to
minimize the number of attendees who have to choose be-
tween two interesting talks. Another, somehow comple-
mentary task is to schedule similar talks in the same ses-
sion, preferably in the same lecture room and next to each
other. So the main question is, what function one has to
take to measure similarity between two speakers. In this
paper we will use an objective approach to these ends and
simply employ the collaboration distance, information that
is readily available in some bibliographic databases.

2 Collaboration graph and
collaboration distance

2.1 Collaboration graph
Let V be a list of researchers. This list may be obtained in
any manner, but it makes sense to base it on (preferably
authority controlled) lists of authors from bibliographic
databases. We say that u, v ∈ V are adjacent: u ∼ v, if
u and v collaborate. Usually, by collaboration we mean
that they have written a joint publication in the past. In
this sense we consider collaboration to be the same thing
as co-autorship. Since ∼ is a binary irreflexive, symmetric
relation it defines a simple graph G = (V,∼) that we call
the collaboration graph1. Clearly, one has to specify the
data set from which relation ∼ can be deduced. Hence G
depends on the choice of such a data set.

1Here we present the basic model that suffices for our purposes. Note
that some studies use reflexive relation signifying that each author collab-
orates with himself or herself. Also, the graph may be weighted where
the weights on the edges represent the number of joint papers between the
two authors.
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2.2 Collaboration distance

Any connected graph G gives rise to a metric space where
the distance d(u, v) between two vertices u, v ∈ V is de-
fined as the length of the shortest path in G between u and
v. If G is disconnected, each of its connected components
is a metric space and we let d(u, v) = ∞ for vertices in
different connected components. For a collaboration graph
G the expression d(u, v) is called a collaboration distance
between authors u and v.

For basics in graph theory, the reader is referred to [6];
for metric spaces, see [7].

2.3 Data sets

It seems the first idea of collaboration graph and collab-
oration distance appeared as entertainment among mathe-
maticians when measuring how close their research is from
the prolific mathematician Pál Erdős. The corresponding
collaboration distance is called the Erdős number, and was
first formally introduced forty years ago [10]. Scientific in-
vestigation of Erdős collaboration graph began in 2000 [5].
Soon it became clear that the same data set can be used
for computation of collaboration distance between any two
individuals, not only the distance from one particular sub-
ject. One can easily define other collaboration graphs, e.g.
among movie actors. There is an edge between two actors
if and only if they have appeared in the same movie. Col-
laboration graphs became important in social sciences as
prominent examples of social networks. Large social net-
works exhibit characteristic features of random networks.
Modern theory of random networks was born in 1999 [1]
when the model was proposed which explains very well the
nature of social networks such as collaboration graphs.

Nowadays, two large bibliographic databases covering
research in mathematics exist: MathSciNet that is run by
the American Mathematical Society and ZbMath, run by
the European Mathematical Society via Springer. Both
cover most important publications in mathematics, statis-
tics and theoretical computer science. Each of them con-
tains a tool for calculating the collaboration distance be-
tween two authors. In our application the collaboration dis-
tances between speakers were taken from ZbMath.

Unfortunately, other important bibliographic databases
such as Web of Science, SCOPUS or Google Scholar,
do not provide free tools for computing collaboration dis-
tance. Slovenia has an excellent research information sys-
tem SICRIS/COBISS that covers the work of over 15,000
Slovenian scientists. Although it has been analysed with
respect to collaboration distance, only summary results in
form of scientific papers are available, see e.g. [2, 3, 9, 11].
We strongly believe that a collaboration graph and the
corresponding collaboration distance function based on
SICRIS should be made available on-line.

3 Selecting optimal orthogonal
partitions

Here we present an application of collaboration distance to
a sample of individuals.

3.1 Scheduling talks in parallel
Let V be a set of speakers at a scientific conference. As-
sume each speaker delivers a single talk and that all talks
are to be scheduled in parallel in m lecture rooms. Let
n = |V |. To simplify our task we assume that there are t
equal time-slots available and that n = tm.2 Our task is
to partition the set of speakers into t groups U1, U2, . . . , Ut
such that each groupUi containsm speakers that will speak
at the same time. At the same time we want to partition
the speakers into m groups L!, L2, . . . Lm., assigning each
group to a lecture room. In other words we are restricting
our search to the pair of uniform partitions.

Group L1 . . . Lm.
U1 v11 . . . v1m

U2 v21 . . . v2m

. . . . . . . . . . . .
Ut vt1 . . . vtm

Table 1: Partitioning the set of speakers into t clusters Ui,
representing time slots and an orthogonal partitioning into
m clusters Lj , representing lecture rooms.

We would like to choose a partition in which the re-
searchers in each part U work on different topics. A good
measure may be collaboration distance.3 If two researchers
have a paper in common they should probably be in differ-
ent parts. We would like collaboration distances in each
group as big as possible. At the same time we would like
to have the clusters in the other, orthogonal partition to be
as homogeneous as possible. We decided to use a function
that is well-known in chemical graph theory, namely, the
Wiener index.

3.2 The Wiener index of an induced
subgraph and clustering

Let G be a connected graph. The Wiener index W (G) is
defined as:

W (G) = (1/2)
∑
u∈V

∑
v∈V

d(u, v)

2In more general case when the divisibility condition is violated one
could introduce slack or dummy speakers and appropriately define the
distances for them.

3Any of several other measures, such as citations, keywords, etc, could
have been used.
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We may restrict this index to a subgraph, induced by U ⊂
V .

W (G,U) = (1/2)
∑
u∈U

∑
v∈U

d(u, v)

This notion can be found, for instance in [7].
Let U be a partition of V into t parts of size m, each.

The partitioning may be called a clustering and each part
may be called a cluster.

We generalise the notion of the transmission of a vertex
in a graph; see [8]. Let v be a vertex, then the sum:

w(G,U, v) =
∑
u∈U

d(v, u)

is called the transmission of v to U in G. Note that Do-
brynin in [8] only considers the case when U = V . Given
cluster U , the element u ∈ U with minimal transmission is
called a clustroid of U . Clustroids are used in several clus-
tering algorithms. However, we will use them only post
festum.

For a clustering U define

F (U) =
∑
U∈U

W (G,U)

We are searching for an admissible partition U that will
maximise F (U). As we show below one may refine this
search by adding another, orthogonal criterion.

3.3 Orthogonal clusters and orthogonal
partitions

The same data and the same criterion function can be used
in the opposite direction, namely to cluster speakers into
sections. This means that the talks in the same section will
be scheduled consecutively in the same lecture room.

Figure 1: F (U) vs. F (L) for 10000 random permutations
π. The optimal results and Pareto frontier can be found in
the bottom right.

Figure 2: F (U) vs. F (L) for 10 random permutations π
each followed by a local optimisation.The initial scores are
in top left squares while the optimal scores and Pareto fron-
tier can be found on the bottom right circles. Arrows link
each square to the corresponding circle.

In case we want to perform both tasks simultaneously,
we may choose to consider orthogonal partitions. Two
uniform partitions of an mk-set are orthogonal if one has
clusters of size k and the other one of size m and no pair
of elements belongs to both partitions. In one partition we
want to maximize distances while in its orthogonal mate
we minimize distances.

Let c = (U ,L) be a pair of orthogonal partitions of V .
Let F be defined as above. Define the score of (U ,L) to
be F (U) − F (L). Note that each permutation π of V ,
i.e. π ∈ Sym(V ), can be considered as a pair (U ,L).
Hence F (π) = F (U)−F (L). We chose the solution to be
argmaxπ∈Sym(V)F(π).4

The task we wanted to solve was the scheduling of 30
invited speakers of the 8th European Congress of Math-
ematics that is taking place in Portorož, Slovenia in July
2020. The Congress takes place in 5 consecutive days and
each day 6 speakers have to deliver their talks in parallel.

In the first attempt we generated 1000 admissible solu-
tions randomly. The results are depicted in Figure 1. We
also wrote a program for improving each admissible solu-
tion by local optimisation. This improved the quality of the
final solution considerably. Figure 2 depicts 10 runs of our
algorithm. The top left dots correspond to the randomly
generated solutions while the bottom right ones depict the
ones, obtained by a sequence of improvements leading to a
local minimum. The arrows join each initial solution to the
corresponding locally optimal one.

4Note that this can be considered also as a multi-criteria optimisation
problem with score (F (U),−F (L)) with Pareto points being candidate
solutions.
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3.4 Alternative candidates for a score of an
orthogonal pair of partitions.

The choice of F (π) may not be most suitable for the task.

v

v
rR

U

Figure 3: Radius R and the isolation radius r of point v
with respect to U . Points in U are in the gray cloud.

We extend the definition of the radius of a cluster [12],
to the radius of any individual v with respect to the cluster
U :

R(G,U, v) = max
u∈U

d(v, u)

Since our clusters are in a sense anticlusters as they con-
tain individuals being as far apart as possible, it make sense
to define another radius that we call the isolation radius

r(G,U, v) = min
u∈U,d(u,v)>0

d(v, u)

measuring the distance to the nearest element in the cluster;
see Figure 3.

Note that transmissions measure average distance, while
the radius and isolation radius measure maximal and min-
imal distance, respectively. Also, the centroid is a vertex
attaining the maximum radius in has been used extensively
in data science. We may define isolation centroid as the
vertex attaining minimal isolation radius.

Since we are already given a distance matrix, data pre-
processing is not needed. If needed a method that has all
clusters of equal size can be used.

It would be probably interesting to select the pair (U ,L)
by maximizing the sum of isolation radii in U and mini-
mizing the sum of radii in L. There are other well-known
techniques, such as greedy method or integer programming
that should be investigated for this problem.

4 Some further applications of
collaboration distance

Collaboration distance can be used as a basis for natural
structuring of a given list of researchers using standard
clustering methods. We envision several applications of
this approach including two that we mention here.

In the first approach one can focus on researchers be-
longing to a given organization, such as university, insti-
tute, faculty, department, project, etc. The internal struc-
ture of various universities and institutes could be com-
pared to the collaboration network. Figure 4 is just an il-
lustration of a simple application that gives a very natu-
ral stratification of a mathematical department in Slovenia
in which three subgroups of researchers are clearly iden-
tified. Again, collaboration distances from ZbMath were
used. We intend to pursue further studies in this direction.

The second one involves clustering of individuals of a
given bibliographic database. Namely, having collabora-
tion graph consisting of all researchers in a given database
or country would be very useful. One could use it, in prin-
ciple, to analyse similarity between various institutions, re-
search groups and scientific disciplines. Various anomalies
could be detected and used by policy makers to change the
rules in order to avoid it in the future.

While the two mathematics databases (MathSciNet and
ZbMath) provide the users with collaborative distance for a
given pair of authors, most of the databases in other fields,
as well as general databases, do not. This means that ad-
ditional work must be done by users to find collaboration
distances between authors. There are other factors to con-
sider, when calculating Erdős numbers. Firstly, consistent
data on the authors is needed, which implies at least consis-
tent spelling of the names, but preferably authority control
using consistent identifiers5. If this condition is not met,
the results will not be appropriate. Next, the range of pub-
lications considered for calculation, can have a significant
effect on the calculated collaboration distance. For a given
pair of researchers their collaboration distance can be, and
is, different for different databases. That only a certain sub-
class of publications is considered, is more or less an arbi-
trary decision, which is usually a reflection of the scope of
a particular database.

One can envision other situations where different dis-
tances may be significant. For instance, when selecting
referees for a paper one would like to select objective ones,
i.e. the ones that are not co-authors of candidates. On the
other hand we would like so select individuals who know
well the subject, covered in the paper or project under re-
view. This closeness may be measured, for instance by the
overlap of keywords used by the two individuals.

Clearly, a fractional approach [4] in which the collabo-
ration distance is not measured simply as a distance in the
collaboration graph but the number of joint papers shortens
the distance accordingly.

5One of the most well-know identifiers is ORCID.
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Figure 4: Ward method clustering based on the ZbMath collaboration distance for a department gives a reasonable partition
of its members in three groups.

5 Conclusion

The main goal of this paper was to point out that the col-
laboration distance that is available at some high-quality
bilbliographic databases such as MathSciNet and ZbMath
is a useful tool that can be applied to a variety of spe-
cific problems such as scheduling talks at conferecnes or
analysing internal structures of universities, institutes, etc.
However, it would be very useful if one could specify the
types of edges of the collaboration graphs. For instance,
in MathSciNet co-authorship of editorial does not count. It
would be useful if the user could choose criteria for inclu-
sion/exclusion of data from the dataset. An important fact
may be the time-frame of joint publications. For instance,
by looking at recent co-authorships one could easily detect
possible conflicts of interest. For other purposes it would
be helpful to have information how many co-authors con-
tributed to the edge of the collaboration graph and more
generally the number of shortest paths connecting two au-
thors.

Having such a simple tool incorporated into SICRIS
would be an important upgrade of the system. One could
also look at other measures of similarity, however, it would
probably be difficult to get an agreement which ones to in-
clude. We would like to stress that we are not doing mas-
sive data mining. Our real-life calculations involved rather
small data sets. For larger conferences with over 1000 ac-
tive participants one should perhaps look for methods that
would reduce the size of data that is needed to store the
distance matrix. It would be interesting to explore how the
attendees of a conference choose the talks they attend. In
particular, it would be interesting to compare the proposed
clustering approach to the manual organization of talks.
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There are several morphological methods that can solve the morphological rule induction problem. For
different languages this task represents different difficulty levels. In this paper we propose a novel method
that can learn prefix, infix and suffix transformations as well. The test language is Hungarian (which is a
morphologically complex Uralic language containing a high number of affix types and complex inflection
rules), and we chose a previously generated word pair set of accusative case for evaluating the method,
comparing its training time, memory requirements, average inflection time and correctness ratio with some
of the most popular models like dictionaries, finite state transducers, the tree of aligned suffix rules and a
lattice based method. We also provide multiple training and searching strategies, introducing parallelism
and the concept of prefix trees to optimize the number of rules that need to be processed for each input
word. This newly created novel method can be applied not only for morphology, but also for any problems
in the field of bioinformatics and data mining that can benefit from string transformations learning.

Povzetek: Predstavljena je nova metoda za morfološko učenje na primeru madžarščine.

1 Introduction
In the area of natural language processing (NLP), word
structure is an essential information for higher layer anal-
ysis such as syntax, part of speech tagging, named entity
detection, sentiment and opinion analysis, and so on. The
main difference between syntax and morphology is that
while syntax works on the level of sentences, treating indi-
vidual words as atoms, morphology works with intraword
components.

According to morphology models, the words are built
up using morphemes that are the smallest morphological
units that encode semantic information. There are two
types of morphemes: the lemma is the root, grammati-
cally correct form of a word that’s associated with the base
meaning; while affixes are usually shorter character strings
that slightly modify the meaning of the words. These
affixes are language dependent, and can be prepended
(incorrect), appended (flying) or simply inserted into the
words. Prepended affixes are called prefixes, appended af-
fixes are called suffixes, while affixes inserted inside the
words are called infixes. This latter category is rare in most
languages, one example is the Latin verb vincō where the
n denotes present tense. The addition of affixes is called
inflection, while the inverse opereation is called lemmati-
zation.

Languages can be categorized into six main groups

based on their morphological features [1]. Analytic lan-
guages such as English have a fix set of possible affixes for
each part-of-speech category. Isolating languages like Chi-
nese and Vietnamese usually have words that are their own
stems, without any affixes. Languages that have only a few
affix types usually use auxiliary words and word position
to encode grammatical information. In intraflective lan-
guages (Arabic, Hebrew), consonants express the meaning
of words, while vowels add the grammatical meaning. Syn-
thetic languages have three subcategories: polysynthetic
languages like Native American languages contain com-
plicated words that are equivalent to sentences of other
languages; in fusional languages such as Russian, Polish,
Slovak, Czech, the morphemes are not easily distinguish-
able and often multiple grammatical relations are fused into
one affix; agglutinative languages like Hungarian, Finnish,
Turkish have many affix types and each word can contain a
large number of affixes.

For different languages there are different models that
can be used to learn morphological rules, as morphology is
a language dependent area. Creating such models is a com-
plex task, especially for agglutinative languages. In the lit-
erature we can find approaches that are based on suffix trees
and error-driven learning [2] to optimally store transforma-
tion rules and search among them.

Hajic [3] proposed a generalized grammar model,
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suitable for both the synthetic and agglutinative lan-
guages. The author introduces a controlled rewriting sys-
tem CRS 〈A, V,K, t, R〉, where A is the alphabet, V is
the set of variables, K contains the grammatical meanings
(morphological categories), t maps the variables to types
and R is a set of atomic rewrite rules. The substitution
operation defined in the rewrite rules replaces all variables
with some string, all instances of the same variable is re-
placed by the same string. The main parameters of an ele-
mentary substitution rule include the input state id, the out-
put state id, the variable id, the morphological category and
the resulting string. The article provides a formal frame-
work to describe the transformation process, but it does not
detail the rule generation process, since the model assumes
that the rule set is constructed by human experts.

In the two-level morphology model [4], the inflected
words are represented on two levels. The outer or sur-
face level contains the written form of the words, while
the inner or lexical level contains the morphological struc-
tures. For example, the surface level word ”tries” is related
to the lexical level ”try+s”. The lexical level represents
the morphological categories and separator symbols for the
surface form. The model uses a dictionary to store the valid
lemmas and morpheme categories. The transformation be-
tween the lexical level and the surface level is implemented
with a set of finite state transducers. A transducer is a spe-
cial automaton that can model the string transformations.

FSTs (finite state transducers) are widely used to man-
age morphological analysis for both generation and recog-
nition processes. One of the main issues related to this
model is the computational complexity of the implementa-
tions. It was shown that it is inefficient to work with com-
plex morphological constraints [5], where there are com-
plex dependencies among the different morpheme units,
like vowel harmony. The analysis shows that both recog-
nition and generation are NP-hard problems. One of the
most widely known approaches to construct an FST is the
OSTIA method [6, 7]. It first generates a prefix tree trans-
ducer, then merges all the possible states, pushes some out-
put elements toward the initial state and eliminates all the
non-deterministic elements.

The OSTIA algorithm was later improved by Gildea and
Jurafsky [8]. They extended the algorithm with a better
similarity alignment component. Theron and Cloete [9]
proposed a more general method based on edit-distance
similarities of the base and inflected words. The algorithm
learns the two-level transformation rules, calculating the
string edit difference between each source-target pair and
determining the edit sequences as a minimal acyclic finite
state automaton. The constructed automaton can segment
the target word into its constituent morphemes. The algo-
rithm determines the minimal discerning context for each
rule. This processing phase is done by comparing all the
possible contiguous contexts to determine the shortest con-
text.

Regarding current achievements, one important ap-
proach is presented in [10] and [11]. In the proposal of

Goldsmith, a simplified morphology model is used con-
taining substitution of suffixes. The words are decomposed
into sets of short substrings, where the substrings have a
role similar to the morphemes. The proposed method uses
the concept of minimal description length to determine the
appropriate word segmentations.

Another popular and simple method is the so-called tree
of aligned suffix rules (TASR) [12] that is a great match for
morphological rule induction: it can be built very quickly
according to previous evaluations and can be searched very
quickly as well, providing an outstanding correction ra-
tio. Unlike dictionary based systems and FSTs, the TASR
method can inflect even previously unseen words correctly.
The only downside of this model is that it can only han-
dle inflection rules that modify the end of the input word.
In Hungarian we must be able to describe not only suffix
rules, but also prefix and infix rules.

Besides trees, there are existing models that use lattice
structures to store transformation rules. The goal of [13]
is to optimize the lattice size by dropping rules that have
a small impact on the overall results. The rule model uses
similar concepts to the Levenshtein model like additions,
removals and replacements. The paper shows that this lat-
tice based model has a very promising memory constraint,
fast inflection time and a correctness ratio of almost 100%.

In this paper we present a novel model called Atomic
String Transformation Rule Assembler (ASTRA) whose
base concept is similar to TASR, but can handle any types
of affixes, including prefixes, infixes and suffixes as well.
Our test language is Hungarian, a morphologically com-
plex, highly agglutinative language that is frequently tar-
geted by morphological model researchers due to its com-
plexity. In Hungarian, there are a high number of affix
types that can form long affix type chains, moreover each
affix type can modify the base form significantly, using
vowel gradation and changing consonant lengths. The in-
flection rules of the language are complex, and there are
several exceptions, too. Besides morphological rule in-
duction, our model is capable of dealing with any other
string transformation based problems as well. Such prob-
lems can be found in the area of biological informatics (e.g.
investigating DNA sequences) and data mining (e.g. pre-
processing of data including spelling correction and data
cleaning).

The structure of this paper is the following:

– Section 2 introduces the reference methods: dictio-
nary based systems, finite state transducers, the tree
of aligned suffix rules and the lattice based method.

– Section 3 describes the novel ASTRA method: its rule
model, training phase and inflection phase. We also
introduce three search algorithms to speed up inflec-
tion.

– The evaluation of the proposed method can be seen in
section 4. The four metrics we measure and compare
with the base methods are the training time, average
inflection time, size and correctness ratio.
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– In section 5 we present a general application of the
ASTRA model.

2 Background

2.1 Dictionary based models
One of the most basic methods for learning inflection rules
is using dictionaries. A dictionary can be considered as a
D ⊆ W ×W relation for morphological usage: for each
input word it can return an output word.

Usually dictionaries not only contain the inflected forms
of words, but also other semantic information like their
meaning, part-of-speech tag, sample sentences and so on.
There are many language dependent WordNet projects
[14, 15] whose goal is to build such databases. Besides au-
tomatic data mining techniques, these databases are often
validated and corrected by human experts.

Because of the large magnitude of data (the Hungarian
WordNet contains more than 40,000 synsets, i.e. word sets
with the same meaning), dictionaries can take much time
to build. Their advantage is that irregular morphological
forms are guaranteed to be retained, they aren’t dropped by
generalization techniques. Besides the training time, the
downside of dictionaries is the lack of generalization: other
automated methods usually can handle previously unseen
words, too, but dictionaries can only inflect and lemmatize
words they know.

2.2 Finite state transducers
Finite state automaton (FSA) is the base model for finite
state transducers. An FSA is an A = 〈Q,Σ, qε, E, F 〉
where Q is the finite set of states, Σ is the input alphabet,
qε is the start state, E : Q × Σ → Q is the state transition
relation and F is the set of accepting states.

Finite state transducers (FST) [7] extend this model
with additional components, as well as with outputting
strings. There are multiple transducer models. A ratio-
nal transducer is a T = 〈Q,Σ,Γ, qε, E〉 where Q, Σ and
qε are the same as for an FSA; Γ is the output alpha-
bet and E ⊂ (Q× Σ∗ × Γ∗ ×Q) is the state transition
relation. In practice, Σ = Γ. A sequential transducer
is almost the same, except for two additional conditions:
E ⊂ (Q× Σ× Γ∗ ×Q) and ∀ (q, a, u, q′) , (q, a, v, q′′) ∈
E ⇒ u = v and q′ = q′′. A subsequential transducer
is a special sequential transducer that has a sixth compo-
nent: σ : Q → Γ∗ that is the state output function. Such
transducer works in the following way: each input charac-
ter causes a state transition and the label of this transition
is appended to the output string. Finally, the ending state’s
output is also appended, resulting in the final output string.
A transducer is onward if for every state, the state’s out-
put and the state transitions’ outputs starting from this state
have no common prefixes.

FSTs are used extensively while working with string
transformations, because they have optimal sizes and can

produce the output almost in constant time. However, as
we’ll see, with morphological applications, their general-
ization ability is not really usable.

2.3 Tree of aligned suffix rules
There are 3 main types of substrings that can change in a
word during inflection: prefixes, suffixes and infixes. The
substring pre ∈ Σ∗, |pre| > 0 is a prefix of the string s1 ∈
Σ∗ if there exists another string s2 ∈ Σ∗ such that s1 =
pre + s2. Similarly, the substring suff ∈ Σ∗, |suff| > 0 is a
suffix of the string s1 if there exists another string s2 such
that s1 = s2 + suff. The substring inf ∈ Σ∗, |inf| > 0 is an
infix of the string s1 if there exist two other strings s2, s3
such that s1 = s2 + inf + s3 where |s2| > 0 and |s3| > 0.

The TASR model can only work with morphological
rules that modify the end of the words, meaning that it can
only model suffix transformations. This restriction is ac-
ceptable for morphologically simpler languages, but com-
plex agglutinative languages often contain prefix and infix
transformation rules as well.

The goal of the TASR learning phase is to generate a set
of suffix rules from a training word pair set. This set of
rules is denoted by RT = {RT } in this paper. A suffix
rule consists of two components: RT = (σT , τT ) where
σT , τT ∈ Σ∗. Here, σT contains the word-ending charac-
ters that are modified by the rule, and τT contains the re-
placement characters. As an example, for the English verb
try whose past tense is tried, we can generate a suffix rule
where σT = y and τT = ied.

The rule RT1
= {σT1

, τT1
} is aligned with rule RT2

=
{σT2

, τT2
} or shortly RT1

‖ RT2
if ∀s1 ∈ Σ∗ : ∃s2 ∈ Σ∗

such that s1+σT1
= s2+σT2

and s1+τT1
= s2+τT2

. The
aligned-with operator is symmetric, so RT1 ‖ RT2 ⇐⇒
RT2 ‖ RT1 .

If we have a word pair, for example (try, tried) we can
generate multiple aligned suffix rules. The minimal suffix
rule is (y, ied), and after extending this rule with one char-
acter at a time, we get (ry, ried) and (try, tried).

We can define a frequency metric freq (RT | I) for
each rule RT based on the training word pair set I =
{(w1, w2) | w1, w2 ∈W}, counting the number of word
pairs for which RT applies.

For every word pair in the training set, we must first gen-
erate all the aligned suffix rules according to the above def-
initions and insert these rules in a tree (T,⊆). This tree
will consist of nodes nT1 , nT2 , . . . , nTm , each node nTi as-
sociated with a set of rules nTi 7→

{
RTij =

(
σTij , τTij

)}
.

All the rules associated with the same node have the same
context.

Let’s have two nodes: nT↓ and nT↑ . They are asso-
ciated with the rules RT↓i =

(
σT↓i , τT↓i

)
and RT↑j =(

σT↑j , τT↑j

)
, respectively. The nT↓ node is the child of nT↑

or shortly nT↓ ⊂ nT↑ if ∃x ∈ Σ : ∀i, j : σT↓i = x+ σT↑j .
The root node and rules are denoted by nT⇑ 7→{
RT⇑k

=
(
σT⇑k

, τT⇑k

)}
. For the root, the following con-

dition applies: ∀k :
∣∣σT⇑k

∣∣ = minij
∣∣σTij

∣∣.
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Child ruleRT↓ =
{
σT↓ , τT↓

}
is subsumed by parent rule

RT↑ =
{
σT↑ , τT↑

}
(RT↓ < RT↑ ) if σT↓ = x + σT↑ and

τT↓ = x+ τT↑ where x ∈ Σ.
After these definitions, we can define which rule is the

winning rule of node nT↓ among the associated RT↓i =(
σT↓i , τT↓i

)
rules. Let nT↑ be the parent node with rules

RT↑j =
(
σT↑j , τT↑j

)
. The winner rule is R̂T↓ = RT↓k

such that freq
(
RT↓k | I

)
= maxi

(
freq

(
RT↓i | I

))
and

@j : RT↑j > RT↓k .
After that we can build the tree from the generated rules.

Typically the most general rules will be close to the root
node, while the most specific rules will be stored in the
leaves. Therefore, during inflection we can search the tree
in a bottom-up fashion, returning the winner rule of the first
node we find whose context matches the input word. Since
we start at the leaves, the first matching rule will be the
most specific one, having the longest context. This means
that the resulting inflected form will mirror the main char-
acteristics of the training data.

2.4 Lattice based method

The rule model of the examined lattice based inflection
method [13] is a six-tuple R = (α, σ, ω,−→η ,←−η , 〈δi〉),
where

– α ∈ Σ∗ is the prefix of the rule containing the charac-
ters before the changing part,

– σ ∈ Σ∗ is the core of the rule that is the changing part,

– ω ∈ Σ∗ is the postfix of the rule containing the char-
acters after the changing part,

– −→η ∈ N is the front index of the rule’s context occur-
rence in the source word,

– ←−η ∈ N is the back index of the rule’s context occur-
rence in the source word and

– 〈δi〉 is a list of simple transformation steps on the core,
δi ⊆ Σ× Σ.

These rules are generated automatically from training
word pairs, then inserted into a lattice structure, where the
parent-child relationship is based on rule context contain-
ment. In the original paper we formalized multiple lattice
builder algorithms that tried to reduce the size of the result-
ing lattice. The best builder only inserts those rules and in-
tersections into the lattice that are really responsible for the
high correctness ratio, every other redundant rule is elimi-
nated.

As we’ll see, the size characteristics of this model is very
promising, but because of the high degree of generaliza-
tion, the lattice can inflect some words incorrectly. This
is due to the overgeneralization effect of the lattice model
itself.

3 Atomic string transformation rule
assembler

The goal of the Atomic String Transformation Rule As-
sembler (ASTRA) model is to collect atomic, elementary
patterns from a training word pair set during the training
phase, and use the best matching atomic rules for each
input word during the production phase. For these in-
puts, every matching, non-overlapping atomic rule is ap-
plied to produce the correct inflected form. As discussed
previously, using these concepts, the proposed method can
model prefix, infix and suffix inflection rules as well, thus
can be used for morphologically complex agglutinative lan-
guages.

First of all, we define an extended alphabet so that it is
easier to determine where a word starts and ends. Let’s
introduce two special characters, $ that will mark the start
of the word and # that will mark the end of the word. If a
rule’s context contains any of these two special characters,
it will be easier to determine if the beginning or the end of
the word needs to be transformed.

Of course these characters are not part of the original Σ
alphabet. The extended alphabet will be denoted by Σ̄ =
Σ ∪ {$,#}. We also define a new operator on strings that
prepends $ and appends # to the string s: µ (w) = w̄ = $+
w + #. The inverse operation drops the special characters
from the input word: µ−1 (w̄) = w. The set of extended
words is denoted by W̄ .

The input of the training process for the new method is
the same set of word pairs containing the base form and
inflected form of the word, but the first step of the algo-
rithm is to extend these word pairs with our new special
characters. After the extension, we get a new training set
Ī = {(w̄1, w̄2)}.

We split each word pair to matching segments

w̄1 = ψ1
1ψ

2
1 . . .ψ

k
1

w̄2 = ψ1
2ψ

2
2 . . .ψ

k
2

A segment ψi1 → ψi2 is called variant if ψi1 6= ψi2, otherwise
it is called invariant. In a segment decomposition, variant
and invariant segments are alternating.

As one word pair might have multiple segment decom-
positions, we need to select the best one among them. To
quantify the goodness of the decompositions, we use a
segment fitness formula that returns how well-aligned the
ψi1 → ψi2 segment is:

λ1 ·
1

indexmax − indexmin
+ λ2 ·

∣∣ψi2∣∣
where indexmax and indexmin are the maximal and mini-
mal indices of the ith segment, i.e. the maximum and min-
imum of the indices

∑i−1
j=1

∣∣∣ψj1∣∣∣ and
∑i−1
j=1

∣∣∣ψj2∣∣∣, respec-
tively. This formula encodes that invariant segments are
better if their components are longer and the two compo-
nents appear near to each other.
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Example 3.1. Let us choose a training word pair (dob,
ledobott)1 as an example to demonstrate the segment de-
composition algorithm. First, the words are extended with
the special characters: ($dob#, $ledobott#). One valid
segment decomposition is the following: (ψ1

1 = $, ψ1
2 =

$le), (ψ2
1 = dob, ψ2

2 = dob), (ψ3
1 = #, ψ3

2 = ott#). The
middle segment is invariant, while the first and last ones
are variant segments.

For each variant segment, we can define so-called atomic
rules in the form of RA = (αA, σA, τA, ωA) where αA
is the prefix and ωA is the suffix. The rule context that
must be searched in the input words later is γA (RA) =
αA + σA + ωA. We can see that with this rule model, not
only suffix rules can be modelled, because of the new αA
and ωA components.

Let’s take a variant segment ψi1 → ψi2. First,
we need to define the core atomic rule RAic =
(αAic

, σAic
, τAic

, ωAic
) for this segment that has no pre-

fix or postfix, i.e. |αAic
| = 0, σAic

= ψi1, τAic
= ψi2 and

|ωAic
| = 0.

Then, we can extend this core atomic rule with one char-
acter at a time on the left and right sides, symmetrically.
Let’s assume that

∑i−1
j=1

∣∣∣ψj1∣∣∣ = n,
∑k
j=i+1

∣∣∣ψj1∣∣∣ = m and∣∣ψi1∣∣ = l. In this case, the extended rule candidates are
RAij

=
(
αAij

, σAij
, τAij

, ωAij

)
with the following com-

ponents (∀1 ≤ j ≤ min {n,m}):

αAij
= w̄1 [n+ 1− j, n]

σAij
= ψi1

τAij
= ψi2

ωAij
= w̄1 [n+ l + 1, n+ l + j]

Here, w [i, j] denotes the substring of w from the ith to
the jth character.

To make the generated atomic rules unambiguous, we
have to make sure that the context of the rules only ap-
pear once in the base form of the word (w̄1). Every atomic
rule candidate whose context appears more than once in the
base form of the word is dropped from the final set.

Example 3.2. Using the winning segmentation of example
3.1, the following atomic rules can be generated from the
word pair (dob, ledobott): (−, $, $le,−), (−, $, $le, d),
(−, $, $le, do), (−, $, $le, dob), (−, $, $le, dob#),
(−,#, ott#,−), (b,#, ott#,−), (ob,#, ott#,−),
(dob,#, ott#,−), ($dob,#, ott#,−).

Transforming a word w̄ ∈ W̄ using the atomic rule
RA = (αA, σA, τA, ωA) can be defined as

χA (RA, w̄) =

{
w̄ if γA (RA) 6⊆ w̄, or
w̄ \ γA (RA) [σA → τA]

where w̄ \ γA (RA) [σA → τA] means that we need to
search γA (RA) in w̄, and replace σA with τA.

1Hungarian for (throw, threw down). Note that we add two affixes, one
for the past tense and one preverb for down.

The base form of the method doesn’t require to build a
tree, we can simply group the atomic rules based on their
contexts. A rule group is defined as a set of atomic rules
ΓA = {RAi

= (αAi
, σAi

, τAi
, ωAi

)} where ∀RAi
, RAj

∈
ΓA : γA (RAi

) = γA
(
RAj

)
. The context of the rule group

is γA (ΓA) = γA (RA) ∀RA ∈ ΓA.

Example 3.3. For the atomic rules of example 3.2, we
can produce nine different rule groups, each contain-
ing a single atomic rule except for the rule group with
context $dob# that contains both (−, $, $le, dob#) and
($dob,#, ott#,−).

The goal of the training phase is to produce a set of rule
groups RA = {ΓA} based on the training word pair set
Ī. The generated atomic rule set can be used to inflect the
given input words based on the training word pair set. For
each input, our goal is to choose some atomic rules that
match the input word. Rules with longer matching sub-
strings in the input word are better than rules with shorter
matching substrings. The fitness function is

f (RA | w̄) =
|γ (RA)|
|w̄|

· θk (γ (RA) , w̄)

where k is a parameter and the θ function returns how simi-
lar the rule context is to the input word. To simplify things,
we used k = 1 and a discrete θ function that returns 1 if
γ (RA) ⊆ w̄, and 0 otherwise.

Using this fitness function, we can choose the first n
atomic rules that are best suited for the given input word
where n is a parameter. We implemented three separate
candidate selector algorithms. The first one is a sequential
algorithm that processes each rule group one by one. If
a rule group’s context matches the input word, its atomic
rules are added to the resulting set of candidate rules. The
second one is a parallel algorithm that does the same thing
in a divide and conquer manner, processing the rule groups
in parallel. The number of threads depends on the num-
ber of our CPU cores. The third one uses a prefix tree
that is built from the rule groups during the training phase.
With the prefix tree, we can speed up the candidate search
process by searching substrings of the input words. If a
substring is found in the prefix tree, the appropriate rule
group’s atomic rules are added to the resulting set.

Since there might be multiple overlapping rule candi-
dates that would transform the same substring of the word
leading to ambiguity, among these rules only the first one
is used, the others are dropped. After we chose the best
non-overlapping rules, we can apply them one by one on
the input word, producing its inflected form.

4 Evaluation of the proposed
method

For evaluation purposes, we used a training word pair set
generated by [16]. We chose the Hungarian accusative case
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Figure 1: Training time and average inflection time of the methods

as our target affix type and used up to 10,000 training word
pairs.

We compared a custom dictionary implementation,
Lucene’s FST method, the TASR model, the previously
mentioned lattice based method and the proposed ASTRA
method, measuring their training times, their average in-
flection times, the sizes of their rule base and their correct-
ness ratios, i.e. how much percent of evaluation words are
inflected correctly after the training phase. If W+ is the set
of evaluation words for which the model yields a correct in-
flected form, and W− is the set of failed evaluation words,
then the correctness ratio is W+/ (W+ +W−). Where
applicable, we also measured the differences using the se-
quential, parallel or prefix tree search algorithm in case of
ASTRA.

In Figure 1a we can see the training time of the methods,
using logarithmic scale for the y axis. As we can see, there
are three different clusters based on the training time. The
fastest solution is to store the already available set of word
pairs in a dictionary, because we only have to store these
records, no extra processing occurs. Building an FST is the
next in line, but it has very similar characteristics to the AS-
TRA method. If we include the prefix tree building as well,
the ASTRA’s training time increases a bit. The third clus-
ter consists of the TASR and the lattice based methods. It
can be seen that building a tree of aligned suffix rules takes
more time as the previous methods, and the complexity of
the lattice adds even more time to the TASR’s results.

Figure 1b shows the average inflection time of the meth-
ods. As we can expect, if we use an appropriate hash func-
tion in the dictionary implementation, retrieving the match-
ing record for each input word becomes almost constant

in time. The second best method as for average inflection
time is the FST: it also has a very plain curve, but it’s a
bit higher than the dictionary’s. ASTRA with a prefix tree
comes next, but it’s very close to the line of the lattice based
method. The remaining methods have much steeper curves:
TASR comes next, but the parallel search function with AS-
TRA is very close to it; while the worst inflection time is
achieved by the sequential search function. Note that al-
though the inflection time of the prefix tree search variant
is the best for ASTRA, it means a bit overhead during the
training time. However, even with this overhead, we can
say that it’s worth using it.

In Figure 2 we can see the overall size of the rule bases,
i.e. the number of word pairs in the dictionary, states in the
FST, nodes in the TASR and the lattice, and atomic rules in
case of ASTRA.

It is not surprising that there are more generated atomic
rules in ASTRA than nodes in the tree of aligned suffix
rules, since the atomic rule definition allows to have mul-
tiple variant segments in a word pair and from these vari-
ant segments, multiple core and extended atomic rules can
be produced. On the other hand, TASR will only generate
one minimal suffix rule per word pair and all of its aligned
extensions. The advantage of the ASTRA model is that
even with this higher number of rules and the prefix tree,
we can train it faster than a TASR. Moreover it can cover
more cases, including prefix, infix and suffix rules. The
built FST has better size characteristics, because its builder
algorithm merges every state that can be merged without
losing information from the original training word pair set.
It can be seen from the line of the dictionary that the num-
ber of states in an FST and the number of rules in the AS-
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Figure 2: Size of the rule bases

TRA and TASR are higher than the number of input word
pairs. However, the minimal lattice builder algorithm pro-
duces an even better lattice size, as the number of nodes in
the resulting lattice is lower than the size of all the other
structures.

Finally, Figures 3a and 3b show the correctness ratio of
the models. The results of the left side were achieved by
using disjoint training and evaluation word pair sets. We
can see that the correctness ratio platoes a bit below 95%
for TASR and ASTRA, the latter one performing a bit bet-
ter. It can be also seen that the lattice based method is
worse, probably because of its higher degree of generaliza-
tion. When we examined the results of the lattice compared
to TASR and ASTRA, we saw that in multiple cases the lat-
tice found a node whose rule resulted in an invalid inflected
form. The correctness ratio of the dictionary and the FST
is 0%, because they could not generalize at all. For the dic-
tionary, it is understandable, because a dictionary is a static
map of word pairs. On the other hand, although an FST
can generalize, these types of morphological applications
don’t benefit from this generalization, as the generalized
transformations do not result in real inflection rules.

On the right side of the figure, we can see what happens
if we use the first 100, 200, . . . 10,000 word pairs to train
the methods, and then use the same 10,000 word pairs for
evaluation. All the methods have an almost 100% correct-
ness ratio at the end of the diagram. The only reason that
we cannot reach 100% is that in the training word pair set
there are records with the same lemma and different in-
flected forms such as örömöt and örömet that are two valid
inflected forms of the Hungarian word öröm (joy in En-
glish). The difference resides in the characteristics of the
curves. The dictionary and the FST cannot really gener-
alize inflection rules, so their lines are linear. The other
methods can reach higher percentages more quickly, but
as we can see, the ASTRA method is even better than the
TASR in that it can produce a better correctness ratio with

a smaller number of training word pairs. The lattice based
method is worse than TASR and ASTRA in this case as
well.

5 General application of the ASTRA
model

One of the scientific areas of applying string algorithms
including string transformation based methods is the area
of bioinformatics and computational biology [17]. DNA
sequences are modelled using strings of four characters
matching the four types of bases: adenine (A), thymine (T),
guanine (G) and cytosine (C). One of the goals of bioinfor-
maics is to compare genes in DNAs to find regions that are
important, find out which region is responsible for what
functions and features and determine how genetic informa-
tion is encoded. The process of DNA analysis is a very
computational intensive task, that’s why modelling, statis-
tical algorithms and mathematical techniques are important
aspects of success.

Besides applying string transformations, computational
biology uses many string matching and comparison tech-
niques as well [18]. Finding the longest matching sub-
strings of two strings (DNA sequences) helps in finding the
best DNA alignments and thus comparing different DNA
sequences, finding matching parts and differences. One
of the techniques used for this comparison is the applica-
tion of the edit distance computation originally published
by Levenshtein [19] for morphological analysis.

Another application area where string transformation
based methods are applied is data mining. Data mining en-
gines usually consist of multiple phases to extract informa-
tion out of unannotated training data such as long free texts.
The first phase is often called data cleaning, where the raw
input data is preprocessed so that invalid records are either
removed or fixed before moving on with the data mining
algorithms. One way to fix the typos and other errors in
free texts is spelling correction. Spelling correction can be
interpreted as learning those string transformations that can
transform an unknown word containing typos to the clos-
est known word. There are multiple techniques to solve
this problem, usually iterative algorithms perform better as
there can be multiple problems with a word that are eas-
ier to fix in multiple steps [20]. The goal is to find a word
w ∈ W for any unknown string s so that their distance
d (w, s) < δ is lower than an acceptable threshold.

A third, more intuitive non-morphological application of
the ASTRA model is character sorting. Let’s have a ran-
dom string s ∈ Σ∗ with a given length of |s| = n. The goal
is to rearrange the characters in s so that for each index i,
1 ≤ i < |s|, si ≤ si+1 for a given partial ordering, for
example lexicographic ordering.

For our evaluation, we used input lengths 100, 200, . . . ,
3000. For each input length, we generated a random string
and applied a pre-trained ASTRA on the string incremen-
tally until the output was equal to the input. Then we
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Figure 3: Correctness ratio with disjoint and common training and evaluation data sets
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checked if the final output contained the expected ordering,
and found that all of the results were correct.

For the training process of the ASTRA, we generated a
training word pair set. Each word pair contained a neces-
sary transformation as the core, such as (ba, ab), (ca, ac),
. . . , (zy, yz). To make the rules more noisy, we also gen-
erated a random string of 10 characters and prepended and
appended it to both words in the word pair. For each word
pair, this random prefix-suffix part was different. The re-
sults were all correct. The number of required iterations
and the sorting time is displayed in Figure 4.

Unlike ASTRA, the other examined methods could not

sort the characters correctly. The dictionary and FST meth-
ods, as we saw previously, cannot be used for inputs that
are not present in the training word pairs set. TASR can
only transform inputs that should be modified at the end.
The lattice based method’s disadvantage in this case is that
it is not position agnostic, therefore it cannot determine
the atomic transformations necessary for sorting the char-
acters.

6 Conclusion
In this paper we presented the novel ASTRA model. The
motivation was that although the TASR method can han-
dle suffix morphological rules extremely well, it cannot
describe rules modifying the beginning or the middle of
words. In the target language of our research, Hungar-
ian, there are a few affix types that have prefix inflection
rules. The proposed rule model contains multiple com-
ponents to not only store the changing part of the word,
but also its preceding and following characters. We also
defined a novel training algorithm that can generate such
rules and store them in rule groups. A fitness function was
defined that helps us choose the best rules from the rule
database for each input word and make sure we can pro-
duce the inflected form easily. Finally, we implemented
three search algorithms: one sequential, one parallel and
one prefix tree based search function. We evaluated the
proposed method, comparing its training time, average in-
flection time, size and correctness ratio with the same met-
rics of some base models, including a dictionary based sys-
tem, Lucene’s FST implementation, the TASR method and
a lattice based model. The training time of ASTRA is ex-



String Transformation Based Morphology Learning Informatica 43 (2019) 467–476 475

ceptional, only the dictionary’s and FST’s training times
are better, even if we also build a prefix tree from the gen-
erated rules. The same can be said about the average inflec-
tion times. The size of ASTRA is the worst compared to
the other methods, but this is not really a problem, because
the inflection time does not get worse, and we can handle
more general inflection rules. The correctness ratio is also
exceptional, moreover it reaches higher percentages even
with less knowledge, i.e. fewer training word pairs than for
example the TASR method. Besides these metrics, the ad-
vantage of the proposed novel ASTRA method is that it can
be used not only for morphological rule induction, but also
for any types of problems that can be modelled with string
transformations. To demonstrate this, we adapted ASTRA
to a character sorting problem with a correction ratio of
100%.
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Requirements for recommendation systems are currently on the raise due to the huge information 

content available online and the inability of users to manually filter required data. This paper proposes 

a Feature augmentation based hybrid collaborative filtering using Tree Boosted Ensemble (TBE), for 

prediction. The proposed TBE recommender is formulated in two phases. The first phase creates 

category based training matrix using similar user profiles, while the second phase employs the boosted 

tree based model to predict ratings for the items. A threshold based filtering is finally applied to obtain 

precise recommendations for the user. Experiments were conducted with MovieLens dataset and 

performances were measured in terms of Mean Absolute Error (MAE) and Root Mean Square Error 

(RMSE). The proposed model was observed to exhibit MAE levels of 0.64 and RMSE levels of 0.77 with 

a variation level of ±0.1. Comparisons with state-of-the-art models indicate that the proposed TBE 

model exhibits reductions in MAE at 6% to 14% and RMSE at ~0.2. 

Povzetek: Avtorji so razvili novo metodo za svetovalne sisteme, temelječo na bogatitvi atributov za 

filtriranje s pomočjo spodbujevalnega ansambla dreves (TBE). 

1 Introduction 
Information explosion has led to a huge amount of data 

being generated online. However, human intellect and 

perception levels are stable, leading to difficulty in 

processing all the information available to them [1]. This 

has led to the formulation of prescription based models   

that provides automatic recommendations to the users. 

Such automated recommendations help users to a large 

extent by categorizing the information and providing the 

most significant information to the users such that they 

do not miss them. Systems enabling such automated 

categorizations and filtering are called recommender 

systems. 

Recommender or a recommendation system is a 

specialized information filtering model that performs 

predictions based on the preference a user provides to an 

item. The preference levels are measured using ratings 

provided by the user to the item or similar items [2]. User 

ratings are analyzed and items similar to best rated items 

are recommended for the users. Recommender systems 

are not sidelined to predicting products alone. Due to the 

high online usage levels, such systems have become very 

popular and are currently used to predict books [3], 

music, news, research articles and even search queries, 

jokes and restaurants. Some of the current and most 

popular recommendation systems were music predictions 

by Last.fm and Pandora radio. Interests in 

recommendation systems were sparked by the Netflix 

challenge that offered a prize of $1 Million for improving 

their model by 10% [4]. 

Recommendation systems can be designed in three 

major aspects [5] namely; collaborative filtering, content 

based filtering and hybrid recommenders. Collaborative 

filtering models [6] are based on analyzing the user’s 

behaviors and preferences to provide predictions. Major 

advantages of using such models are that they are based 

on available and machine analyzable content. This makes 

their recommendations more accurate and relatable. 

However, they suffer from issues like data sparsity, data 

unavailability (cold start) [7] and data volume [8]. 

Content based recommenders [9] are based on items that 

model user’s profiles. Predictions are based on the 

created profiles. Hybrid recommenders [10] are a 

combination of collaborative and content based 

recommenders. 

This paper proposes a feature augmentation based 

collaborative filtering mechanism to predict items 

preferred by users. It uses a model based 

recommendation approach, where prediction is modelled 

as a regression problem. Recommendations are usually 

fine-tuned to users. Hence predictions for one user 

pertain to that user only. The proposed collaborative 

filtering architecture is modelled in two phases. The first 

phase deals with identifying the current user’s interests 

and forming their profile, finding users similar to the 

current profile and identifying the item vectors pertaining 

to similar users. Most recommendation systems stop at 

this level to provide recommendations. The proposed 

approach moves further by building a training matrix 

from the item vectors that is passed to the next phase. 

The second phase uses a boosted tree based ensemble to 

create a prediction model that is used for the final 

predictions. Experiments and comparisons indicate the 
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high effectiveness of the proposed model as it exhibits a 

considerable reduction in the Mean Absolute Error 

(MAE) and the Root-Mean-Square Error (RMSE) in 

comparison to existing state-of-the-art models.  

The remainder of the paper is organized as follows: 

section 2 presents the literature review, section 3 presents 

the problem formulation, section 4 presents a detailed 

description of the proposed ensemble model, section 5 

presents the experimental results and section 6 concludes 

the work. 

2 Literature review 
This section discusses some of the recent contributions in 

the domain of recommendation systems.  

An artificial neural network based recommendation 

system that uses content-based modelling for predictions 

was proposed by Paradarami et al. in [11]. This work 

performs model based predictions by utilizing user 

reviews. Model based predictions are hybridized with 

ANN to perform enhanced predictions. A similar 

hybridized recommendation model specifically for e-

learning environments was proposed by Chen et al. in 

[12]. Several hybrid versions of recommenders are 

currently on raise, like user specific hybrid recommender 

for offline optimization by Dooms et al. [13], an 

augmented matrix based hybrid system by Wu et al. [14], 

a latent factor based recommendation system by Zheng et 

al. [15] and a linear regression based collaborative 

recommendation model by Ge et al. [30].  

Utilizing metaheuristics for recommendations have 

currently been on the raise due to the increase in data 

volume. A cuckoo search based collaborative filtering 

model was proposed by Katarya et al. in [16]. This model 

uses k-means clustering for user grouping and cuckoo 

search for the process of prediction. Other metaheuristic 

or evolutionary algorithm based recommendation 

systems include memetic algorithm and genetic 

algorithm based recommender system by Banati et al. 

[17], PSO based recommender system [18] and fuzzy ant 

based recommenders by Nadi et al. [19]. 

A weighting strategy based recommender that 

performs genre based clustering was proposed by Fremal 

et al. [20]. This method analyzes twelve weighting 

strategies in terms of MAE and RMSE to obtain the best 

weighting model for effective recommendations. A 

similar multiple clustering based recommendation model 

was proposed by Ma et al. in [21]. A trust and similarity 

based recommender for leveraging multiviews was 

proposed by Guo et al. in [22]. A prediction system to 

recommend complimentary products was proposed by 

McAuley et al. in [23]. This model concentrates in 

identifying substitutable versions of customers’ interests. 

A coordinate based recommendation system SCoR was 

proposed by Papadakis et al. [32]. This model uses a 

combination of matrix factorization and collaborative 

filtering to improve the prediction process. A user 

perception based model was proposed by Chen et al. 

[33]. This is a critiquing based model that considers 

user’s perception of products for the prediction process.  

Although several models for recommendations are 

available, most of them follow the regular filtering 

mechanisms, resulting in huge data for processing, 

thereby increasing the computational complexity to a 

large extent. 

3 Problem formulation 
The collaborative filtering model has been formulated as 

a prediction problem, where the proposed Tree Based 

Ensemble (TBE) model predicts the probable ratings that 

will be provided by the user for a particular item. 

Let CL be the set of customers, where 

CL={C1,C2,C3…Cm} and PC be the purchase list of a 

customer, where the item purchased ix and corresponding 

rating given to the item rx are the mandatory components. 

All available n items are contained in the items list 

I={i1,i2,i3…in}. The ratings are formulated as real 

numbers R in the interval [rmin ,rmax], where rmin and rmax 

are defined by the domain.  

The problem is to predict a set of items from I for a 

customer C such that the customer would have a high 

probability of purchasing it, pertaining to constraints 

given in eq 1. 

𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝐶 = {𝑖𝑥|𝑖𝑥 ∈ 𝐼 ⋀𝑖𝑥 ∉ 𝑃𝐶} (1) 

4 Collaborative filtering using tree 

based boosted ensemble  
Collaborative filtering is the process of predicting a 

user’s interests based on their past behaviors. This paper 

proposes a model based collaborative filtering approach 

using a boosted ensemble. Algorithm for the proposed 

collaborative filtering architecture is given below. 

Algorithm: 

1. Input user (C) for recommendation 

2. Generate item list IC  from the customer purchase 

history 

3. Generate rating list IRC using Eq. 3 

4. Identify similar users (NC) by selecting users with 

common item list using Eq. 4 

5. Generate rating list by adding the item and ratings 

given by C and NC 

6. Identify correlation between the rating vectors of C 

and NC using Eq. 6 

7. Filter items with correlation levels higher than the 

similarity threshold ρThresh 

8. Identify categories of the selected items 

9. Normalize categories to obtain the training matrix 

(T) 

10. Create the recommender model by applying T to 

the boosted tree based ensemble 

11. Predict ratings for all the available items  

12. Filter n best items with highest ratings as 

recommendations to the user C 

The proposed collaborative filtering architecture has 

been modelled in two major phases namely; profile 

induced item matrix creation using feature augmentation 

and ensemble based predictions. The first phase collects, 
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filters and integrates data corresponding to the user for 

whom the recommendation is to be made. The second 

phase creates a boosted ensemble, trains it using the 

created training data and provides predictions.  

4.1 Profile induced item matrix creation 

using feature augmentation  

Recommendation systems are built for heterogeneous 

users. Every user’s requirements is distinct, however 

there also exists slight similarities with other users in the 

system [24]. Hence it is important to identify and build 

appropriate profile for the current user for the model to 

be trained upon. Effectiveness of predictions depends 

entirely on the quality of the training data built at this 

phase. The process of building the user’s profile is 

performed using Feature Augmentation. Feature 

Augmentation is the process of computing a set of 

features to be passed to the subsequent phase for 

evaluation. 

 The initial phase of this process is to generate an 

item list from the purchase history of the customer under 

analysis. This is given by 

𝐼𝐶 = {𝑖𝑥|𝑖𝑥 ∈ 𝐼 ∧ 𝑖𝑥 ⊂ 𝑃𝐶} (2) 

Where ix is an item from the set of all items 

purchased by the customer. 

The ratings pertaining to the item list IC are 

integrated to obtain the user’s preferences.  

𝐼𝑅𝐶 = {(𝑖𝑥 , 𝑟𝑥)|(𝑖𝑥 , 𝑟𝑥) ⊂ 𝑃𝐶} (3) 

Where rx  is the rating corresponding to item ix. 

The mere factor that the customer has purchased an 

item does not guarantee the person’s affinity towards the 

product. Hence affinity levels for the product are 

obtained by integrating the ratings.  

The next step is to identify users with interests 

similar to the current user C. Identifying similarities 

begins by identifying the commonalities existing 

between C, the current user, paired with all the other 

existing users (NC). This is given by 

𝐼𝐶𝑜𝑚𝑚𝑜𝑛 = 𝐼𝐶 ∩ 𝐼𝑁𝐶    ∀   1 ≤ 𝑁𝐶 ≤ 𝑚 ∧  𝑁𝐶 ≠ 𝐶   (4) 

Where IC and INC correspond to items purchased by 

customers C and NC. 

The common items identified in ICommon are integrated 

with their corresponding ratings from C and NC, to 

create the ratings matrix, which is given by, 

𝐼𝑅𝐶𝑜𝑚𝑚𝑜𝑛 = {(𝑖𝑥 , 𝑟𝑐 , 𝑟𝑛𝑐)|(𝑖𝑥 , 𝑟𝑐) ⊂ 𝑃𝐶  ∧  (𝑖𝑥 , 𝑟𝑛𝑐) ⊂
𝑃𝑁𝐶} (5) 

Where rc is the rating given to product ix by customer 

C and rnc is the rating given to product ix by customer 

NC. 

Correlation of ratings rc and rnc between the current 

customer C and every other customer NC is determined 

to identify the similarity levels between the two 

customers. Similarities are identified between two rating 

vectors, and  a similarity identification model is used for 

the process [25]. Some of the common similarity 

measures are Euclidean distance, Minkowski distance 

and Pearson correlation [2]. Distance based measures 

requires the input vectors to be standardized prior to 

operations, while major advantage of a correlation based 

model is that they operate based on cosine similarities, 

hence do not require standardized values. This avoids the 

additional overhead of standardizing the input data. 

Hence the proposed TBE model uses Pearson correlation 

as the similarity measure identifier. TBE model uses all 

the items identified as common (entire population) to 

obtain the similarity, which is given by 

𝜌𝐶,𝑁𝐶 =
𝑐𝑜𝑣(𝑅𝐶,𝑅𝑁𝐶)

𝜎𝑅𝐶
𝜎𝑅𝑁𝐶

 (6) 

Where RC and RNC are the rating vectors 

corresponding to C and NC , the numerator calculates the 

covariance of RC and RNC, the denominator calculates the 

product of standard deviations of RC and RNC. 

The final item set is obtained by filtering item data 

satisfying the similarity threshold (ρThresh). The similarity 

threshold is domain and data dependent. The proposed 

TBE model sets a similarity threshold of 0.5 for analysis. 

Items corresponding to users with satisfied thresholds are 

considered for building the training matrix. The selection 

criteria for items is given by 

𝐼𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑 = {𝑖𝑥|𝑖𝑥 ∈ 𝐼𝑅𝐶𝑜𝑚𝑚𝑜𝑛 ∧ 𝑖𝑥 ∈ 𝐼𝑁𝐶 ∧ 𝜌𝐶,𝑁𝐶 <

𝜌𝑇ℎ𝑟𝑒𝑠ℎ}  (7) 

Item categorization plays a vital role in determining 

the details pertaining to items. Training data for TBE is 

constructed with the item categorization details, rather 

than the actual items. Broader and highly specific 

categorizations tend to provide more accurate results. 

The proposed model also deals with integrating items 

falling under multiple categories. Categories pertaining 

to items under ISelected are obtained. Item categorizations 

tend to be nominal rather than numeric. Hence they are 

normalized with 1-of-n encoding to obtain the numeric 

training data matrix (T) for training the ensemble model. 

4.2 Ensemble based Predictions  

Model based recommenders utilize a machine learning 

model to predict recommendations for a user. The 

proposed TBE model builds a boosted tree ensemble for 

prediction. 

Ensemble modelling [26] is the process of 

incorporating multiple models for prediction, rather than 

relying on the results of a single model. Boosting is a 

machine learning ensemble aimed to reduce bias and 

variance in the prediction system to provide an effective 

prediction model. It is a supervised learning approach 

operating by creating a set of weak learners to form a 

single strong learner. This work uses decision trees to 

build the model for recommendations based on the 

training data [27].  

The proposed boosting model operates by iteratively 

training the algorithm based on the resultant errors from 

previous iterations. 

Let DT(x) be the base decision tree used for training. 

The process of prediction is given by 
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𝑦′ = 𝐷𝑇(𝑥) (8) 

Where y’ is the prediction given by the decision tree 

model DT. However, being a weak learner, the 

predictions by DT will constitute errors e, which can be 

given by 

𝑒 = 𝑦′ − 𝑦 (9) 

Where y is the actual solution and y’ is the predicted 

solution. 

The next level prediction model is built by 

integrating the error component e into the prediction 

model. This is given by 

𝑦′′ = 𝐷𝑇(𝑥) + 𝑒 (10) 

Similarly, the next level error is given by 

𝑒′ = 𝑦 − 𝑦′′ (11) 

The next model training incorporates e’ into the 

training process. This is iteratively performed until the 

error e reaches an acceptable threshold. 

Training data for the recommendation problem is 

modelled with category based training matrix constructed 

from item ratings obtained from similar users. Rating 

corresponding to the item vector is incorporated as the 

class label for the training matrix (T). The training matrix 

is passed to the boosted decision tree and the trained 

model is obtained. The process of training matrix 

creation and prediction is repeated for each user 

individually on every recommendation requirement, to 

obtain result pertaining to an individual user. 

Test data is obtained by considering the items not 

contained in the purchase list of customer C. The 

formulation of test data is given by 

𝐼𝑇𝑒𝑠𝑡 = {𝑖𝑥|𝑖𝑥 ∈ 𝐼 ∧ 𝑖𝑥 ∉ 𝑃𝐶} (12) 

Categories corresponding to ITest are obtained and 1-

of-n encoding is applied to obtain the test matrix. TBE is 

formulated as a regression model. Hence an error level of 

0.001 is set as the acceptable error limit for the TBE 

model.  

The results provide probable user ratings for each 

item. Recommendations can be provided by sorting the 

results in decreasing order and providing the top n rated 

products as probable recommendations. 

5 Experimental results 
The proposed TBE model is implemented using Python 

and uses MovieLens data [28, 29] for analysis. 

MovieLens is a benchmark dataset used to validate 

recommendation systems. The dataset pertaining to 

1Million reviews is considered for evaluation. It contains 

details pertaining to 6040 users and provides reviews for 

3952 movies. Ratings are provided on a 5 point scale. 

The dataset also contains categorizations of movies in 

terms of genres. A single movie sometimes belongs to 

multiple genres, providing scope for multiple options. 

The proposed model operates by considering movies as 

items and genres as the categorization parameters. 

Recommendation models are usually measured in 

terms of Root-Mean-Square Error (RMSE) and Mean 

Absolute Error [13, 31]. 

𝑀𝐴𝐸 =
1

𝑁
∑ |𝑦𝑖 − 𝑦′𝑖|𝑛

𝑖=1  (13) 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝑦𝑖 − 𝑦′𝑖)2𝑛

𝑖=1  (14) 

Where yi  and  yi’ are the actual and the predicted 

ratings for the N test reviews. MAE measures the 

effectiveness of the predictions. Smaller MAE values 

exhibit better predictions. RMSE depicts the stability of 

the predictions, in other words, the prediction variance. 

Low MAE values represent a good predictor, while high 

RMSE values indicate high variability in predictions. 

Performance of the proposed model is measured in 

terms of RMSE and MAE. Scalability of the model is 

measured by sampling the data from 100K reviews, 

moving up to 1 Million reviews. Exhibited results were 

attained by performing 1000 iterations and identifying 

the mean of the obtained predictions. 

Mean Absolute Error (MAE) corresponding to 

datasets of various sizes is shown in figure 1. It could be 

observed that the proposed TBE model exhibits similar 

MSE values exhibiting low fluctuations irrespective of 

the data size. The best MAE was observed to be 0.51, 

and average MAE was observed to be 0.64, with 

fluctuation levels of ±0.1. This exhibits the stability of 

the proposed model irrespective of the data size. 

 
Figure 1: Mean Absolute Error Analysis for Varied 

Sized Input Data. 

Root-Mean-Square Error (RMSE) corresponding to 

datasets of various sizes is shown in figure 2. It could be 

observed that the proposed TBE model exhibits similar 

RMSE values exhibiting low fluctuations irrespective of 

 
Figure 2: Root-Mean-Square Error Analysis for 

Varied Sized Input Data. 
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the data size. The best RMSE was observed to be 0.62, 

and average RMSE was observed to be 0.77, with 

fluctuation levels of ±0.1. This exhibits the low 

variability in prediction levels of TBE. 

 
Figure 2: Root-Mean-Square Error Analysis for 

Varied Sized Input Data. 

Enhanced performance of the proposed model is 

attributed to the two major factors, feature augmentation 

and the tree based boosted ensemble. Feature 

augmentation is based on the user’s profile. Hence the 

input data contains several attributes depicting the user’s 

profile. This results in the model being highly fine-tuned 

towards the user’s requirements. This enables better 

predictions. further, usage of the boosting model ensures 

that every wrong prediction increases the weight of the 

instance. This enables even rarely found instances to 

have a significant impact on the final prediction process. 

These factors enable enhanced results in the proposed 

model. 

The actual performance values for TBE is tabulated 

and shown in table 1. Best performances are shown in 

bold. Moderate MAE and RMSE values indicate 

effectively reduced error levels and low variability levels 

in predictions. Time requirements for the proposed 

model exhibits linear time requirements by the TBE 

model. 

Dataset MAE RMSE Time(s) 

100K 0.630135 0.806763 9.197 

200K 0.746131 0.841447 20.662 

300K 0.506511 0.625448 51.306 

400K 0.617964 0.724338 88.696 

500K 0.757933 0.871471 94.607 

600K 0.590549 0.705942 112.125 

700K 0.710233 0.835888 105.766 

800K 0.618823 0.753463 108.144 

900K 0.641097 0.77633 113.657 

1M 0.629914 0.763647 118.935 

Table 1: Performance Levels on Data with Varied Sizes. 

Comparison of the proposed model is performed 

with the weighted strategy based model (SW I, MLR and 

CM II) proposed by Fremal et al. [20] and K-Means and 

Cuckoo Search based model proposed by Katarya et al. 

[16]. Both these models are recent and also considers the 

MovieLens data for their prediction process. Hence this 

work considers the two models for comparison.  

A comparison on MAE values of the proposed model 

with SW I, MLR, CM II and K-Means Cuckoo is shown 

in figure 3. It could be observed that the proposed TBE 

model exhibits lowest MAE levels, exhibiting reduction 

levels in the range of 6% to 14%. 

 
Figure 3: Mean Absolute Error Comparison. 

A comparison on RMSE values of the proposed 

model with SW I, MLR, CM II and K-Means Cuckoo is 

shown in figure 4. It could be observed that the proposed 

TBE model exhibits lowest RMSE levels (0.76), while 

the other models exhibits RMSE levels >0.9. This 

exhibits that the variance levels of the proposed model is 

low compared to the other models. Low variability levels 

indicate high prediction reliability of the proposed TBE 

model. 

 
Figure 4: Root-Mean-Square Error Comparison. 

6 Conclusion 
Recommendations have become one of the major 

requirements in the current information rich world. 

However, the voluminous data available for the 

recommendation engines poses a huge challenge. This 

paper proposes a feature augmentation based tree 

bagging ensemble model, TBE for recommendations. 

TBE, being an iterative model uses a weak classifier, 

hence the computational complexities pertaining to TBE 

was observed to be very low. Further, the repeated data 

filtering process in the first phase reduces data to a large 

extent. This further reduces the computational 

complexities, hence speeding up the prediction process to 

a considerable extent. This aids in handling large datasets 

effectively, indicating enhanced scalability levels. 

The major advantage of TBE is that it uses the 

available data for the current user and user’s similar to 

the current user. Hence TBE has the capability to identify 
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even hidden patterns from the available data. Further, 

this process of prediction solves the data sparsity issue 

that affects collaborative filtering approaches. 

Limitations of the proposed model are that cold start 

problem has not been handled. Future extensions of the 

proposed model will be designed by incorporating user’s 

demographic data, which can enable solving the cold 

start issue.   
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The authors present a solution to the problem of generating the maximum possible number of symbols
for a biomolecular computer using restriction enzyme BbvI and ligase as the hardware, and transition
molecules built of double-stranded DNA as the software. The presented solution offers an answer to the
open question, in the algorithm form, of the maximal number of symbols for a biomolecular computer that
makes use of the restriction enzyme BbvI.

Povzetek: Razvit je nov način izračuna največjega števila simbolov za biomulekularni računalnik.

1 Introduction

The beginnings of research into possibilities of applying
biomolecules to control biological systems, and also to
construct computers, are to be found in theoretical works
of the 1960s (Feynman 1961). Then, in the 1980s, Charles
Bennett (1982, Bennett and Landauer 1985) pointed to po-
tential possibilities of application of biomolecules to con-
struct energy-efficient nanodevices. However, the world
had to wait to see the first practical experiments realiz-
ing simple calculations with the use of biochemical reac-
tions until the mid-1990s, when Leonard Adleman (1994)
solved the problem of Hamilton’s path in graph, using ex-
clusively a biomolecule for this purpose. Successive re-
search revealed the possibility of spontaneous formation
of multidimensional structures built from biomolecules,
which were made with the use of the conception of self-
assembly (Whitesides et al. 1991, Seeman 2001, Gopinath
et al. 2016). The multidimensional DNA structures made
it possible to realize fractals, e.g., ones of Sierpiński tri-
angle type (Rothemund 2004), which revealed a great po-
tential in calculations based on self-assembly. In 2006,
Paul Rothemund (2006) made use of self-assembling DNA
molecules to obtain different multidimensional biomolec-
ular structures. Properly prepared DNA molecules also
made it possible to carry out a theoretical simulation of Tur-
ing machine (Rothemund 1995). Prior to this, in 2001 (Be-
nenson et al. 2001) a practically acting non-deterministic
finite automaton based on such DNA molecules, restriction
enzyme FokI and DNA ligase was presented. In succes-
sive research, it was proved experimentally that such an
automaton can work without the use of ligase enzyme (Be-

nenson et al. 2003, Chen et al. 2007) and its complex-
ities were extended in practical experiments, ones under-
stood as the number of states using numerous restriction
enzymes (Sakowski et al. 2017). It is worth adding that
it was with success that laboratory experiments were car-
ried out, in which this biomolecular system was applied to
medical diagnosis and treatment (Benenson et al. 2004)
and also to simple logical inference (Ran 2009). In an-
other work which dealt with possibilities of applying DNA
molecules, a challenge was taken up to not only increase
the number of states of such an automaton (Unold et al.
2004), but also that of symbols possible for an automaton
built from DNA (Soreni et al. 2005). Moreover, presented
the notion of biomolecular automaton, informally charac-
terized in the papers of Rothemund (1995), Benenson et
al. (2001), Soreni et al (2005), was presented in a formal
way (as a mathematical model called a tailor automaton in
a new theory of tailor automata) in the paper Waldmajer et
al. (2019).

In the above-mentioned work, Soreni and co-workers
(Soreni et al. 2005) put forward a 3-state 3-symbol
biomolecular automaton which used the restriction enzyme
BbvI as well as considered the problem of determining the
maximal number of symbols for the constructed biomolec-
ular automaton. On the basis of the conducted assessment
they pointed out that it is possible to construct 40 symbols,
each of which is composed of 6 pairs of nucleotides. How-
ever, in their work, they pointed to merely 37 such symbols,
including one which was erroneously determined. Conse-
quently, they opened the following issue (p. 3937): It is
still an open question whether the maximal number of 6-
bp sequences that produce distinct 4-bp sticky ends in both
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strands is 40. It is with reference to this open question
that the authors of the present work undertook and man-
aged to solve the problem mentioned by Soreni et al. in
their work (2005) through: (1) indicating 40 symbols (see
Tab. 4) which make the solution to the open problem, (2)
proposing the idea of working of an algorithm that enables
to generate 40 symbols for a biomolecular automaton us-
ing the restriction enzyme BbvI, and (3) formulating two
general problems in the sphere of generating symbols for
biomolecular automata which use one restriction enzyme
(among which a biomolecular automaton using the restric-
tion enzyme BbvI is a particular case) and more than one
restriction enzyme.

The second section presents the idea of constructing and
working of a 3-state 3-symbol biomolecular automaton us-
ing the restriction enzymeBbvI as presented by Soreni and
co-workers in their work (Soreni et al. 2005). In the third
section the conception of working of an algorithm generat-
ing the maximal number of symbols for a biomolecular au-
tomaton using the restriction enzyme BbvI was presented
together with a discussion of various undesired situations
which may occur in the course of working of a biomolecu-
lar automaton that makes use of one restriction enzyme (in
particular for the restriction enzyme BbvI). In the last sec-
tion, there were formulated two general problems of gener-
ating the maximal number of symbols for a certain class of
biomolecular automata using one or more than one restric-
tion enzymes.

2 Biomolecular finite automaton
and the idea of its actions

In this section, we make a presentation of the 3-state 3-
symbol biomolecular finite DNA automaton (see Fig. 1),
which was presented by Soreni and co-workers (Soreni
et al. 2005). The automaton uses the restriction enzyme
BbvI, ligase enzyme and DNA double-stranded fragments
(input molecule, set of transition molecules and set of de-
tection molecules). The double-stranded DNA fragments
include the adenine, cytosine, guanine, and thymine bases
marked as A, C, G and T, respectively.

-��
��

s2

���?b,c
-a

�
b ��
��

s0

��
? a

-c ��
��
����s1

��
? a,b,c

Figure 1: Graph representing a 3-state 3-symbol determin-
istic finite automaton M1.

The task of the BbvI restriction enzyme is to cut the
double-stranded DNA after recognizing a specific sequence
(see Fig. 2A) in the double-stranded DNA.

The BbvI restriction enzyme will cut the double-
stranded DNA after the 8th nucleotide in the DNA strand in
the 5′-3′ direction and after the 12th nucleotide in the DNA
strand in the 3′-5′ direction from the recognized specific

?

6

..� -8 ..

..� -
12

..

↖ base pair

(A) 5′- GCAGC -3′
3′- CG T CG -5′

(B) 5′- GCAGC T T AAA T C T GGC T T -3′
3′- CG T CGAA T T T AGAC CGAA -5′

Figure 2: (A) Specific sequence recognized by the BbvI
restriction enzyme. (B) The action of restriction endonu-
clease: BbvI.

sequence (see Fig. 2B).
The task of the ligase enzyme is to ligate the two double-

stranded DNAs having complementary sticky ends (see
Fig. 4A and 4B), where a sticky end is a single-stranded
DNA at the end of a double-stranded DNA. In the given
sense, the sticky end ‘TTTA’ of a single-stranded DNA (see
Fig. 4A) is complementary to a sticky end ‘AAAT’ of the
other double-stranded DNA (see Fig. 4B). The result of
their ligation is one double-stranded DNA (see Fig. 4C).

Both the restriction enzyme BbvI and the ligase enzyme
play the key role in the action of a biomolecular automa-
ton, determining, respectively: the operation of cutting of a
fragment of the double-stranded DNA and the operation of
ligating of two fragments of double-stranded DNAs.

The input molecule (see Fig. 3) is a double-stranded
DNA fragment in which it is possible to distinguish the
following three basic parts: the input word x consisting
of the symbols a, b and c (x = acb), the terminal sym-
bol and the base sequence. At the both ends of the input
molecule there occur additional base pairs and their occur-
rence is determined by the properties related to the action
of the restriction enzyme.

To construct an input word of the 3-state 3-symbol deter-
ministic finite automaton, the following three symbols: a, b
and c (see Fig. 5) were used. These symbols were coded by
means of six base pairs. Besides the aforementioned sym-
bols, the additional terminal symbol t was introduced. This
symbol is coded by means of the same number of base pairs
as the symbols a, b and c. This symbol was used to acquire
an output molecule which is used to determine whether the
automaton has finished acting in the required state and has
accepted the input word x.

The base sequence consists of a certain number of base
pairs, contains a specific sequence recognizable by the
BbvI restriction enzyme, and makes it possible to define
the start state by determining the cut place of the input
molecule by the BbvI restriction enzyme (cf. Fig. 3 and
Fig. 2B). Let us note that the term “base sequence” did
not appear in work Soreni et al. (2005). Introducing this
term is meant to clearly determine the manner of setting
the start state of a biomolecular automaton. According to
the idea contained in the work of Soreni and co-workers
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︸ ︷︷ ︸
Abp

︸ ︷︷ ︸
base

sequence

︸ ︷︷ ︸
word x

︸ ︷︷ ︸
terminal
symbol

︸ ︷︷ ︸
Abp

a� - c� - b� - t� -
22
bp

21
bp

5′- GCAGC T T AAA T C T GGC T T GCGA T GAG T GA T G T CGC -3′
3′- CG T CGAA T T T AGAC CGAACGC T AC T CAC T ACAGCG -5′

Figure 3: Input molecule containing the input word x = acb; Abp – Additional base pairs.

Table 1: Connection of the states s0, s1 and s2 of a biomolecular automaton with the permanent cut places of the symbols
a, b, c and t of the biomolecular automaton.

state symbol a symbol b symbol c symbol t

s0
5′-C T GGC T -3′
3′-GAC CGA-5′

5′-GAG T GA-3′
3′-C T CAC T -5′

5′- T GCGA T -3′
3′-ACGC T A-5′

5′- T G T CGC-3′
3′-ACAGCG-5′

s1
5′-C T GGC T -3′
3′-GAC CGA-5′

5′-GAG T GA-3′
3′-C T CAC T -5′

5′- T GCGA T -3′
3′-ACGC T A-5′

5′- T G T CGC-3′
3′-ACAGCG-5′

s2
5′-C T GGC T -3′
3′-GAC CGA-5′

5′-GAG T GA-3′
3′-C T CAC T -5′

5′- T GCGA T -3′
3′-ACGC T A-5′

5′- T G T CGC-3′
3′-ACAGCG-5′

..� -
sticky end

.......5′- GCAGC T T -3′(A)
3′- CG T CGAA T T T A -5′

..� -
sticky end

..
5′- AAA T C T GGC T T G -3′(B)
3′- GAC CGAAC -5′

5′- GCAGC T T AAA T C T GGC T T G -3′(C)
3′- CG T CGAA T T T AGAC CGAAC -5′

Figure 4: (A) and (B) Double-stranded DNAs with the
complementary sticky ends. (C) The result of a ligation be-
tween the double-stranded DNAs with the complementary
sticky ends included in (A) and (B).

a
5′-C T GGC T -3′
3′-GAC CGA -5′

b
5′- GAG T GA -3′
3′- C T CAC T -5′

c
5′- T GCGA T -3′
3′-ACGC T A -5′

t
5′- T G T CGC -3′
3′- ACAGCG -5′

Figure 5: Symbols a, b, c and the terminal symbol t.

(Soreni et al. 2005), the reading of a symbol in a certain
state of the automaton is identified with the cutting of the
double-stranded DNA by the BbvI restriction enzyme in
the area of a symbol, in a determined (permanent) place of
the DNA strand, in the 5′-3′ direction and in a determined
(permanent) place of the DNA strand in the 3′-5′ direction.
Tab. 1 presents a connection between the states and two
permanent cut places of the symbols.

In accordance with the input molecule presented on Fig.
3, the first cutting input molecule with the use of the restric-
tion enzyme BbvI will follow in the area of the symbol a,

which corresponds to the state s2. In this way, in the state
s2, the symbol a was read and a fragment of DNA was ob-
tained as presented on Fig. 6. In this sense, the state s2 is
a initial state. Adding to the base sequence of one or two
pairs of nucleotides can set the start state to be the follow-
ing: s1 or s0, respectively.

c� - b� - t� -
21
bp

5′-GGC T T GCGA T GAG T GA T G T CGC -3′
3′- ACGC T AC T CAC T ACAGCG -5′

Figure 6: Double-stranded DNA fragment obtained after
BbvI acting on the input molecule.

The set of transition molecules is used to implement a
set of transitions in the 3-state 3-symbol deterministic fi-
nite automaton. We obtain transition from one state to the
other (the same or another state), upon reading a symbol,
through ligating with the use of ligase enzyme, of a DNA
fragment obtained on Fig. 6 with one of the transition
molecules. Each transition molecule contains a specific se-
quence recognizable by the BbvI restriction enzyme and
the additional base pairs. Exemplary transition molecules
are presented in Fig. 7: the transition molecule presented
on Fig. 7A enables transition from the state s0 to that of
s1 after reading the symbol c; the transition molecule pre-
sented on Fig. 7B enables transition from the state s1 to that
of s1 after reading the symbol b; the transition molecule
presented on Fig. 7C enables transition from the state s2 to
that of s0 after reading the symbol a.

For each state, one detection molecule is constructed and
thus a set of detection molecules is specified (see Fig. 8). It
should be noted that the detection molecules have different
numbers of additional base pairs, which makes it possible
to determine laboratorily the state in which the automaton
finished its action.

The beginning of the work: the BbvI, ligase enzyme,
many copies of the transition molecules and many copies
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(A) 35
bp

5′- GCAGC T -3′
3′- CG T CGAACGC -5′

(B) 39
bp

5′- GCAGC T T -3′
3′- CG T CGAA T CAC -5′

(C) 35
bp

5′- GCAGC T A T T -3′
3′- CG T CGA T AAC CGA -5′

Figure 7: Selected transition molecules used in the transi-
tion function: (A) T1: (s0, c)→ s1, (B) T2: (s1, b)→ s1,
(C) T3: (s2, a)→ s0.

(A) 54
bp

5′- -3′
3′- ACAG-5′

(B) 200
bp

5′- -3′
3′- CAGC-5′

(C) 300
bp

5′- -3′
3′- AGCG-5′

Figure 8: (A) Detection molecule D1 for the state s0. (B)
Detection molecule D2 for the state s1. (C) Detection
molecule D3 for state s2.

of the detection molecules are placed in a laboratory tube;
the final addition is many copies of the input molecule. Af-
ter these elements have been mixed in the test tube, the
biomolecular automaton starts its action. In successive
steps there follows reading of the symbol a in the state
s2 (see Fig. 9a), making use of the transition molecule
shown in Fig. 7C to transition from the state s2 to that
of s0 after reading the symbol a (see Fig. 9b), reading of
the symbol c in the state s0 (see Fig. 9c), using the transi-
tion molecule presented in Fig. 7A to transition from the
state s0 to the state s1 after reading the symbol c (see Fig.
9d) reading the symbol b in the state s1 (see Fig. 9e), using
the transition molecule presented in Fig. 7B and reading
the terminal symbol t in the state s1 (see. Fig. 9f-g). In
the last step there follows ligation of a fragment of double-
stranded DNA presented in Fig. 9g with one of the detec-
tion molecules (see Fig. 8B). As a result of ligation of these
DNA fragments an output molecule is formed (see Fig. 9h),
which – from the laboratory point of view – serves to de-
termine the end state of a biomolecular finite automaton.

3 Algorithm for the problem of the
maximal number of symbols

3.1 The formal aparatus used in the
description of the algorithm

Let the set ∆ = {A, C, G, T} and the function σ, which is
bijection of the set ∆ on ∆, which is defined in the follow-
ing way: σ(A) = T, σ(T) = A, σ(C) = G and σ(G) = C be
given. The set ∆ is called a set of nucleotides, the elements
of the set ∆ are called nucleotides, and the function σ is
called complementarity of nucleotides.

We call any finite sequence of nucleotides of the set ∆ as
a word. The word x which is the sequence X1, X2, . . . , Xj

of nucleotides of the set ∆ (Xi ∈ ∆, 0 < i ≤ j ∈ N ) is
written as follows x = X1X2 . . . Xj . The number of the
elements of the sequence x is called the length of the word
x (denoted symbolically: |x|), while the i-th nucleotide of
the word x (the i-th element of the word x) as x(i). The set
of all the words formed from the nucleotides of the set ∆,
whose length is greater than zero, is denoted as ∆+.

Let ∆+ 3 x = X1X2 . . . Xj (Xi ∈ ∆, 0 < i ≤ j ∈ N)
and ∆+ 3 y = Y1Y2 . . . Yj (Yi ∈ ∆, 0 < i ≤ j ∈ N). We
call the word Xj . . . X2X1 an opposite word (we denote
symbolically: x−1) to the word x. We call the word xy =
X1X2 . . . XiY1Y2 . . . Yj a concatenation xy of two words
x and y such that ∆+ 3 x = X1 X2 . . . Xi (Xi ∈ ∆,
0 < i ∈ N) and ∆+ 3 y = Y1Y2 . . . Yj (Yj ∈ ∆, 0 <
j ∈ N). We say that the word x is included in the word y,
beginning with the k-th (1 ≤ k ∈ N) position (we denote
symbolically: x ⊆k y), if k + |x| ≤ |y| + 1 and ∃u, v ∈
∆∗(y = uxv ∧ |u| = k − 1). The word x is a sub-word
of y (we denote symbolically: x ⊆ y) when the word x is
included in the word y, beginning with a certain position k,
i.e., x ⊆ y ⇔ ∃k(x ⊆k y). The word x is a prefix of the
word y, when x ⊆1 y. The word x is a suffix of the word
y, when x−1 is the prefix of the word y−1.

The introduced notion of complementarity of nu-
cleotides and the introduced denotations make it possible
to define the function which will be called complemen-
tariness of words. The mapping Ξ: ∆+ → ∆+ defined
in the following way: Ξ(x) = y, where |y| = |x| and
y(i) = σ(x(i)) for each i ∈ {1, . . . , |y|} and, for x ∈ ∆+

is called complementarity of words.
Let ∆+ 3 x = X1X2X3X4 (Xi ∈ ∆, 0 < i ≤ j ∈ N)

and ∆+ 3 y = Y1Y2Y3Y4 (Yi ∈ ∆, 0 < i ≤ l ∈ N). The
words x and y are synthesable over the length 3, when there
exists the word u ∈ ∆+ of the length 3 being the suffix of
the word x and the prefix of the word y. The concatenation
of the synthesable words x and y over the length 3 is the
word z = [x, y]3, where z = X1X2X3X4Y4.

3.2 Description of the algorithm

The idea of the algorithm of generating the maximal num-
ber of symbols for a biomolecular automaton using the re-
striction enzyme BbvI will be characterized through four
stages, which are distinguished in the algorithm: the initial
stage, the stage of deployment and verification, the stage
of generation and the final stage. At each of the indicated
stages we make use only of strands of symbols in the direc-
tion 5′-3′, since having strands of symbols in the direction
5′-3′, we can – by means of the principle of complementar-
ity of nucleotides – obtain strands of symbols in the direc-
tion 3′-5′.

Let the set A0 of all 4-element sequences of nu-
cleotides be given: A0 = {x : x ∈ ∆+ ∧ |x| =
4}={AAAA,AAAC,AAAG, . . . ,TTTG,TTTT}. At the
initial stage, we remove words (4-element sequences of nu-
cleotides): AATT, ACGT, AGCT, ATAT, CCGG, CATG,
CTAG, CGCG, GGCC, GATC, GTAC, GCGC, TTAA,
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(a)

c� - b� - t� -

21
bp

5′- GGC T T GCGA T GAG T GA T G T CGC -3′
3′- ACGC T AC T CAC T ACAGCG -5′

?

(b)
?

6

34
bp

21
bp

5′- GCAGC T A T T GGC T T GCGA T GAG T GA T G T CGC -3′
3′- CG T CGA T AAC CGAACGC T AC T CAC T ACAGCG -5′

?

(c)

b� - t� -
21
bp

5′- T GCGA T GAG T GA T G T CGC -3′
3′- T AC T CAC T ACAGCG -5′

?

(d)
?

6

35
bp

21
bp

5′- GCAGC T T GCGA T GAG T GA T G T CGC -3′
3′- CG T CGAACGC T AC T CAC T ACAGCG -5′

?

(e)

t� -

21
bp

5′- AG T GA T G T CGC -3′
3′- T ACAGCG -5′

?

(f)
?

6

39
bp

21
bp

5′- GCAGC T T AG T GA T G T CGC -3′
3′- CG T CGAA T CAC T ACAGCG -5′

?

(g) 21
bp

5′- G T CGC -3′
3′- G -5′

?

(h) 54
bp

21
bp

5′- G T CGC -3′
3′- CAGCG -5′

Figure 9: Control serving the reading of symbols of the word acb from the input molecule and obtaining an output
molecule in the biomolecular automaton using the enzyme BbvI.

TCGA, TGCA, TATA from the set A0 of all 4-element se-
quences of nucleotides.

The appearance of the indicated sixteen words (4-
element sequences of nucleotides) causes a biomolecular
automaton to malfunction due to the possibility of ligation
of a transition molecule with itself – each of the transition
molecules exists in multi copies.

Let the transition molecule be given, in which we use
the sticky end: CATG (see Fig. 10A). Let us note that this
molecule occurs in many copies. Thus, as a result of action
of the biomolecular automaton and ligation of one copy
of the transition molecule TNS1

(cf. Fig. 10A) with an-
other copy of the same transition molecule there forms the
double-stranded fragment of DNA presented in Fig. 10B.
In consequence, this causes the number of copies of the
molecule TNS1

, to be limited, which can be made use of in
further computations carried out by the biomolecular au-
tomaton.

So as to prevent the possibility of ligation of copies of the
same transition molecule, it is necessary to remove from
the setA0 the words which satisfy the following condition:

(∗) x−1 = Ξ(x), where x ∈ A0.

In this way, we reject sixteen words, given earlier, from the
set A0 and as in consequence we obtain the set:

A1 = {x : x ∈ A0 ∧ x−1 6= Ξ(x)} =

(A) 35
bp

5′- GCAGC T -3′
3′- CG T CGACA T G-5′

(B) 35
bp

35
bp

5′- GCAGC T G T ACAGC T GC -3′
3′- CG T CGACA T G T CGACG -5′

Figure 10: (A) Transition molecule TNS1
using the sticky

end: CATG. (B) Double-stranded fragment of DNA formed
as a result of ligation of two copies of the transition
molecule presented in (A).

{x : x ∈ ∆+ ∧ |x| = 4 ∧ x−1 6= Ξ(x)},

where the number of the elements of the set A1 amounts
to 240. Availing ourselves of the elements of the set A1,
we form the maximal set A2 of pairs of the elements in the
following manner:

A2 = {(x, y) : x, y ∈ A1 ∧ x−1 = Ξ(y)},

where the number of the elements of the setA2 amounts to
240. Then, using the set A2, we form the set A3 of pairs
in the following way: the set A3 is the set A2, from which
we removing certain pairs according to the principle of (P).
The principle of (P): if the pairs (x, y) and (y, x) belong
to the set A2, then we will remove from the set A2 a pair
whose first element of the pair, comparing the both first el-
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Table 2: Part I: 120 pairs (x,y) of four-element sequences of nucleotides.

No x y No x y No x y

1 A A A A T T T T 21 A C C C G G G T 41 A G T C G A C T

2 A A A C G T T T 22 A C C G C G G T 42 A G T G C A C T

3 A A A G C T T T 23 A C C T A G G T 43 A T A A T T A T

4 A A A T A T T T 24 A C G A T C G T 44 A T A C G T A T

5 A A C A T G T T 25 A C G C G C G T 45 A T A G C T A T

6 A A C C G G T T 26 A C G G C C G T 46 A T C A T G A T

7 A A C G C G T T 27 A C T A T A G T 47 A T C C G G A T

8 A A C T A G T T 28 A C T C G A G T 48 A T C G C G A T

9 A A G A T C T T 29 A C T G C A G T 49 A T G A T C A T

10 A A G C G C T T 30 A G A A T T C T 50 A T G C G C A T

11 A A G G C C T T 31 A G A C G T C T 51 A T G G C C A T

12 A A G T A C T T 32 A G A G C T C T 52 A T T A T A A T

13 A A T A T A T T 33 A G A T A T C T 53 A T T C G A A T

14 A A T C G A T T 34 A G C A T G C T 54 A T T G C A A T

15 A A T G C A T T 35 A G C C G G C T 55 C A A A T T T G

16 A C A A T T G T 36 A G C G C G C T 56 C A A C G T T G

17 A C A C G T G T 37 A G G A T C C T 57 C A A G C T T G

18 A C A G C T G T 38 A G G C G C C T 58 C A C A T G T G

19 A C A T A T G T 39 A G G G C C C T 59 C A C C G G T G

20 A C C A T G G T 40 A G T A T A C T 60 C A C G C G T G

ements of the pairs: (x, y) and (y, x), is lexicographically
posterior (see Examp. 1). Tables Tab. 2 and Tab. 3 present
240 elements forming 120 pairs (x, y) of the setA3, where
x, y ∈ A1.

Example 1: Let us note that the pairs (AAAA, TTTT),
(TTTT, AAAA) ∈ A2. The first (element: AAAA) of the
first pair (AAAA, TTTT) is lexicographically prior to the
first element (element: TTTT) of the second pair (TTTT,
AAAA). Thus, the pair (AAAA, TTTT) belongs to the set
A3, and the pair (TTTT, AAAA) does not belong to A3.

Let us consider pair (x, y)=(AAAA, TTTT) from Tab.
2 (No 1) and two transition molecules in the biomolecular
automaton with sticky ends: AAAA and TTTT (see Fig.
11A and Fig. 11B). As a result of ligation of these transi-
tion molecules is formed the double-stranded fragment of
DNA presented in Fig. 11C. As a consequence, this causes
the number of the copies of the molecules TNS2 and TNS3 ,
to be limited, which may be used in further calculations
done by the biomolecular automaton. In connection with
this, in the algorithm of generating the maximal number of
symbols for a biomolecular automaton using the restriction
enzyme BbvI only one element of each of the given 120
pairs of the set A3 should be used. Selecting individual el-
ements of the successive pairs in this manner, we obtain the
family P(A1) of maximal sets B ⊂ A1, such that for each

x, y ∈ B the condition holds,

(**) x−1 6= Ξ(y).

The indicated condition (**) prevents the formation of
transition molecules which could ligate with one another
during the action of the biomolecular automaton.

In the next part of the algorithm, we will select elements
of the family P(A1) as sets meant to serve to check the
possibilities of generating 40 symbols for the biomolecular
automaton using the restriction enzyme BbvI. Thus, let the
set C be a chosen element of the family P(A1).

In the first part of the stage of deployment and verifi-
cation, we select a single assignment of 120 words being
the elements of the set C, to three sets G1, G2 and G3 (40
words to each set) from among successive possible combi-
nations of assigning the 120 words of the set C to 3 sets
consisting of 40 each.

In the second part of the stage of deployment and verifi-
cation we pre-check whether we are able to form 40 words
of length 6 (whether we can create 40 strands in the direc-
tion 5′-3′). We examine this by comparing the elements of:
first, the setsG1,G2 and thenG2,G3 in the following way:

1. for the sets G1 and G2 we check whether the number
of occurrences of each word x of length 3, being a
suffix in the words of the set G1, is identical with the
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Table 3: Part II: 120 pairs (x,y) of four-element sequences of nucleotides.

No x y No x y No x y

61 C A G A T C T G 81 C G G A T C C G 101 G C A C G T G C

62 C A G C G C T G 82 C G G C G C C G 102 G C C A T G G C

63 C A G G C C T G 83 C G T A T A C G 103 G C C C G G G C

64 C A T A T A T G 84 C G T C G A C G 104 G C G A T C G C

65 C A T C G A T G 85 C T A A T T A G 105 G C T A T A G C

66 C C A A T T G G 86 C T A C G T A G 106 G G A A T T C C

67 C C A C G T G G 87 C T C A T G A G 107 G G A C G T C C

68 C C A G C T G G 88 C T C C G G A G 108 G G C A T G C C

69 C C C A T G G G 89 C T G A T C A G 109 G G G A T C C C

70 C C C C G G G G 90 C T G C G C A G 110 G G T A T A C C

71 C C C G C G G G 91 C T T A T A A G 111 G T A A T T A C

72 C C G A T C G G 92 C T T C G A A G 112 G T C A T G A C

73 C C G C G C G G 93 G A A A T T T C 113 G T G A T C A C

74 C C T A T A G G 94 G A A C G T T C 114 G T T A T A A C

75 C C T C G A G G 95 G A C A T G T C 115 T A A A T T T A

76 C G A A T T C G 96 G A C C G G T C 116 T A C A T G T A

77 C G A C G T C G 97 G A G A T C T C 117 T A G A T C T A

78 C G A G C T C G 98 G A G C G C T C 118 T C A A T T G A

79 C G C A T G C G 99 G A T A T A T C 119 T C C A T G G A

80 C G C C G G C G 100 G C A A T T G C 120 T G A A T T C A

(A) 35
bp

5′- GCAGC T -3′
3′- CG T CGAAAAA -5′

(B) 35
bp

5′- GCAGC T -3′
3′- CG T CGA T T T T -5′

(C) 35
bp

35
bp

5′- GCAGC T T T T T AGC T GC -3′
3′- CG T CGAAAAA T CGACG -5′

Figure 11: (A) Transition molecule TNS2 using the
sticky end: AAAA. (B) Transition molecule TNS3

using
the sticky end: TTTT. (C) Double-stranded fragment of
DNA formed as a result of ligation of the two transition
molecules presented in (A) and (B).

number of occurrences of the word x as a prefix in the
words of the set G2.

2. for the sets G2 and G3 we check whether the num-
ber of occurrences of each word x of length 3 being a
suffix in the words of the set G2 is identical with the
number of occurrences of the word x as a prefix in the
words of the set G3.

At the stage of generating we introduce the auxiliary set
D = ∅ and examine the possibility of forming 40 words
of length 6 (40 strands of symbols in the direction 5′-3′)
making use of the elements of the sets G1, G2 and G3, as

well as synthesizable concatenations of words of length 3.
Each word of length 6 is obtained through a double use of
synthesizable concatenations of two words of length 3:

1. we select one word from each of the three sets G1, G2

and G3 in such a way as to make possible concatena-
tion of synthesizable words x ∈ G1, y ∈ G2 of length
3 and also to enable concatenation of synthesizable
words y ∈ G2, z ∈ G3 of length 3.

2. having selected the words x ∈ G1, y ∈ G2, z ∈
G3 which satisfy the above-mentioned condition, we
form a word u of length 6 (a strand of symbol in the
direction 5′-3′): u = [[x, y]3, z]3 (symbol assembling,
see Fig. 12),

3. the word u obtained upon satisfying the above-
presented condition is added to the set D.

In the case where it is impossible to form 40 words (40
words u) from the elements of the sets G1, G2 and G3 in
the way given above, we return to checking another pos-
sibility of assigning the elements of the set C to the sets
G1, G2 and G3. In the case where all the possible assign-
ments of the elements of the set C to the sets G1, G2 and
G3, we return to examining the next element of the family
P(A1). In the case where all the elements of the family
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Informal

symbol assembling

x = CACT
y = ACTG
z = CTGC
u = CACTGC (see Tab. 4, symbol no. 40, Strand 1)}

Formal
symbol assembling

[x, y]3 = [CACT, ACTG]3 = CACTG
u = [[x, y]3, z]3 = [CACTG, CTGC]3 = CACTGC

Figure 12: Idea of symbol assembling.

P(A1) have been checked and it is impossible to obtain
40 symbols, the algorithm communicates: “Unable to ob-
tain 40 symbols for the biomolecular automaton using the
restriction enzyme BbvI".

If the set D has 40 words determined from the elements
of the set G1, G2 and G3, we check whether the words of
this set (the strands of the symbols in the direction 5′-3′)
avoid each of the four, described below, undesired situa-
tions, due to the appearance of the sequence recognized by
the restriction enzyme BbvI.

The first undesired situation concerns an inclusion of a
sequence recognized by the restriction enzymeBbvI inside
any symbol. An example to illustrate the above undesired
situation is presented in Fig. 13A. Let us note that the sec-
ond, analogous, undesired situation can occur if a sequence
recognized by the restriction enzyme BbvI is included in-
side any symbol “reversed by 180o". An example of the
latter is shown in Fig. 13B.

(A) 5′-GCAGCG-3′
3′-CG T CGC-5′

(B) 5′-AGC T GC-3′
3′- T CGACG-5′

Figure 13: Undesired situations: (A) a sequence recog-
nized by the restriction enzyme BbvI is included in the
symbol. (B) a sequence recognized by the restriction en-
zyme BbvI is contained in the symbol “reversed by 180o".

The third undesired situation concerns an inclusion of
a sequence recognized by the restriction enzyme BbvI in
connection of two symbols. An instance illustrating the
above-described situation is presented in Fig. 14A. Let
us note that the fourth, analogous, undesired situation can
occur if a sequence recognized by the restriction enzyme
BbvI is included in the connection of two symbols “re-
versed by 180o". An example to illustrate the above un-
desired situation is shown in Fig. 14B.

The appearance of any of the four undesired situations
can lead to the occurrence of an undesired action of a
biomolecular automaton. In connection with these situa-
tions, it is necessary to examine, respectively:

1. whether each word x ∈ D satisfies the condition: ∼
(ex ⊆ x),

2. whether each word x ∈ D satisfies the condition: ∼
((Ξ(ex))−1 ⊆ x), where ∼ ((Ξ(ex))−1 ⊆ x) means

(A) 5′- T AGGCAGC T T A T -3′
3′-A T C CG T CGAA T A-5′

(B) 5′- T C CGC T GCGGGG-3′
3′-AGGCGACGC C C C-5′

Figure 14: Undesired situations: (A) a sequence recog-
nized by the restriction enzyme BbvI is included in the
ligation of two symbols. (B) a sequence recognized by the
restriction enzymeBbvI is included in ligation of two sym-
bols “reversed by 180o".

that a sequence recognized by the restriction enzyme
BbvI cannot be included in the symbol “reversed by
180o” and relativized solely to one considered strand
in the direction 5′-3′,

3. whether the concatenation z = xy of any words x ∈
D and y ∈ D satisfies the condition: ∼ (ex ⊆ z),

4. whether the concatenation z = xy of any words x ∈
D and y ∈ D satisfies the condition: ∼ ((Ξ(ex))−1 ⊆
z), where ∼ ((Ξ(ex))−1 ⊆ z) means that a sequence
recognized by the restriction enzyme BbvI cannot be
included in the ligation of two symbols “reversed by
180◦" and relativized only to one considered strand in
the direction 5′-3′.

In the case one of the four undesired situation is detected,
we return to checking another possibility of assigning the
elements of the set C to the sets G1, G2 and G3. When
all the possible assignments of the elements of the set C
to the sets G1, G2 and G3 have been checked, we return
to examining another element of the family P(A1). In
the case all the elements of the family P(A1) have been
checked and it has been found that it is impossible to ob-
tain 40 symbols that do not include undesired situations,
the algorithm returns the message: ”Unable to obtain 40
symbols for a biomolecular automaton using the restriction
enzyme BbvI". If the set D has 40 words formed from the
elements of the sets G1, G2, G3 and there does not occur
a single undesired situation, then we move on to the last
stage.

At the last stage we determine elements of 40 comple-
mentary words for each word of the set D, making use of
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Table 4: List of 40 symbols (Strand 1 with its complementary Strand 2) consisting of 6 bp obtained for a biomolecular
automaton using restriction enzyme BbvI.

No Strand 1 Strand 2 No Strand 1 Strand 2
1 TCGCTA AGCGAT 21 GCCCGC CGGGCG
2 CGTTCG GCAAGC 22 CGCCAG GCGGTC
3 ATTGAT TAACTA 23 ATGGGT TACCCA
4 CGAGTA GCTCAT 24 GGTAGG CCATCC
5 CAGGGG GTCCCC 25 AGGTTA TCCAAT
6 TAGATA ATCTAT 26 GCTGTG CGACAC
7 ATAGTT TATCAA 27 GTGTAT CACATA
8 GTTTTG CAAAAC 28 TATTTA ATAAAT
9 TTGTTG AACAAC 29 TTACGA AATGCT
10 TTGGTG AACCAC 30 CGACTT GCTGAA
11 GTGCCG CACGGC 31 CTTCCG GAAGGC
12 CTAATG GATTAC 32 CCGTCT GGCAGA
13 ATGCGT TACGCA 33 TCTTAT AGAATA
14 CGTGAG GCACTC 34 TATGTC ATACAG
15 GAGCAA CTCGTT 35 GTCATC CAGTAG
16 CAAGCC GTTCGG 36 ATCGGT TAGCCA
17 GCCTTT CGGAAA 37 GGTCCT CCAGGA
18 TTTCTG AAAGAC 38 CCTCTC GGAGAG
19 CTGAAT GACTTA 39 CTCCAC GAGGTG
20 AATCCC TTAGGG 40 CACTGC GTGACG

the function Ξ of complementarity of words. In this way we
acquire pairs of words which mean: a strand of the symbol
in the direction 5′-3′ and a strand of the symbol in the di-
rection 3′ − 5′, respectively. On the basis of the presented
conception of the algorithm, there were generated 40 words
(strands in the direction 5′-3′) denoted as Strand 1 in Tab.
4, as well as 40 words (strands in the direction 3′ − 5′) de-
noted as Strand 2 in Tab. 4. At the same time, this is giving
an answer to the open question asked in 2005: It is possi-
ble to generate 40 symbols for a biomolecular automaton
using the restriction enzyme BbvI, in which the symbols
are coded by means of 6 pairs of nucleotides.

4 Conclusions
The considerations developed in this work aim, on the one
hand, to give an answer to the open question posed in
the work of Soreni and co-workers (Soreni et al. 2005),
relating to the possibility of indicating 40 symbols for a
biomolecular automaton which makes use of the restric-
tion enzyme BbvI, in which symbols are coded by means
of 6 pairs of nucleotides. On the other hand, they point
to the possibility of characterizing the idea of acting of an
algorithm which makes it possible to generate 40 symbols
for a biomolecular automaton using the restriction enzyme
BbvI. Let us note that the open question posed by Soreni
and co-workers (Soreni et al. 2005) relating to the possibil-
ity of obtaining 40 symbols for a biomolecular automaton
using the restriction enzyme BbvI can be generalized in
three possible ways: (1) as symbols coded with the use of
a different number of pairs of nucleotides, (2) as any other
restriction enzyme (used in a biomolecular automaton) and
also (3) as the possibility of using more than one restriction

enzyme in a biomolecular automaton. Thus, to point to the
possibilities of generalization of the question one can start
pondering over: (1) the possibility of generating the max-
imal number of symbols (coded by n pairs of nucleotides)
for a biomolecular automaton using one restriction enzyme,
(2) the possibility of generating the maximal number of
symbols (coded by n pairs of nucleotides) for a biomolecu-
lar automaton using more than one restriction enzyme, and
also (3) the possibility of an algorithmic approach in each
of the two indicated cases. In this way it is possible to raise
two general problems which are relativized to the num-
ber of restriction enzymes used in a biomolecular automa-
ton and require working out relevant algorithms. Problem
1: generate the maximal number of symbols (coded by n
pairs of nucleotides) for a biomolecular automaton using
one restriction enzyme. Problem 2: generate the maxi-
mal number of symbols (coded by n pairs of nucleotides)
for a biomolecular automaton using more than one restric-
tion enzyme. The above-posed problems require consid-
ering and defining the conditions which must be imposed
on the relations between the restriction enzyme, symbols
and other elements which are components of a biomolec-
ular automaton. The output conditions which ought to be
considered and taken account of in the above-mentioned
relation are the conditions included in the works Krasiński
et al. (2013) and Sakowski et al. (2017). Taking into ac-
count these conditions will make it possible to determine
all the indispensable conditions which serve to elaborate
on algorithms enabling to solve the both general problems
mentioned above. The solution to the mentioned general
problems make it possible to algorithms development for
the generating symbols, which are important for laboratory
implementation of biomolecular automata.
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Density-based spatial clustering of applications with noise (DBSCAN) is a fundamental algorithm for 

density-based clustering. It can discover clusters of arbitrary shapes and sizes from a large amount of 

data, which contains noise and outliers. However, it fails to treat large datasets, outperform when new 

objects are inserted into the existing database, remove noise points or outliers totally and handle the 

local density variation that exists within the cluster. So, a good clustering method should allow a 

significant density modification within the cluster and should learn dynamics and large databases. In 

this paper, an enhancement of the DBSCAN algorithm is proposed based on incremental clustering 

called AMF-IDBSCAN which builds incrementally the clusters of different shapes and sizes in large 

datasets and eliminates the presence of noise and outliers. The proposed AMF-IDBSCAN algorithm uses 

a canopy clustering algorithm for pre-clustering the data sets to decrease the volume of data, applies an 

incremental DBSCAN for clustering the data points and Adaptive Median Filtering (AMF) technique for 

post-clustering to reduce the number of outliers by replacing noises by chosen medians. Experiments 

with AMF-IDBSCAN are performed on the University of California Irvine (UCI) repository UCI data 

sets. The results show that our algorithm performs better than DBSCAN, IDBSCAN, and DMDBSCAN.  

Povzetek: V članku je predstavljen nov algoritem AMF-IDBSCAN, izboljšana različica DBSCAN, ki 

uporablja grozdenje krošenj za zmanjšanje obsega podatkov in tehnike AMF za odpravo hrupa. 

1 Introduction
Data mining is an interdisciplinary topic that can be 

defined in many different ways [1]. In the field of 

database management industry, data analysis is mainly 

concerned with a number of large data repositories and 

aims to identify valid, useful, novel and understandable 

patterns in the existing data.  

Clustering is a principal data finding technique in 

data mining. It separates a data set into subsets or clusters 

so that data values in the same cluster have some 

common characteristics or attributes [2]. It aims to divide 

the data into groups (clusters) of similar objects [3]. The 

objects in the same cluster are more identical to each 

other than to those in other clusters. Clustering is widely 

used in Artificial Intelligence, Pattern recognition, 

statistics, and other information processing fields.  

Many clustering algorithms have been progressed; 

they may be divided into the following major categories 

[4]: hierarchical clustering algorithms (BIRCH, 

CHAMELEON,..), partitioning algorithms (K-means, K-

medoids), density-based algorithms (DBSCAN, 

OPTICS) and grid-based algorithms (STING, CLIQUE).  

The input of a cluster analysis system is a set of 

samples and a measure of similarity (or dissimilarity) 

between two samples. The output is a set of clusters that 

form a partition, or a structure of partitions of the data 

set. Generally, finding clusters is not a simple task and 

the current clustering algorithms take much time when 

they are applied to large databases.  

In addition, most of the databases are dynamic in 

nature, data is inserted and deleted from them frequently. 

The static clustering does not process this kind of 

databases that’s why the concept of incremental 

clustering was introduced and used. 

The difference between the traditional clustering 

methods (batch mode) and those of incremental 

clustering is the ability of the latter to process new data 

included in the data collection without having to perform 

a full re-clustering. This allows a dynamic following of 

updates to the database during clustering. 

Incremental learning is a research area that received 

great attention in recent years since it allows effective 

reuse of data, fast and pragmatic learning based on 

context, augmentation of knowledge, learning in 

dynamic and large databases, exploration and smart 

decision making [5]. 

In our research, we are interested in evolving 

incremental clustering to cluster the data objects which 

the process of updating an existing set of clusters 

incrementally rather than mining them from scratch on 

each database update [6]. Evolving clustering algorithms 

allow incremental changes to be made both structurally 

mailto:aida_chefrour@yahoo.fr
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and parametrically through different data-driven 

mechanisms [7]. 

In our study, we focus on the DBSCAN (Density-

Based Spatial Clustering of Applications with Noise) 

clustering algorithm. The core idea of DBSCAN is that 

each object within a cluster must have a certain number 

of other objects in its neighborhood. Compared with 

other clustering algorithms. DBSCAN has many 

attractive benefits and was used by many researchers in 

recent years with its several extensions and applications. 

We were particularly interested in the incremental 

version of DBSCAN since (1) it is capable of discovering 

clusters of random shape; (2) it requires just two 

parameters and is most inconsiderate to the ordering of 

the points in the database; (3) it reduces the search space 

and facilitates an incremental update in the clusters; (4) it 

is more adaptive to various datasets and data space 

without some initial information [8] and (5) the 

DBSCAN with incremental concept saves a lot of time 

and effort efficiently, whereas static DBSCAN has 

already suffered from some drawbacks and these 

problems are mainly faced in dynamic large databases in 

the existing system  [9]; 

In this paper, we propose an AMF-IDBSCAN 

algorithm an enhanced version of the DBSCAN. Our 

algorithm consists of three main phases. After importing 

the original database, it preprocesses it to prepare the 

clustering step and to reduce the volume of the dataset 

using Canopy clustering. Then, the classical DBSCAN 

algorithm is applied to the results of the first step to 

produce another database. Next, the incremental 

DBSCAN algorithm is applied to the incremental dataset. 

The adaptive median filtering technique is applied to the 

results of the previous step to remove noise and outliers. 

Then, the results are compared and the performance is 

evaluated. 

The rest of the paper is organized as follows. In the 

next section, we survey in brief the literature of enhanced 

DBSCAN algorithms. In Section 3, we describe in details 

our contribution to AMF-IDBSCAN. Section 4 describes 

the experiment we conducted and the results obtained by 

our algorithm. It also compares them with top-ranked 

algorithms. Finally, we draw some conclusions and show 

ongoing research aspects in Section 5. 

2 Related work 
Several algorithms for improvements of DBSCAN exist 

in the literature. In this section, we outline the best 

known and most recent ones. We noticed that all of these 

algorithms have shown good results, in the last few 

years. However, no one of them could be said to be the 

best but all depend on the content of input parameters 

and their application domain: 

DVBSCAN (A Density-Based Algorithm for 

Discovering Density Varied Clusters in Large Spatial 

Databases) [10] is an algorithm which handles local 

density variation within the cluster. The following input 

parameters are introduced:  minimum objects (μ), radius, 

and threshold values (α, λ), to calculate the growing 

cluster density mean and the cluster density variance for 

any core object, which appears to be developed further 

by considering the density of its Neighborhood with 

respect to cluster density mean. A comparison between a 

cluster density variance for a core object and a threshold 

value is affected if the first is less than the second and is 

also satisfying the cluster similarity index, and then it 

will allow the core object for expansion. 

ST-DBSCAN (Spatial-Temporal Density-Based 

Clustering) [11] is constructed to improve the DBSCAN 

algorithm by introducing the ability to discover clusters 

with respect to spatial, non-spatial, and temporal values 

of the objects. ST-DBSCAN works in three stages: (1) It 

can cluster spatial-temporal data according to spatial, 

non- spatial, and temporal attributes. (2) To resolve the 

problem of no detection of the noise input in DBSCAN, 

ST-DBSCAN assigns density factor to each cluster.  (3) 

To solve the conflicts in border objects, it compares the 

average value of a cluster with new coming value. 

VDBSCAN (Varied Density-Based Spatial 

Clustering of Applications with Noise) [12] is a new 

improvement to DBSCAN, it detects cluster with a 

varied density as well as automatically selects several 

values of input parameter Eps for different densities. It 

has a two-step procedure. In the first step, the values of 

Eps are calculated for different densities according to a 

K-dist. plotting. These calculated values are then further 

used to analyze the clusters with different densities. In 

the second step, the DBSCAN algorithm is applied with 

the parameter Eps values calculated in the previously 

discussed step. It ensures that all of the clusters with 

corresponding densities are clustered.  

VMDBSCAN (Vibration Method DBSCAN) [13] is 

designed for modifying the DBSCAN algorithm. Unlike 

to existing density-based clustering algorithm, it detects 

the clusters of different shapes, sizes that differ in local 

density. VMDBSCAN first extracts the “core” of each 

cluster after applying DBSCAN. Then it “vibrates" 

points towards the cluster that has the maximum effect 

on these points. 

DMDBSCAN (Dynamic Method DBSCAN) [14] is 

a new enhancement of DBSCAN which has pointed out 

that in clusters, generated by DBSCAN, there is wide 

density variation. Compared to DBSCAN which uses 

global Eps. It has successfully given the method to 

compute Eps automatically for each of the different 

density levels in the dataset based on k-dist. plot. The 

major success of this technique includes (1) easy 

interpretation of generated clusters; (2) no limit on the 

shape of the generated clusters. DMDBSCAN will use 

the dynamic method to find a suitable value of Eps for 

each density level of data set. 

L-DBSCAN [15] tries to improve the DBSCAN by a 

hybrid clustering technique, where l stands for leaders. It 

works as follows: (1) it finds the suitable prototypes from 

the large dataset; (2) and then it uses the clustering 

methods on these selected prototypes. The leader 

clustering method is a fast method and it runs in linear 

time of the input dataset size. In l-DBSCAN, the first two 

prototypes are derived with the help of the leader 

clustering method. Afterwards, DBSCAN is applied to 
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perform density-based clustering on this prototype 

respectively.  

GRIDBSCAN [16] is another important variation of 

DBSCAN that addresses the issue that exists in most of 

the density-based clustering algorithms, which is the lack 

of accurate clustering in the presence of clusters with 

different densities. It has a three-level mechanism. In the 

first level, it provides appropriate grids such that density 

is similar in each grid. In the next level, it merges the 

cells having the same densities. At this level, the 

appropriate value of 𝐸𝑝𝑠 and MinPts are also identified 

in each grid. In the final step, the DBSCAN algorithm is 

applied to these identified parameters values to obtain the 

required final number of clusters.  

FDBSCAN (Fast Density-Based clustering algorithm 

for large Database) [17] is an improved version of 

DBSCAN clustering. This was developed to overcome: 

(1) its slow speed (slow in comparison due to 

neighborhood query for each object); (2) and setting the 

threshold value of the DBSCAN algorithm. The 

FDBSCAN starts by ordering the dataset object by 

certain dimensional coordinates. Then it considers a 

point having a minimal index and retrieves its 

neighborhood. If this point is demonstrated as a core 

object then a new cluster is created to label all objects in 

its neighborhood. In this way, the next unlabeled point is 

analyzed outside the core object to expand clusters. 

When all the points are analyzed for clustering then these 

objects are further passed through a Kernel function. This 

will ensure the distribution of object as uniform as 

possible.  

MR-DBSCAN [18] is a parallel version of DBSCAN 

in a MapReduce manner. It provides a method to divide a 

large dataset into several partitions based on the data 

dimensions. In the map phase, localized DBSCANs can 

be applied to each partition in parallel. During a final 

reduce phase, the results of each partition are then 

merged. For the overall cost, a partition-division phase is 

added into DBSCAN. A Cost Balanced Partition division 

method is used to generate partitions with equal 

workloads. This parallel extension meets the 

requirements of scalable execution for handling large-

scale data sets and the MapReduce approach makes it 

suitable for many popular big data analytics platforms 

like Hadoop MapReduce and ApacheSpark. 

M-DBSCAN (Multi-Level DBSCAN) [19] is an 

algorithm where neighborhood is not defined by a 

constant radius. Instead, the definition of the neighboring 

radius is performed based on the data distribution around 

the core using standard deviation and mean values. To 

obtain the clustering results, M-DBSCAN is applied on a 

set of core-mini clusters where each core-mini cluster 

defines a virtual point which lies in the center of that 

cluster. In M-DBSCAN, the value of DBSCAN is 

replaced by local density cluster which the clusters are 

extended by adding core-mini clusters that have similar 

mean values with a little difference determined by the 

standard deviation of the core. 

FI-DBSCAN [20] is a Frequent Itemset Ultrametric 

Trees with Density Based Spatial Clustering of 

Applications with Noise (DBSCAN) on MapReduce 

framework is used in the proposed system to solve the 

evolution and efficiency problem in an existing frequent 

itemset. It incorporates the Density Based Frequent 

Itemset Ultrametric Tree by adding additional hash tables 

rather than using conventional FP trees, there are by 

achieving compressed storage and avoiding the necessity 

to build conditional pattern bases. FI-DBSCAN 

integrates three MapReduce jobs to accomplish parallel 

mining of frequent itemsets. The first MapReduce job is 

responsible for mining all frequent one- itemsets. The 

second MapReduce job applies the second round of 

analyzing the database to eliminate infrequent items from 

each transaction record. At the end of the third 

MapReduce job, all frequent K-itemsets are created.  

AnyDBC (An Efficient Anytime Density-based 

Clustering Algorithm for Very Large Complex Datasets) 

[21] is an anytime algorithm which requires very small 

initial runtime for acquiring similar results as DBSCAN. 

Thus, it not only allows user interaction but also can be 

used to obtain good approximations under arbitrary time 

constraints. 

IDBSCAN [22] proposes an enhanced version of the 

incremental DBSCAN algorithm for incrementally 

building and updating arbitrarily shaped clusters in 

extensive datasets. The proposed algorithm ameliorates 

the incremental clustering process by limiting the search 

space to partitions instead of the whole dataset, and this 

gives significant improvements in performance compared 

to relevant incremental clustering algorithms. To enhance 

this algorithm further, [23] proposes an incremental 

DBSCAN which is fused with a suitable noise removal 

and outlier detection technique inspired by the box plot 

method. It utilizes a between network measure to dense 

regions to frame the last number of clusters.  

3 The proposed AMF-IDBSCAN 

clustering algorithm 
To overcome the limitations of the high complexity and 

the non scalability of the traditional clustering 

algorithms, we have developed in this work AMF-

DBSCAN: An enhanced incremental DBSCAN using a 

canopy clustering algorithm and an adaptive median 

filtering technique. 

The proposed AMF-IDBSCAN consists of four 

phases as shown in Figure 1. The first phase is pre-

clustering employing Canopy clustering. The second 

phase is the clustering of data objects in which 

Incremental DBSCAN is used. The third phase is post-

clustering applying Adaptive Median Filtering method 

that aims to reduce the number of outliers by replacing 

them with chosen medians. The last phase is used to 

evaluate the performance of clustering algorithms using 

different evaluation metrics: 

In the next subsections, we describe in details the 

main steps of our algorithm. 
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Figure 1: The methodology of the proposed incremental AMF-IDBSCAN clustering algorithm.

 

3.1 Pre-clustering 

This step is aims to prepare the clustering. We used the 

canopy clustering algorithm which is an unsupervised 

pre-clustering algorithm introduced by [24]. We have 

chosen a canopy clustering method for pre-processing the 

data because (1) it is efficient when the problem is large 

(2) it can greatly reduce the number of distance 

computations required for clustering by first cheaply 

partitioning the data into overlapping subsets, and then 

only measuring distances among pairs of data points that 

belong to a common subset and (3) it tries to speed up 

the clustering of large data sets that are a high dimension 

by dividing the clustering process into two subprocesses, 

where using another algorithm directly may be 

impractical due to the size of the data set (see Figure 2). 

First, the data set is divided into overlapping subsets 

called canopies. This is done by choosing a distance 

metric and two thresholds, T1 and T2, where T1 > T2. 

All data points are then added to a list and one of the 

points in the list is picked at random. The remaining 

points in the list are iterated over and the distance to the 

initial point is calculated. If the distance is within T1, the 

point is added to the canopy. Further, if the distance is 

within T2, the point is removed from the list. The 

algorithm is iterated until the list is empty. 

The output of the Canopy clustering is the input of 

static DBSCAN; 

 

Figure 2: Canopy clustering description [25]. 
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3.2 Classical static DBSCAN clustering 

algorithm 

When used with canopy clustering, the DBSCAN 

algorithm can reduce the computations in the radius 

(Eps) calculation step that delimits the neighborhood area 

of a point hence improving the efficiency of the 

algorithm. The implementations of the DBSCAN 

algorithm with Canopy Clustering involves the following 

steps (see Figure 3): 

 

Figure 3: DBSCAN algorithm with Canopy Clustering. 

1. Prepare the data points: the input data needs to be 

transformed into a format suitable and utilizable for 

distance and similarity measures.  

2. Choose Canopy Centers  

3. Attribute data points to canopy centers: the canopy 

assignment step would simply assign data points to 

generated canopy centers.  

4. Associate the cluster's centroids to the canopies 

centers. The data points are now in clustered sets. 

5. Repeat the iteration until all data are clustered.  

6. Apply the DBSCAN algorithm with radius 𝜀<= 

canopy radius and iterate until clustering. The 

computation to calculate the minimum number of 

points (Minpts) is greatly reduced as we only 

calculate the distance between a clusters centroids 

and data point if they share the same canopy. 

7. DBSCAN is a widely used technique for clustering 

in spatial databases. DBSCAN needs less 

knowledge of input parameters. The major 

advantage of DBSCAN is to identify arbitrary shape 

objects and removal of noise during the clustering 

process. Besides its familiarity, it has problems with 

handling large databases and in the worst case, its 

complexity reaches to O(n2)[26]. Additionally, 

DBSCAN cannot produce a correct result on varied 

densities. That's why we used canopy clustering in 

our case to reduce its complexity: 

In the AMF-IDBSCAN algorithm, we partition the 

data (n is the number of data) into canopies C by canopy 

clustering, each containing about (n / C) points. Then the 

complexity will decrease to (n2 /C) for the AMF-

IDBSCAN algorithm.  

In the sub-section, we describe the static DBSCAN:  

The static DBSCAN algorithm was first introduced 

by [27]. It uses a density-based notion of clustering of 

arbitrary shapes, which is designed to discover clusters of 

arbitrary shape and also has the ability to handle noise. It 

relies on the density-based notion of clusters. Clusters are 

identified by looking at the density of points. 

Regions with a high density of points depict the 

existence of clusters, whereas regions with a low density 

of points indicate clusters of noise or clusters of outliers.  

The key idea of the DBSCAN algorithm [28] is that, 

for each point of a cluster, the neighborhood of a given 

radius has to contain at least a minimum number of 

points, that is, the density in the neighborhood has to 

exceed some predefined threshold. This algorithm needs 

two input parameters: 

Eps, the radius that delimits the neighborhood area 

of a point (Eps-neighborhood); 

MinPts, the minimum number of points that must 

exist in the Eps-neighborhood. 

The clustering process is based on the classification 

of the points in the dataset as core points, border points, 

and noise points, and on the use of density relations 

between points (directly density-reachable, density-

reachable, density-connected) to form the clusters (see 

Figure 4). 

Core point: lies in the interior of density based 

clusters and should lie within Eps (radius or threshold 

value), MinPts (minimum number of points) which are 

user-specified parameters. 

Border point: lies within the neighborhood of core 

point and many core points may share the same border 

point. 

Noise point: is a point which is neither a core point 

nor a border point. 

Directly Density-Reachable: a point P is directly 

density-reachable from a point Q with respect to (w.r.t) 

Eps, MinPts if P belongs to NEps(Q) |NEps (Q)| >= 

MinPts 

Density-Reachable: a point P is density-reachable 

from a point Q w.r.t Eps, MinPts if there is a chain of 

points P1, …, Pn, P1 = Q, Pn = P such that Pi+1 is directly 

density-reachable from Pi 

Density-Connected: a point P is density-connected 

to a point Q w.r.t Eps, MinPts if there is a point O such 

that both, P and Q are dense-reachable from O w.r.t Eps 

and MinPts. 

The steps of the DBSCAN algorithm are as follows 

[27]: 
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Figure 4: DBSCAN working. 

3.3 Incremental DBSCAN clustering 

The static DBSCAN approach is not suitable for a large 

multidimensional database which is frequently updated. 

In that case, the incremental clustering approach is much 

finer. In our study, we use incremental DBSCAN to 

enhance the clustering process by incrementally 

partitioning the dataset to reduce the search space of the 

neighborhood to one partition rather than the whole data 

set. Also, it has embedded flexibility regarding the level 

of granularity and is robust to noisy data.  

We have chosen as a foundation of our incremental 

DBSCAN clustering algorithm, the algorithm of [29] 

which works in two steps: 

Step 1. Compute the means between every core 

object of the clusters and the new data. Insert the new 

data into a specific cluster based on the minimum mean 

distance. Sign the data as noise or border if it cannot be 

inserted into any clusters. 

Step 2. Form new core points or clusters when noise 

points or border points fulfill the Minpts (the minimum 

number of points) and radius criteria. 

Sometimes DBSCAN may be applied on a dynamic 

database which is frequently updated by the insertion or 

deletion of data. After insertions and deletions to the 

database, the clustering located by DBSCAN has to be 

updated. Incremental clustering could enhance the 

chances of finding the global optimum. In this approach, 

first, it will form clusters based on the initial objects and 

a given radius (eps) and Minpts. Thus the algorithm 

finally gets some clusters fulfilling the conditions and 

some outliers. When new data is inserted into the 

existing database, we have to update the existing clusters 

using DBSCAN. At first, the algorithm computes the 

means between every core object of clusters and the new 

coming data and insert it into a particular cluster based 

on the minimum mean distance. The new data which is 

not inserted into any clusters, is treated as noise or 

outlier. Sometimes outliers which fulfill the Minpts & 

Eps criteria, combined can form clusters using 

DBSCAN. 

We have used the Euclidean distance because it is 

currently the most frequently used metric space for the 

established clustering algorithms [30].  

The steps of incremental DBSCAN clustering 

algorithm are as follows: 

 

Pseudo-code of incremental DBSCAN 

Input 
D: a dataset containing n objects {X1,X2, X3 …, Xn}; 

n: number of data items; 

Minpts: Minimum number of data objects ; 

eps: radius of the cluster. 

Output 
K: a Set of clusters.  

Procedure 
Let, Ci (where i=1, 2, 3 …) is the new data item.  

1. Run the actual DBSCAN algorithm and clustered the 

new data item Ci properly based on the radius(eps) and 

the Minpts criteria. Repeat till all data items are 

clustered.  

Incremental DBSCAN Pseudo-code:  

Start:  

2. a> Let, K represents the already existing clusters.  

b>When new data is coming into the database, the new 

data will be directly clustered by calculating the 

minimum mean(M) between that data and the core 

objects of existing clusters.  

for i = 1 to n do  

find some mean M in some cluster Kp in  

K such that dis ( Ci, M ) is the smallest;  

If (dis ( Ci, M ) is minimum) && (Ci<=eps) && 

(size(Kp)>=Minpts) then  

Kp = Kp U Ci ;  

Else  

If dis (Ci != min) || (Ci>eps) ||(size(Kp)<Minpts) then  

Ci Outlier(Oi) .  

Else  

If Count(Oi) Minpts then Oi Form new cluster(Mi).  

C > Repeat step b till all the data samples are clustered.  

End.  

3.4 Post-clustering 

We illustrate the clusters and the outliers points by a 

rectangular window 𝑊on a hyperplane of n dimensions 

equivalent to the data dimensions. We apply the 

Adaptive Median Filtering (AMF) to reduce the noise 
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• Arbitrary select a point P 

• Retrieve all points density-reachable 

from P w.r.t Eps and MinPts.  

• If P is a core point, a cluster is 

formed. 

• If P is a border point, no points are 

dense-reachable from P and 

DBSCAN visits the next point of the 

database.  

• Continue the process until all of the 

points have been processed. 
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data. We have taken the key idea of this method and we 

have applied it to our proposition. This is an important 

advantage of our approach. 

We have selected Adaptive Median Filtering (AMF) 

among various filtering techniques because it removes 

noise while preserving shape details [31]. AMF 

technique is used to replace the outliers generated by 

incremental DBSCAN by a cluster contains an object. 
The adaptive median filtering [32] has been widely 

applied as an advanced method compared with standard 

median filtering. The adaptive filter works on a 

rectangular region 𝑊 (illustration of the set of clusters 

and outliers generated by the previous stage on a 

hyperplane). It changes the size of W during the filtering 

operation depending on certain criteria as listed below. 

The output of the filter is a single value which replaces 

the current noise data value at (x, y,....), the point on 

which 𝑊 is centered at the time.  

Let Ix,y,.....be the selected noise data according to the 

dimensions, Imin be the minimum noise value and Imax be 

the maximum noise value in the window, W be the 

current window size applied, Wmax be the maximum 

window size that can be achieved and Imed be the median 

of the window designated. The algorithm of this filtering 

technique completes in two levels as described in [33]: 

Level A: 

a) If Imin< Imed< Imax then the median value is not an 

impulse, so the algorithm goes to Level B to check if the 

current noise is an impulse. 

b) Else the size of the window is increased and Level 

A is repeated until the median value is not a stimulus so 

the algorithm goes to Level B; or the maximum window 

size is reached, in which case the median value is 

assigned as the filtered selected noise value. 

Level B: 

a) If Imin < Ix,y,.... < Imax, then the current noise value is 

not a stimulus, so the filtered selected noise is unchanged 

b) Else the selected noise data is either equal to Imax 

or Imin, then the filtered selected noise data is assigned the 

median value from Level A. 

These types of median filters are widely used in 

filtering data that has been denoised with noise density 

greater than 20%.  

This technique has three main purposes: 

• To remove noise; 

• To smoothen any non-stimulus noise; 

• To reduce excessive shapes of clusters 

3.5 Performance evaluation 

To evaluate the performance of our approach, the 

canopies are applied to the original dataset and store the 

result into another database, and then the actual 

DBSCAN algorithm is applied to the results to this 

database. The incremental DBSCAN algorithm is applied 

to the incremental dataset. The results of these two 

algorithms are compared and their performances are 

evaluated. 

The proposed algorithm AMF-IDBSCAN is shown 

as pseudo-code in Algorithm 2: 

 

Pseudo-code of AMF-IDBSCAN 

Input 
D: a dataset containing n objects {X1,X2, X3 …, Xn}; 

n: number of data items; 

Minpts: Minimum number of data objects ; 

eps: radius of the cluster.  

CN: canopies centers 

Output  
K: a Set of clusters.  

A single value: Ix,y,.... or Imed 

Procedure 
1. Run Canopy clustering : 

1.1. Put all data into a List, and initialize two distance 

radius about the loose threshold T1 and the tight 

threshold T2 (T1> T2). 

1.2. Randomly select a point as the first initial center 

of the Canopy cluster, and delete this object from the 

List. 

1.3. Get a point from the List, and calculate the 

distance d to each Canopy clusters.  

        If d < T2, the point belongs to this cluster; if 

T2≤d≤T1, this point will be marked with a weak label;  

        If the distance d to all Canopy center is greater 

than T1, then the point will be classed as a new 

Canopy cluster center. Finally, this point should be 

eliminated from the List; 

1.4. Run the step1.3 repeatedly until the list is empty, 

and recalculate the canopy centers CN. 

 

2. Run the actual DBSCAN algorithm and clustered 

the new data item Ci properly based on the radius(eps) 

and the Minpts criteria. Repeat till all data items are 

clustered: 

2.1. Choosing Canopy Centers CN 

2.2. Attribute data points  D to canopy centers CN; 

2.3. Apply the DBSCAN algorithm with radius 𝜀 <= 

canopy radius with dist(CN, Ci)<Minpts 

2.4. Repeat the iteration until all data are clustered. 

 

3. Run the incremental DBSCAN:  

3.1. a> Let, K represents the already existing clusters.  

3.2. When new data is coming into the database, the 

new data will be directly clustered by calculating the 

minimum mean(M) between that data and the core 

objects of existing clusters.  

For i = 1 to n do  

find some mean M in some cluster Kp in  

K such that dis ( Ci, M ) is the smallest;  

If (dis ( Ci, M ) is minimum) && (Ci<=eps) && 

(size(Kp)>=Minpts) then  

Kp = Kp U Ci ;  

Else  

If dis (Ci != min) || (Ci>eps) ||(size(Kp)<Minpts) then  

Ci Outlier(Oi).  

3.3. Elimination of noise objects Oi: 

The new dataset contains Oi and the clusters closest to 

it.  

3.4. Adaptive Median Filtering Technique: 

For i=1 to m do {where m is the number of outliers} 

Illustrate a new rectangle on a hyperplane; 
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Let: 

Ix,y....be the selected noise data (Oi) at the coordinates 

(x,y,...);  % corresponding the data dimensions; 

Imin be the minimum noise value; 

Imax be the maximum noise value in the window; 

W be the current window size applied; % It contains K 

clusters and Oi 

Wmax be the maximum window size that can be 

reached; 

Imed be the median of the window assigned 

Algorithm 

Level A: A1= Imed - Imin 

 A2= Imed - Imax 

 If A1 > 0 AND A2 < 0, Go to level B 

Else increase the window size 

If window size W<= Imax repeat level A 

Else output Ix,y... 

 

   Level B:  B1 = Ix,y,.. – Imin 

  B2 = Ix,y,..– Imin 

  If B1 > 0 And B2 < 0 output  Ix,y,.. 

  Else output Imed. 

 

3.5. Repeat step b till all the data samples are 

clustered.  

4. Evaluate performance.  

4 Experiments and results 
This section presents a detailed experimental analysis 

carried out to prove our proposed clustering technique 

AMF-IDBSCAN is better than other state of art methods 

used for high dimensional clustering.  We have taken 

five high dimensional data sets (Adult, Wine, Glass 

identification, Ionosphere, and Fisher's Iris) from UC 

Irvine repository (refer Table 1) to test the performance 

in terms of F-measure, number of clusters, error rate, 

number of uncluttered instances and time is taken to 

build the model. F-measure is defined in equation (1), it 

is the harmonic average of precision and recall. It is a 

one only summary statistic that does not credit an 

algorithm for correctly placing the very large number of 

pairs into different clusters [34]. F-Measure is commonly 

used in evaluating the efficiency and the reliability of 

clustering and classification algorithms. 

Our proposed noise removal and outlier labeling 

method are compared with static DBSCAN, an 

incremental density based clustering algorithm 

(IDBSCAN) [22], DMDBSCAN [14] presented below is 

the brief related work,  about evaluation metrics used for 

evaluating clustering results: 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
        (1) 

 

𝑊ℎ𝑒𝑟𝑒 ∶  
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
     (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (3) 

 

Where   TP: True positive, FP: False positive, FN: 

False negative 

 

DBSCAN: 

We apply the DBSCAN algorithm on wine dataset 

with Eps = 0.9 and MinPts = 6, F-measure= 0.175 and 

obtain an average error index of 26.18%, number of 

clusters = 3. While applying DBSCAN on Iris data set, 

we get an average error index of 35.33% with the same 

Eps and Minpts, F-measure= 0.264, number of clusters = 

3. Another real data set is Glass dataset and when we 

apply DBSCAN on it, we get an average error index of 

68.22 %, F-measure= 0.423 with a number of = 6. We 

get for Adult dataset an average error index of 32%, F-

measure= 0.475 with number of clusters=1216. For 

ionosphere, an average error index= 31.62%, F-measure= 

0.854 and number of clusters=2 (see Table 2) 
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Fisher's iris 3 0.264 0.02 35.33 0 

Wine 3 0.175 0.06 26.18 1 

Glass 

identification 
6 0.423 0.04 68.22 4 

Adult 1216 0.475 1638,35 32 15813 

Ionosphere 2 0.854 0.23 31.62 111 

Table 2: Results of applying DBSCAN. 

IDBSCAN: 

We apply IDBSCAN algorithm on wine dataset with 

Eps = 0.9 and MinPts = 6, F-measure= 0.274 and obtain 

an average error index of 23.45%, number of clusters = 

4. While applying IDBSCAN on Iris data set, we get an 

average error index of 28.54% with the same Eps and 

Minpts, F-measure= 0.354, number of clusters = 3. 

Another real data set is Glass dataset and when we apply 

IDBSCAN on it, we get an average error index of 

49.52%, F-measure= 0.323 with a number of clusters = 8. 

We get for Adult dataset an average error index of 

Dataset 
No. of 

instances 

No. of 

attributes 
Attribute type Data types 

Ionosphere 351 34 Integer, real Multivariate 

Wine 178 13 Integer, real Multivariate 

Glass 

Identification 
214 10 Real Multivariate 

Adult 48842 15 
Categorical,  

Integer, Real 
Multivariate 

Fisher's Iris 150 4 Real Multivariate 

Table 1: Description of UCI databases. 
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27.96%, F-measure= 0.475 with number of 

clusters=1265. For ionosphere, an average error index= 

29.15%, F-measure= 0.639 and number of clusters=3 

(see Table3). 

Table 3: Results of applying IDBSCAN. 

AMF-IDBSCAN: 

In our experiments, we have used for canopy 

clustering implementation, a Weka tool (Waikato 

Environment for Knowledge Analysis) [35] which is an 

open-source Java application produced by the University 

of Waikato in New Zealand. It functions like 

Preprocessing Filters, Attribute selection, 

Classification/Regression, Clustering, Association 

discovery, Visualization. The set of training instances has 

to be encoded in an input file with.ARFF (Assign 

Relation File Format) extension to be used by the Weka 

tool in order to generate the canopies that will be used as 

inputs in our algorithm.  

We apply our proposed AMF-IDBSCAN algorithm 

on wine data set with Eps = 0.9 and MinPts = 6, number 

of canopies= 4, F-measure= 0.354 and obtain an average 

error index of 18.25%, number of clusters = 4. While 

applying AMF-IDBSCAN on Iris data set, we get an 

average error index of 25.63% with the same Eps and 

Minpts, number of canopies= 3, F-measure= 0.758, 

number of clusters = 4. Another real data set is Glass 

data set and when we apply our proposed algorithm on it, 

we get an average error index of 35.96% , number of 

canopies= 8, F-measure= 0.695 with number of = 6. We 

get for Adult dataset an average error index of 29.46%, 

number of canopies= 100, F-measure= 0.495 with 

number of clusters=1285. For ionosphere, an average 

error index= 27.64%, number of canopies= 11, F-

measure= 0.821 and number of clusters=5 (see Table 4). 

 

DMDBSCAN: 

We apply the DMDBSCAN algorithm on the wine 

data set, and applying k-dist for 3-nearest points, we have 

3 values of Eps which are 4.3, 4.9 and 5.1. F-measure= 

0.125, the average error index is 23.15% and number of 

clusters = 3. While applying DMDBSCAN on Iris data 

set, and applying k-dist for 3-nearest points, we have 2 

values of Eps which are 0.39 and 0.45. The average error 

index is 38.46%, F-measure =0.295 and a number of 

clusters = 3.  

Another real data set is Glass dataset and when we 

apply DMDBSCAN on it and applying k-dist for 3-

nearest points, we have 3 values of Eps which are 0.89, 

9.3 and 9.4. F-measure= 0.623, the average error index is 

58.39% and the number of clusters = 6. We get for Adult 

dataset an F-measure= 0.474, the average error index of 

34.66%, with a number of clusters=1301. For ionosphere, 

F-measure= 0.754, an average error index= 30.04%, and 

number of clusters=6 (see Table 5). 
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Table 4: Results of applying AMF-IDBSCAN. 

Dataset Name 
N° of 

clusters 

F-

measure 

Error 

rate 

(%) 

Time is 

taken to 

build a 

model 

Fisher's iris 3 0.293 38.46 0.08 

Wine 3 0.125 23.15 0.13 

Glass 

identification 
6 0.623 58.39 0.24 

Adult 1301 0.474 34.66 0.64 

Ionosphere 6 0.754 30.04 0.09 

Table 5: Results of applying DMDBSCAN. 

 

 

Dataset Name 
N° of 

clusters 
F-measure 

Time taken 

to build a 

model 

Error 

rate (%) 

Fisher's iris 3 0.354 0.03 28.54 

Wine 4 0.274 0.05 23.45 

Glass 

identification 
8 0.323 0.09 49.52 

Adult 1265 0.475 5476.9 27.96 

Ionosphere 3 0.639 0.84 29.15 
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Fisher's iris 3 0.264 35.33 4 0.798 25.63 3 0.293 38.46 3 0.354 28.54 

Wine 3 0.175 26.18 4 0.354 18.25 3 0.125 23.15 4 0.274 23.45 

Glass 

identification 
6 0.423 68.22 6 0.695 35.96 6 0.623 58.39 8 0.323 49.52 

Adult 1216 0.475 32 1285 0.495 29.46 1301 0.474 34.66 1265 0.475 27.96 

Ionosphere 2 0.854 31.62 5 0.821 27.64 6 0.754 30.04 3 0.639 29.15 

Table 6: Comparison against the results of DBSCAN, IDBSCAN, DMDBSCAN  

and our proposed algorithm AMF-IDBSCAN. 

Table 6 compares the results obtained by our 

proposed algorithm against those of three other 

algorithms, namely: DBSCAN, IDBSCAN, and 

DMDBSCAN: 

• From our experiments, and as Tables 2, 3, 4 and 5 

show: by using the DBSCAN algorithm for multi-

densities data sets, we get low-quality results with 

long times. DBSCAN algorithm is a time-

consuming algorithm when dealing with large 

datasets. This is due to Eps and Minpts parameters 

values which are very important for DBSCAN 

algorithm, but their calculations are time-

consuming. In other sense, clustering algorithms 

are in need to discover a better version of the 

DBSCAN algorithm to deal with these special 

multi-densities datasets. 

• DMDBSCAN gives better efficiency results than 

DBSCAN clustering algorithm but takes more time 

compared with the other algorithms. This is due 

that the algorithm needs to call the DBSCAN 

algorithm for each value of Eps.  

• The IDBSCAN algorithm is more efficient in 

terms of error rate and f-measure than DBSCAN 

algorithm. Also, it takes more time compared with 

DBSCAN, DMDBSCAN, and AMF-IDBSCAN. 

This is due to the fact that this algorithm needs to 

call the DBSCAN algorithm to make the initial 

clustering.  

• AMF-IDBSCAN gives the best efficiency results 

compared to the other studied algorithms. Table 6 

presents the F-Measure values recorded for all the 

data sets and all the algorithms. A high value of F-

Measure proves the better quality of the clustering 

process. A significant improvement is found on 

AMF-IDBSCAN and on all datasets except the 

Ionosphere dataset. The maximum increase is 

observed in both Iris and Glass data sets. The 

improvement in F-Measure shows that our 

proposed method is more efficient in terms of 

noise removal and outlier labeling. Apart from F-

Measure, our proposed method allows to achieve 

good clustering results in a reasonable time. 

It can be easily observed from Figure 5 that our 

proposed clustering method for noise removal is 

well suited for high dimensional data sets and it 

exceeds the other existing methods. 

5 Conclusion and perspectives 
In this paper, we proposed AMF-IDBSCAN an 

enhanced version of the DBSCAN algorithm, 

including the notions of density, canopies and noise 

removal. This work presents a comparative study of 

the performance of this proposed approach which is 

fused with an adaptive median filtering median for 

noise removal and outlier detection technique and a 

canopy clustering method to reduce the volume of 

large datasets. 

We compared this algorithm with the original 

DBSCAN algorithm, IDBSCAN, DMDBSCAN, and 

our experimental results show that the proposed 

approach gives better results in terms of error rate and 

f-measure with the increment of data in the original 

database.  

In our future works, we will extend our 

investigations to other incremental clustering 

algorithms like COBWEB, incremental OPTICS and 

incremental supervised algorithms like incremental 

SVM, learn++, etc. 

One of the remaining interesting challenges is 

how to select the algorithm parameters like k-dist, eps, 

Minpts, and number of canopies automatically. 
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Figure 5: F-Measure (FM) Comparison across all Datasets.
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Imaging inpainting is the process of digitally filling-in missing pixel values in images and requires care-

fully crafted image analysis tools. In this work, we propose an adaptive image inpainting method based 

on the weighted mean. The weighted mean is assessed to be better than the median because, for the case 

of the weighted mean, we can exclude the values of the corrupted pixels from evaluating values to fill 

those corrupted pixels. In the experiments, we implement the algorithm on an open dataset with various 

corrupted masks and we also compare the inpainting result by the proposed method to other similar 

inpainting methods – the harmonic inpainting method and the inpainting by directional median filters – 

to prove its own effectiveness to restore small, medium as well as fairly large corrupted regions. This 

comparison will be handled based on two of the most popular image quality assessment error metrics, 

such as the peak signal to noise ratio, and structural similarity. Further, since the proposed inpainting 

method is non-iterative, it is suitable for implementations to process big imagery that traditionally require 

higher computational costs, such as the large, high-resolution images or video sequences. 

Povzetek: Opisana je novo razvita metoda določanja manjkajočih točk v sliki s pomočjo uteženega 

povprečja. 

1 Introduction 
Image inpainting [1, 2, 3, 4, 5, 6] is one of the interesting 

problems of image processing [7, 8] that has attracted a lot 

of attention. Image inpainting or image interpolation is a 

process of filling the damaged and/or missing parts. Image 

inpainting has a wide range of applications in practice 

such as watermark removal [9], image disocclusion [10, 

11], restoring old images corrupted by dust, scratches, etc., 

image zooming, image super-resolution [8], etc.  

To solve the image inpainting problem, there are some 

intensive approaches [12, 13, 14] such as partial-differen-

tial-equation-based (PDE-based) methods [1, 8, 15], cal-

culus-of-variation-based methods [8], graph-based meth-

ods, stochastic methods, etc. and machine-learning-based 

methods. In this paper, we only focus on non-learning-

based methods, because the comparison of methods based 

on machine-learning to non-learning-based methods is not 

fair. In non-learning-based methods, the PDE-based and 

variation-based methods are highly effective to treat this 

problem. However, these methods are iterative and the ac-

curacy, performance, execution time depends much on the 

tolerance. 

In this paper, we study an inpainting method based on 

the weighted mean [16]. Our method is non-iterative, 

hence, the computational complexity associated with tra-

ditional iterative inpainting methods. This advantage is es-

pecially appealing as it paves the way for us to apply 

mailto:dnhthanh@hueic.edu.vn
mailto:prasatsa@uc.edu


508 Informatica 43 (2019) 507–513 N.H. Hai et al. 

inpainting for larger images or high-resolution images, 

such as Full HD 1080, 2K, 4K, and higher resolution 

and/or video sequences data. 

We propose the method to fill the corrupted parts by 

the weighted mean because it excludes the value of the 

corrupted pixels from the evaluating process. The pixels 

of the corrupted regions are always different from the 

neighboring pixels' values. So, their values are not useful 

for evaluating the values to fill the corrupted regions. This 

idea is better than using the median. The proposed inpaint-

ing method is effective on various corrupted masks: from 

a small, medium up to large area. 

In our experiments, we compare our inpainting results 

from the proposed method to the harmonic inpainting 

method [1, 15] (PDE-based inpainting) and the inpainting 

method by directional median filters [17]. Our results 

prove that the adaptive inpainting based on the weighted 

mean is a novel method and performs favorably to other 

state-of-the-art inpainting methods. 

The rest of the paper is organized as follows. Section 

2 introduces the general image inpainting problem that is 

formulated in the form of the optimization problem, and 

the proposed adaptive inpainting method based on the 

weighted mean. Section 3 presents the experiments and 

the comparison of the inpainting result to another similar 

method. Finally, section 4 concludes. 

2 The proposed inpainting method 

2.1 Image inpainting problem 

Let 𝑢0(𝑥, 𝑦), 𝑢(𝑥, 𝑦), 𝑣(𝑥, 𝑦), (𝑥, 𝑦) ∈ Ω ⊂ ℝ2, be the 2D 

grayscale original image, the restored image, and the cor-

rupted image, respectively. In the case of image presented 

in the discrete form, 𝑥 = 1,2 … , 𝑚; 𝑦 = 1,2, … , 𝑛, where 

values 𝑚, 𝑛 are the number of pixels by the image width 

and image height. Let 𝒟 – the set of corrupted pixels. 

The popular general image inpainting model is de-

fined as follows [1, 15]: 

𝑢 = argmin
𝑢

( ∑ Φ(∇𝑢)

𝑥,𝑦∈Ω

+ 𝜆 ∑ |𝑢 − 𝑣|2

(𝑥,𝑦)∈Ω\𝒟

), 

where the norm |∙| – 𝐿2 norm, Φ(∙) – a gradient-based 

smooth function. It can be selected as Total variation [18, 

19], Euler’s elastica [1] or Mumford-Shah model [1]. 

As can be observed from the minimization model, to 

solve the above inpainting model, we need some complex 

optimization methods. The algorithms based on this model 

are iterative manners that the accuracy depends much on 

the tolerance. 

2.2 The proposed inpainting method 

In this paper, we propose the inpainting method based on 

the adaptive weighted mean filter. The adaptive weighted 

mean filter [16] is proposed by Zhang and Li to solve the 

denoising problem. Like other median-based and mean-

based filters, this method evaluates the corrupted pixels 

values on the clipping windows by the mean value. How-

ever, this method considers the weight of pixels values to 

evaluate the mean. So, it is called to be the weighted mean. 

For the inpainting problem, the corrupted regions are 

the connected regions with a small, medium or large area. 

This is quite different from the denoising problem: the cor-

rupted pixels are always separated pixels or connected 

pixels on a small area (for the high noise levels). 

Like the adaptive weighted mean filter for denoising, 

we also evaluate the corrupted pixels values based on the 

pixels values of the considered clipping windows. 

Let 𝐼, 𝐼𝑐  be indices of pixels of all image domain Ω and 

of the corrupted regions 𝒟, respectively. We call 𝑊𝑖𝑗(𝑑) a 

clipping window centered at the pixel (𝑖, 𝑗) with a size of 

2𝑑 + 1: 

𝑊𝑖𝑗(𝑑) = {|𝑖 − 𝑘| ≤ 𝑑, |𝑗 − 𝑙| ≤ 𝑑, (𝑘, 𝑙) ∈ 𝐼}. 

Figure 1 shows an example of the clipping windows 

centered at the pixel (3, 3) with 𝑑 = 2. 

      

      

      

      

      

Figure 1: The clipping window centered at the marked 

pixel (3, 3) with a 𝑑 = 2 (i.e., the window size is 5). 

 

𝑢22 𝑢21 𝑢21 𝑢22 𝑢23 𝑢23 𝑢22 

𝑢12 𝑢11 𝑢11 𝑢12 𝑢13 𝑢13 𝑢12 

𝑢12 𝑢11 𝑢11 𝑢12 𝑢13 𝑢13 𝑢12 

𝑢22 𝑢21 𝑢21 𝑢22 𝑢23 𝑢23 𝑢22 

𝑢22 𝑢21 𝑢21 𝑢22 𝑢23 𝑢23 𝑢22 

𝑢12 𝑢11 𝑢11 𝑢12 𝑢13 𝑢13 𝑢12 

Figure 2: The extended pixels matrix with the padding is 

2 of the marked 3×2 image. 

Our proposed inpainting method starts from the clip-

ping windows of every corrupted pixel (𝑖, 𝑗) ∈ 𝐼𝑐. If the 

corrupted pixels lay on the position (𝑖, 𝑗) with 𝑖 − 𝑑 ≤ 0 

or 𝑖 + 𝑑 ≥ 𝑚 or 𝑗 − 𝑑 ≤ 0 or 𝑗 + 𝑑 ≥ 𝑛, we need to ex-

tend the pixels matrix to top, bottom, left or right more 𝑑 

rows or columns of pixels. The values to fill to the padding 

regions are taken by the symmetric method. In MATLAB, 

we can use the built-in function padarray. Figure 2 shows 

an example of the padding pixels matrix of the image 3×2 

(the gray pixels area) with the padding is 2. 

Next step, we need to evaluate the maximum, the min-

imum and the weighted mean values in every clipping 

window centered at the corrupted pixels: 

𝐴 = max{𝑊𝑖𝑗(𝑑)} , (𝑖, 𝑗) ∈ 𝐼𝑐 , 

𝐵 = min{𝑊𝑖𝑗(𝑑)} , (𝑖, 𝑗) ∈ 𝐼𝑐 , 
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 𝜇 = 𝑚𝑒𝑎𝑛̈ {𝑊𝑖𝑗(𝑑)} 

= {
∑ 𝑎𝑘,𝑙𝑣𝑘𝑙

(𝑘,𝑙)∈𝑊𝑖𝑗(𝑑)

, 𝑖𝑓 ∑ 𝑎𝑘,𝑙

𝑖

≠ 0

−1,   otherwise

, (𝑖, 𝑗) ∈ 𝐼𝑐 , 

where 

𝑎𝑘,𝑙 = {
1, 𝑖𝑓   min{𝑊𝑖𝑗(𝑑)} < 𝑣𝑘,𝑙 < max{𝑊𝑖𝑗(𝑑)}

0,                                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. 

Finally, with every pixel of the corrupted regions 
(𝑖, 𝑗) ∈ 𝐼𝑐, we replace the corrupted pixel value by the 

weighted mean value 𝜇. 

The proposed image inpainting method has a smaller 

number of calculations than the denoising method by the 

adaptive weighted mean filter because we only consider 

the clipping windows of the corrupted pixels. The algo-

rithm of the proposed image inpainting method by the 

adaptive weighted mean is presented in Algorithm 1. 

Algorithm 1. The inpainting method base on the 

adaptive weighted mean. 

Input: The corrupted image 𝑣. 

Output: The restored image 𝑢. 

Initialize ℎ = 1, 𝑑0 = 1, 𝑑𝑚𝑎𝑥 = 39. 

For every pixel (𝑖, 𝑗) ∈ 𝐼𝑐 

Set 𝑑 = 𝑑0. 

While (𝑑 ≤ 𝑑𝑚𝑎𝑥) 

Evaluate 𝐴 = max{𝑊𝑖𝑗(𝑑)}. 

Evaluate 𝐴′ = max{𝑊𝑖𝑗(𝑑 + ℎ)}. 

Evaluate 𝐵 = min{𝑊𝑖𝑗(𝑑)}. 

Evaluate 𝐵′ = min{𝑊𝑖𝑗(𝑑 + ℎ)}. 

Evaluate 𝜇 = 𝑚𝑒𝑎𝑛̈ {𝑊𝑖𝑗(𝑑)}. 

If (𝐴 == 𝐴′ and 𝐵 == 𝐵’ and 𝜇 ≠ −1) Then 

Set 𝑢𝑖𝑗 = 𝜇. 

Break. 

Else 

Increase 𝑑 = 𝑑 + ℎ. 

If (𝑑 > 𝑑𝑚𝑎𝑥) Then 

Set 𝑢𝑖𝑗 = 𝜇. 

Break. 

End. 

End. 

End. 

End. 

 

As can be seen in Algorithm 1, the values of the cor-

rupted pixels are replaced by the weighted mean value. 

The weighted mean value will not contain the values of 

corrupted pixels in the clipping windows. We choose the 

weighted mean value because the values of the corrupted 

pixels always have no similarity with the values of other 

neighboring pixels in the same clipping window. 

3 Experiments 
We implement the proposed inpainting method and the 

harmonic inpainting method to recover the corrupted im-

age by MATLAB 2018a. The configuration of the compu-

ting system is Windows 10 Pro with Intel Core i5, 1.6GHz, 

4GB 2295MHz DDR3 RAM memory. For the harmonic 

inpainting method, we set the tolerance 𝑇𝑜𝑙 = 10−5. This 

value will balance the accuracy and execution time. 

3.1 Image quality assessment metrics 

To compare the inpainting result of the proposed method 

to other similar inpainting methods, it is necessary to as-

sess image quality after inpainting based on the error met-

rics. The popular error metrics are PSNR and SSIM that 

were used in many works [20, 21, 22, 23, 24, 25, 26, 27]: 

𝑃𝑆𝑁𝑅 =  10 log10 (
𝑢𝑚𝑎𝑥

2

𝑀𝑆𝐸
)   𝑑𝐵, 

where 

𝑀𝑆𝐸 =
1

𝑚𝑛
∑ ∑(𝑢(𝑖𝑗) − 𝑢0

(𝑖𝑗)
)

2
𝑛

𝑗=1

𝑚

𝑖=1

 

is the mean squared error with 𝑢0 is the original (latent) 

image, 𝑢𝑚𝑎𝑥 denotes the maximum value, for e.g. for 8-

bit images 𝑢𝑚𝑎𝑥 = 255; 𝑢(𝑖𝑗) and 𝑢0
(𝑖𝑗)

 are pixels values 

of 𝑢 and 𝑢0 at every pixel (𝑖, 𝑗). The difference of 0.5dB 

is visible. The higher PSNR (measured in decibels – dB), 

the better image quality. 

Structural similarity (SSIM) is proven to be a better 

error metric for comparing the image quality and it is in 

the range [0, 1] with a value closer to one indicating better 

structure preservation. This metric based on the character-

istic of the human vision. The SSIM is computed between 

two windows and of common size 𝑁 × 𝑁, 

𝑆𝑆𝐼𝑀 =
(2𝜇𝜔1

𝜇𝜔2
+ 𝑐1)(2𝜎𝜔1𝜔2

+ 𝑐2)

(𝜇𝜔1
2 + 𝜇𝜔2

2 + 𝑐1)(𝜎𝜔1
2 + 𝜎𝜔2

2 + 𝑐2)
, 

where 𝜇𝜔𝑖
 – the average of 𝜔𝑖, 𝜎𝜔𝑖

2  – the variance of 

𝜔𝑖, 𝜎𝜔1𝜔2
 – the covariance, and 𝑐1, 𝑐2 numerical stabiliz-

ing parameters. 

IDs Corrupted 
Harmonic 

method 

Directional 

median 
Proposed 

119082 16.9766 25.2881 25.5074 25.9331 

126007 17.3561 30.1535 31.4514 31.6833 

157055 19.248 26.962 27.4127 28.3869 

170057 18.3731 31.0244 32.2728 33.1103 

182053 18.5361 25.8607 28.2344 28.5674 

219090 17.2918 28.1766 30.4586 30.7027 

253027 18.3034 24.7708 25.3588 25.7218 

295087 17.013 28.6833 32.2062 32.2184 

296007 19.4597 33.2096 36.2832 36.3026 

38092 19.2699 27.1973 29.597 29.7045 

Table 1: The comparison of PSNR metric of the inpainting 

methods for the mask 1. 

3.2 Image datasets and test cases 

We test the performance of the proposed inpainting 

method on a dataset of natural images with artificial cor-

rupted masks. The dataset is well-known as BSDS of UC 

Berkeley https://www2.eecs.berkeley.edu/Research/Pro-

jects/CS/vision/bsds/BSDS300/html/dataset/images.html. 
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All images are stored in JPEG format, grayscale and have 

size 481×321 pixels. Figure 3 shows the selected image of 

UC Berkeley for the tests. The corrupted masks are pre-

sented in Figure 4. In this case, the black areas indicate the 

corrupted regions. Note that, we use 10 original images 

and 2 masks. Hence, our experiment will be handled on 20 

images. This size is suitable for non-learning-based meth-

ods without any trained data. 

IDs Corrupted 
Harmonic 

method 

Directional 

median 
Proposed 

119082 0.90632 0.85151 0.90542 0.91662 

126007 0.88987 0.89776 0.94538 0.95302 

157055 0.91292 0.88074 0.92816 0.9373 

170057 0.89567 0.90925 0.95351 0.95409 

182053 0.90673 0.87299 0.9434 0.94673 

219090 0.89305 0.86256 0.94373 0.94649 

253027 0.90216 0.84878 0.93184 0.9351 

295087 0.89063 0.83746 0.94324 0.94702 

296007 0.89367 0.89022 0.94741 0.95609 

38092 0.91695 0.83039 0.93749 0.93903 

Table 2: The comparison of SSIM metric of the inpainting 

methods for the mask 1. 

IDs Corrupted 
Harmonic 

method 

Directional 

median 
Proposed 

119082 13.1181 24.7802 24.9254 25.0446 

126007 14.0723 28.5263 28.5795 28.8802 

157055 17.7535 27.2226 27.9019 28.376 

170057 14.5046 29.8771 30.5236 31.0405 

182053 14.6563 24.9808 26.1866 26.2575 

219090 13.7254 26.5841 26.9604 27.5309 

253027 15.252 23.1356 23.1589 23.3926 

295087 14.0301 27.7979 29.6814 29.7502 

296007 15.372 32.887 35.0773 35.158 

38092 14.0467 26.1847 27.4583 27.5423 

Table 3: The comparison of PSNR metric of the inpainting 

methods for the mask 2. 

In the case of the mask 1, the corrupted ratio is 5%. 

The size of the corrupted parts (white square) is 14×14 

pixels. The inpainting results are presented in Figure 5. 

The values of the PSNR metric are presented in table 1. 

The value of the SSIM metric is shown in table 2. We can 

see that the inpainting result by the harmonic method is 

good by the PSNR metric, but it fails for SSIM. The SSIM 

of the harmonic inpainting method is smaller than one of 

the corrupted images. However, in Figure 5, the quality of 

the inpainting result by the harmonic is really better than 

the corrupted image. The harmonic method changes whole 

the image (including the uncorrupted regions). The re-

stored image gets smoother. This is the reason to make 

SSIM metric of the harmonic inpainting method to be 

lower. The inpainting result by the directional median fil-

ters is better, but there are still some defects: flowers on 

the dress of woman (ID 157055), on leaves and branches 

of the tree (ID 295087).  

IDs Corrupted 
Harmonic 

method 

Directional 

median 
Proposed 

119082 0.80231 0.82849 0.88415 0.88549 

126007 0.78606 0.87759 0.9203 0.92621 

157055 0.82274 0.87131 0.91147 0.91767 

170057 0.77925 0.89494 0.93326 0.93476 

182053 0.81001 0.85041 0.90769 0.91723 

219090 0.78722 0.83843 0.90378 0.91129 

253027 0.8193 0.81883 0.88859 0.89715 

295087 0.78451 0.81901 0.90972 0.91991 

296007 0.77249 0.87662 0.93102 0.93571 

38092 0.80371 0.80615 0.90268 0.90704 

Table 4: The comparison of SSIM metric of the inpainting 

methods for the mask 2. 

 

Figure 3: The input natural images from the BSDS dataset 

of UC Berkeley. 

For our proposed method, the inpainting result is very 

good. Our method only recovers the value of the corrupted 

pixels. Because the corrupted area is not large, our pro-

posed method gives perfect inpainting result. By both 

PSNR and SSIM metrics, our proposed method is better 

than the harmonic method and directional median filters. 

 
Figure 4: The masks for generating the corrupted regions. 

In the case of the mask 2, the corrupted ratio is 10%. 

The lengths of some corrupted regions are very long. The 

corrupted areas, in this case, are bigger than one of the 

cases of the mask 1. The inpainting results are presented 

in Figure 6. The PSNR and SSIM metrics are presented in 

Table 3 and Table 4, respectively. The harmonic method 

still made the whole image to be smoother. The inpainting 

result by the directional median filters looks better. The 

inpainting result of our proposed method is best. Our pro-

posed method preserves the structure of the image because 

it did not change the pixels' values outside the corrupted 

regions. Both PSNR and SSIM metrics of the proposed 

method, in this case, are also better than ones of the har-

monic method and the directional median filters. 
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From the above experiments, we can see that the pro-

posed method can work well on various masks with small 

and medium corrupted regions. For the large corrupted re-

gions, our proposed method also works well. However, if 

the corrupted area is too large, our method will work inef-

fectively, because the proposed inpainting method uses 

the clipping windows to evaluate. If a lot of pixels in the 

clipping windows are corrupted, the recovery process can-

not get high accuracy. Figure 7 shows the inpainting re-

sults of the proposed method on the large corrupted re-

gions (the corrupted ratio is 42%, the corrupted sizes are 

30 pixels by width and 30 pixels by height). As can be 

seen, our proposed method creates a “paintbrush” effect. 

By human eyes, the inpainting result is good, and the val-

ues of PSNR and SSIM metrics of the inpainting result for 

this case by the proposed inpainting method are good 

enough too PSNR=21.9475, SSIM=0.7029. 

 
Original (ID 157055) 

 
Original (ID 295087) 

 
Corrupted (ID 157055) 

 
Corrupted (ID 295087) 

 
By harmonic method 

 
By harmonic method 

 
By directional median 

 
By directional median 

 
By proposed method 

 
By proposed method 

Figure 6: The inpainting results on the corrupted images 

with the mask 2. 

We have to notice that, in real applications of image 

inpainting, the most important task is to detect the mask. 

The mask is not only the corrupted regions on images but 

also is objects that need to be removed. This task depends 

on every problem. It can be made manually or automati-

cally. For example, in order to segment skin lesions of der-

moscopic images [28], we need to detect hairs and remove 

them to improve image quality. The hairs can be detected 

by many methods, including machine learning methods, 

curvatures-based techniques, etc. 

As we discussed above, our proposed method is a non-

iterative manner, and it only considers the clipping win-

dows of the corrupted pixels, so it can work very fast. In 

all the tests, the execution time is under 1 second. The har-

monic inpainting method spent up to 40 seconds with 

above tolerance 10−5. This is promising as the method is 

suitable to process large, high-resolution images or video 

sequences that are our future applications. 

 
Original (ID 157055) 

 
Original (ID 295087) 

 
Corrupted (ID 157055) 

 
Corrupted (ID 295087) 

 
By harmonic method 

 
By harmonic method 

 
By directional median 

 
By directional median 

 
By proposed method 

 
By proposed method 

Figure 5: The inpainting results on the corrupted image 

with the mask 1. 
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4 Conclusion 
In this paper, we proposed an adaptive inpainting method 

based on the weighted mean. The proposed method can 

restore the images with small and medium corrupted re-

gions effectively. It only recovers the corrupted pixels and 

do not touch other pixels. Hence, the image structure is 

unchanged. For the large corrupted areas, our proposed 

method works well, but it creates an artificial effect – the 

paintbrush effect. 

The proposed inpainting method is non-iterative man-

ner, so it can work very fast. Otherwise, the proposed 

method only considers the clipping windows of every cor-

rupted pixels, so it requires less memory. These ad-

vantages are useful to process large, or high-resolution im-

ages or video sequences.  

In future works, we would like to improve the pro-

posed method to remove the paintbrush effect during re-

storing the images with large corrupted areas. 
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Accurately measuring blood flow in eye is an important challenge, as blood flow reflects the health of eye 

and is disrupted in many diseases. Existing techniques for measuring blood flow are limited due to the 

complex assumptions and calculations required. Digital image and video processing techniques started 

to be used for eye vessels analysis and evaluation during last decades. In this paper, we propose a method 

for determining the characteristics of blood flow in the vessels of eye conjunctiva, such as linear and 

volumetric blood speed, and topological characteristics of vascular net. The method first analyses image 

frame by frame sequentially and then builds integral optical flow for video sequence. Dynamic 

characteristics of eye vessels are introduced and calculated. These characteristics make it possible to 

determine changes in blood flow in eye vessels. We show the efficiency of our method in real eye vessels 

scenes. 

Povzetek: Razvit je nov sistem za določanje pretoka krvi v očeh. 

1 Introduction 
The study of conjunctiva vessels allows to perform a direct 

non-invasive study of vessels of a microcirculatory bed. 

The change in the quantitative dynamic characteristics of 

blood flow in the conjunctival vessels determines the 

change in blood flow in a microvascular bed and reaction 

of a vascular bed to the effects of various therapeutic 

drugs. It appears in narrowing or dilation of blood vessels, 

increasing degree of branching, the expansion of a 

capillary network.  

Currently, there are many methods for blood flow 

monitoring, such as Doppler ultrasonography and 

Velocimetry, laser Doppler flowmetry, and blood vessels 

measurement by portable devices [1,2]. Volumetric blood 

flow speed is usually computed as the product of linear 

blood speed and vessel cross-sectional area, each 

measured independently. Vessel diameter can be 

measured from conjunctiva images by using the retinal 

vessel analyzer or the scanning laser ophthalmoscope, or 

by using confocal line scans. Speed can be measured with 

bidirectional laser Doppler velocimetry and frequency 

domain optical coherence tomography [3]. 

However, most of the methods allow to determine the 

parameters of blood flow only in straight sections of the 

microvascular bed, while the changes occurring in the 

nodes and complex fragments of the vascular network 

remain unaccounted for. In addition, the use of these 

methods in clinical studies is limited due to the high cost 

and complexity of result interpretation. 

The image of eye circulatory system is a network of 

vessels of different shapes, sizes, orientations and 

brightness. The location of vessels allows to get a fairly 

clear image without gross distortion. However, in the 

study of these images there are some difficulties, some of 

them are typical for vessels of any part of a circulatory 

system, others - only for vessels of eye circulatory system. 

The first problem that arises when obtaining a video 

sequence is caused by image instability. For a healthy 

human, eye is characterized by saccadic eye movements, 

which are rapid jumps of different duration and amplitude 

from one point of fixation to another, as well as eye tremor 

of different intensity, depending on the state of human 

health. When receiving such images, it is impossible to fix 

an object. Thus, mixing of vessel positions between two 

frames is chaotic. Therefore, at this stage, the most 

important task is to stabilize a video sequence. 

The second problem is to determine the structure of 

conjunctiva circulatory system. It is a structure with 

complex geometry, which is characterized by a large 

number of vessels with bends and branches. The vessel is 

a complex three-dimensional structure and we have to take 
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into account changes in shape, size and brightness. 

Branching and intersecting vessels also complicate the 

task of segmentation. 

The third problem is related to changes in the shape 

and geometric characteristics of vessels due to the fact that 

vessel is an elastic object, and its geometrical parameters 

change with blood filling during a cardiovascular cycle. 

To reduce the measurement error, a vessel diameter should 

be determined at the time of the lowest blood filling of the 

vessel. Also, in addition to the average geometry 

parameters and blood flow volumetric speed, it is 

necessary to take into account the vessel instantaneous 

characteristics.  

The fourth problem is the complexity of describing 

sequence of events occurring in the vessel due to periodic 

changes in the parameters describing the blood flow in 

conjunctival vessels. 

To obtain images of the conjunctiva, a monochrome 

camera equipped with a laser device for guidance and 

focus is used. Despite the use of pulse illumination 

synchronization devices, the obtained images have low 

quality and resolution, which leads to the need to use 

complex methods of image analysis. 

Most of the existed methods process eye vessels in 

single static images. However, blood flow characteristics 

can be only computed by using sequence of images or 

video sequence and special techniques should be 

elaborated for this task. 

In this paper, we propose a method for determining 

the characteristics of blood flow in the vessels of eye 

conjunctiva, such as linear and volumetric blood speed, 

topological characteristics of vascular net. The method 

first analyses image frame by frame sequentially and then 

builds integral optical flow for video sequence. Dynamic 

characteristics of eye vessels are introduced and 

calculated. These characteristics make it possible to 

determine changes in blood flow in eye vessels. We show 

the efficiency of our method in real eye vessels scenes. 

2 Review of eye vessels image 

analysis approaches 
Image and video processing techniques started to be used 

for eye vessels analysis during last decades. It allows to 

organize an efficient permanent control of eye state and 

define the corresponding treatment. On the other hand, it 

requires advanced techniques for image and video 

processing. 

Methods of eye vessels image analysis are considered 

in many papers. The first reviews of algorithms for 

processing of vascular structures can be seen in [4, 5]. The 

review [4] presented an analysis and categorization of 

literature related to digital imaging technologies in the 

field of diabetic retinopathy and focused on algorithms 

and methods of segmentation of two-dimensional color 

retina images that are received with the help of fundus 

cameras. 

Authors in paper [6] presented a comparative 

overview of methods and algorithms for isolating vessels 

and elongated objects on both two-dimensional and three-

dimensional medical images used in various tasks. A 

review of the algorithms for segmentation and registration 

of the retina is presented in paper [7], that is mainly 

devoted to tasks of detecting boundaries and central lines 

of the vessels. Paper [8] provides an overview of 

algorithms primarily focused on the isolation of vessels on 

two-dimensional color images of retina obtained with 

fundus cameras or fluorescent angiography, and focused 

on studies related to segmentation of blood vessels of 

retina. 

From recent results, we can indicate paper [9], where 

authors propose a novel contextual method for analysis of 

vessel connectivities based on the geometry of the primary 

visual cortex. Using the spectral clustering on a large local 

affinity matrix constructed by both the connectivity kernel 

and the feature of intensity, the vessels are identified 

successfully in a hierarchical topology each representing 

an individual perceptual unit. Paper [10] presents an 

algorithm for segmenting and measuring retinal vessels, 

by growing an active contour model, which uses two pairs 

of contours to capture each vessel edge, while maintaining 

width consistency. The algorithm is initialized using a 

generalized morphological order filter to identify 

approximate vessels centerlines. Once the vessel segments 

are identified, the network topology is determined using 

an implicit neural cost function to resolve junction 

configurations. Paper [11] proposes several methods for 

vessels image segmentation. One method uses Matched 

Filter (MF) for the extraction of blood vessels. This 

method responds not only to vessels but also to non-vessel 

edges. The second method is a novel hybrid automatic 

approach for extraction of retinal image vessels which 

reduce the weak edges and noise, and finally extract the 

blood vessels. 

Vessels tracing is considered in many papers. Paper 

[12] proposes a novel graph-based approach to address 

this tracing with crossover problem. After initial steps of 

segmentation and skeleton extraction, its graph 

representation can be established, where each segment in 

the skeleton map becomes a node, and a direct contact 

between two adjacent segments is translated to an 

undirected edge of the two corresponding nodes. The 

segments in the skeleton map touching the optical disk 

area are considered as root nodes. This determines the 

number of trees to-be-found in the vessel network, which 

is always equal to the number of root nodes.  

An automatic algorithm capable of segmenting the 

whole vessel tree and calculate vessel diameter and 

orientation in a digital ophthalmologic image is presented 

in paper [13]. The algorithm is based on a parametric 

model of a vessel that can assume arbitrarily complex 

shape and a simple measure of match that quantifies how 

well the vessel model matches a given angiographic 

image.  
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Figure 1: Scheme of video sequence processing and definition of blood flow speed in vessel. 

An automated screening system to diagnose the 

retinal images affected by diabetic retinopathy is 

described in paper [14]. The proposed system consists of 

three stages: the pre-processing, which is done to make the 

image reliable for extracting features. In the second stage, 

features like area of blood vessels and texture features 

were extracted from the retinal images and classification 

– the last stage was done using the ELM classifier. The 

very recent comprehensive overview for retinal vessels 

segmentation techniques is given in paper [15]. 

Most of the existed methods can segment and process 

retina cells in single static images, they are important for 

eye vessels analysis. However, blood flow characteristics 

can be only computed by using sequence of images or 

video sequence. 

3 Video sequence capture and 

processing 
A general scheme of video sequence processing and 

definition of blood flow speed in vessel is shown in Figure 

1. Video sequence processing can be divided into several 

parts. Video capture constructs an image sequence for 

further processing. The first step of video processing is 

stabilization. 

Video stabilization is performed in the following way. 

The first frame in video sequence plays an important role 

in the whole process and it should be prepared in a specific 

way. The contrast of vessels in an image varies and is often 

quite low, so first it is necessary to manually define a 

fragment with a clear image of the vessel to search stable 

regions for it in subsequent frames. This search is 

performed through the analysis of field borders using the 

bitmap filter, for example, Sobel filter.  

The search for the maximum brightness to determine 

the contrast begins at the center of the frame, because 

objects in the image can move in any direction in the next 

frame. The region of interest is defined as the sharpest 

fragment located as close to the center of image as 

possible. According to new positions of the selected 

fragment on the subsequent frames, the offsets relative to 

the first frame are calculated and intermediate images are 

created. 

Intermediate images are used as the core of 

correlation to determine the coordinate offsets when 

stabilizing the video. Then, based on the calculation of the 

image shifts, video sequence frames are aligned and video 

sequence is stabilized. Stabilization ensures constant 

positions of vessels in each frame, which allows 

monitoring at each given coordinate. 

The next processing block consist of two branches. 

The first branch is segmentation of vessels at image frame.  

The second is going for a limited set of neighboring 

images from sequence for flow speed determination. The 

Video Capture

Stabilization

Set of 

framesSegmentation

Distance map Thining

Frame N+1 Frame N

Optical flowAccumulation

Integral 

optical flow

One frame

Width detection Speed detection

Calculation of vessel changing
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set of images is used for smoothing of characteristics of 

flow motion. 

4 Frame image segmentation by 

using neural networks 

4.1 Image preprocessing and accumulation 

Image preprocessing is used first to adjust image 

brightness, correct irregularities, suppress noise, and 

eliminate distortion. To do this, standard operations are 

used, for example, histogram equalization to increase the 

contrast of vascular images. Segmentation allows to select 

certain fragments in the image of the network of blood 

vessels. Then, numerical data on blood flow in the areas 

allocated during segmentation are estimated. The obtained 

data can be used to classify objects according to 

predefined criteria such as size, structure, and brightness. 

The next step is frame image segmentation, which 

allows to select fragments of blood vessels in the image. 

Blood vessels are objects, segmentation of which is quite 

difficult. This is due to numerous vascular occlusions, 

complex bends and branches, and variabilities of size and 

brightness of objects in the images. Furthermore, in video 

sequence, vessels are without blood filling in some 

frames, which makes the vessels invisible in these frames.  

For improving the quality of segmentation, the 

structure of vessels needs to be determined. Segmentation 

is performed on a synthesized image that corresponds to 

the normalized integral sum of all video sequence frames. 

To obtain it, the accumulation of images is performed. 

The accumulated image is then used to improve the 

image of vessels before segmentation. This is done by 

averaging this image with the current image frame: 

𝐼 =
1

𝑛
∑(𝐼 (𝑛 − 1) + 𝐼𝑛),

𝑛

𝑘=0

 

where 𝐼 is the brightness of the intermediate image; 𝑛 is 

the number of frames that have already been processed; 𝐼𝑛 

is the current image.  

The advantage of the synthesized image is the absence 

of fragments of blood vessels, not filled with blood. As a 

result, all vessels became visible and thus it is possible to 

highlight them. 

4.2 Segmentation by convolutional neural 

network 

In every day medical practice, image segmentation is 

usually performed manually by doctors, which is time-

consuming and tedious. However, the ever-increasing 

quantity and variety of medical images make manual 

segmentation impracticable in terms of cost and 

reproducibility. Therefore, automatic medical image 

segmentation is highly desirable. However, images with 

vessels of eye conjunctiva are very complex due to 

complex variations in objects and structures and because 

of low contrast, noise, and other imaging artifacts caused 

by various imaging modalities and techniques. 

Automatic image segmentation methods started to 

widely be used in the last few years for medical images. 

These methods achieve promising results on 

nonmalignant objects using hand-crafted features and 

prior knowledge of structures. However, the automatic 

segmentation of eye vessels images does not give 

desirable result and usually interactive (manual) 

postprocessing should be used.  

Recently neural networks, particularly fully 

convolutional networks, have been proved highly 

effective for medical image segmentation, which require 

little hand-crafted features or prior knowledge. Neural 

networks might be able to take the position, size, shape, 

intensity, etc. and do a better job of figuring out where the 

required objects are in an image compared to simply 

applying morphological operations or other segmentation 

methods. With strong use of data augmentation, this 

segmentation model achieves significant improvement 

over previous methods. 

The method of teaching a convolutional neural 

network (CNN) with a sliding window was used in our 

study. This technique makes it possible to predict the class 

label for each pixel, based on the pattern selected around 

it, according to [16,17]. That is, a small area around the 

pixel is used as the source data. 

 

Figure 2: Image of vessels at eye sclera. 

To solve the problem of vascular network 

segmentation, a fully connected convolutional neural 

network was used. The peculiarity of its organization is 

that the usual convolution network is supplemented with 

layers in which the union operators are replaced by 

operators of increasing discretization, which leads to an 

increase in the resolution of the output image. Combining 

features with higher resolution from a narrowing area with 

an expanding output area allows to train convolutional 

layers to form a more accurate result at the output. 

A set of 130 gray-scale images of eye sclera using a 

GigE camera was used to train the neural network (Figure 

2). 
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a)                                                                                             b) 

Figure 3: Example of training patterns: a) with vessel in the center (class 0), b) without vessel in the center (class 1). 

The SNA architecture proposed during the isbi 2012 

EM Segmentation Challenge (Segment Neural 

Membranes) was used [17]. Neural network training was 

performed on a set of images, which was increased by 

simple geometric augmentation to 650 synthetic images. 

We have chosen the following transformation for 

augmentation: 1) flips, 2) turns, 3) reflections, 4) elastic 

deformations, and 5) scaling. 

The training took place on the NVIDIA GTX GPU. 

The training lasted for 500 epochs. All regions containing 

vessel in the center and other regions without vessel in the 

center with the same size were selected from each of the 

input sample images (Figure 3).  The optimization method 

for CNN is a stochastic gradient descent. The network 

output is the probability for each vessel from 0 to 1, where 

0 stands for vessel, 1 stands for non-vessel. 

When the amount of data increases, neural network is 

retrained to detect vessels. This means that it is necessary 

to submit more teaching images, without a vessel in the 

center. It is especially important to include images where 

the center pixel lies near the vessel, but does not belong to 

it, so that the network learns to identify borders of the 

vessel. At the same time, it is important to allow mixing 

of any subset of the training data. The number of objects 

of class 0 and 1 must be identical.  

Let us define number of all patterns containing the 

vessel in the center is V, and number of all patterns 

without the vessel in the center is NV. Then, in the 

teaching process, only N patterns from those NV patterns 

are randomly determined. It allows to use a larger set of 

data without increasing the load on the neural network and 

avoid network retraining. On this basis, the neural network 

becomes more flexible. As a result, the quality of 

segmentation has increased. 

The network architecture is shown in Figure 4. It 

consists of two almost symmetrical parts: narrowing left 

and expanding right. 

The narrowing part corresponds to the typical 

architecture of SNA and consists of two sequentially 

applied convolution blocks of size 3x3 (no indent). Each 

block is a ReLU layer and the operation of subsampling 

(2x2 max pooling) with step 2 decreases the image size. 

After each decrease in the dimension, the number of 

features is doubled. Every step of the growing branch 

consists of research layers (convolution 2x2 to increase 

the resolution) and formed on their basis a set of attributes, 

which reduces by half the number of signs.  

The neural network has 23 convolutional layers, to 

bring each 64-component vector to the required number of 

classes, convolutions of 1x1 size are applied on the last 

layer. The size of the input image is determined by the 

need for even values of height and width for the proper 

operation of subsampling (2x2 max pooling). 

Then, there is a concatenation with the corresponding 

set of features from the narrowing part, and two 3x3 

convolutions are performed, each of which is followed by 

a transformation through the ReLU activation function 

[16]. The neural network with this architecture has 

demonstrated good results for the segmentation of blood 

vessels in ophthalmology. 

Usually this neural network requires a long teaching 

time, but it can be compensated by the high segmentation 

rate of the trained network. Full HD (1920 x 1080) image 

resolution on the NVIDIA GTX 950 GPU takes less than 

10 seconds to fully segment, which is acceptable for 

medical image processing.  

4.3 Segmentation results 

As a result of segmentation based on convolutional neural 

networks, the image of the vascular network is obtained 

(Figure 5). 

We used standard deviation and accuracy mark for 

estimation of effectiveness of this algorithm [5]. Standard 

deviation is calculated as: 
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Figure 4: U-net architecture of used neural network. 

𝜎 = √
1

𝑛
∑(𝑥𝑖 − �̅�)2

𝑛

𝑖=1

, 

where 𝑛 is pixel number, x𝑖  is result label (0 or 1), �̅�  – 

probability result. Accuracy is normalized number of true 

answers. Estimation of segmentation effectiveness is 

shown in Table 1. As it is shown, the CCN-based 

segmentation algorithm allows to extract regions of 

vessels from gray-scale image with high quality. Our 

experiments proved that convolutional neural networks 

can be successfully used to segment such complex images 

as images of vessels at eye sclera. 
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a)                  b)         c) 

Figure 5: Segmentation of vessels image:  а) source vessels image, b) interactive segmentation by user, c) result of 

segmentation by CNN. 

Data Accuracy Standard deviation 

Vessels detection 0.9415 0.1997 

Regions without 

vessels 

0.9201 0.2035 

Common mean 

estimation 

0.9308 0.2016 

Table 1: Estimation of effectiveness of the segmentation. 

5 Blood flow characteristics 

calculation by using optical flow 
Segmentation still has errors and blood flow speed has all 

sorts of boundary effects, so we try to avoid this by 

limiting area of objects. In this case, the optimal vessel 

region for analysis is a middle line of a vessel that is 

obtained by thinning operation.  After segmentation is 

performed, the instantaneous linear speed at each point of 

vessel is determined. To do this, the method based on 

optical flow is used. Therefore, when preparing the image 

of vascular network for calculation of optical flow, its 

thinning is first performed.  

For analysis of blood flow speed, the optical flow is 

determined only for the part of the image directly 

containing vessels. Resulting video sequence displays all 

the changes occurring in vessels. Such a transformation 

can significantly reduce the contribution of events 

occurring outside the vessels. The calculation of the 

optical flow for points along the midline of the capillary 

allows to analyze the instantaneous linear speed in the 

center of the vessel. (Figure 6). 

 
a) 

 
b) 

Figure 6: Image of vessels a) source image, b) image 

with a skeleton after thinning. 

5.1 Optical flow determination 

For description convenience, we use 𝐼𝑡  to denote  𝑡 -th 

frame of video 𝐼 and 𝐼𝑡(𝑝) to denote pixel with coordinate 

𝑝 = (𝑥, 𝑦) in 𝐼𝑡. 

Let 𝑂𝐹𝑡 denote basic optical flow of 𝐼𝑡. It is a vector 

field with each vector 𝑂𝐹𝑡(𝑝)  represents displacement 

vector of pixel 𝐼𝑡(𝑝). Assume 𝑂𝐹𝑡(𝑝) = 𝑑, we can easily 

determine the coordinate in 𝐼𝑡+1 where pixel 𝐼𝑡(𝑝) moves, 

and it is 𝑝 + 𝑑.  

Considering optical flows for several consecutive 

frames have been computed, we can obtain integral optical 

flow for the first frame of those. Let 𝐼𝑂𝐹𝑡
𝑖𝑡𝑣  denote 

integral optical flow of 𝐼𝑡, where 𝑖𝑡𝑣 is the frame interval 

parameter used to compute integral optical flow [18]. 

𝐼𝑂𝐹𝑡
𝑖𝑡𝑣  is also a vector field which records accumulated 

displacement information in time period of 𝑖𝑡𝑣 frames for 

all pixels in 𝐼𝑡. 

For any pixel 𝐼𝑡(𝑝) , its integral optical flow 

𝐼𝑂𝐹𝑡
𝑖𝑡𝑣(𝑝) can be determined as follows: 

𝐼𝑂𝐹𝑡
𝑖𝑡𝑣(𝑝) = ∑ 𝑂𝐹𝑡+𝑖(𝑝𝑡+𝑖)

𝑖𝑡𝑣−1

𝑖=0

, 

where 𝑝𝑡+𝑖 is the coordinate in 𝐼𝑡+𝑖 of pixel 𝐼𝑡(𝑝). In other 

words, if 𝐼𝑡(𝑝)  stays in the video scene, 

𝐼𝑡(𝑝𝑡), 𝐼𝑡+1(𝑝𝑡+1), ⋯ , 𝐼𝑡+𝑖𝑡𝑣−1(𝑝𝑡+𝑖𝑡𝑣−1)  are the same 

pixel in different frames, i.e. 𝐼𝑡(𝑝). Note that x-component 

and y-component of 𝑝𝑡+𝑖 should be rounded to the nearest 

integer, as pixels are at coordinates with integer values.
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Optical flow indicates the speed of blood flow 

through the vessel. At almost every point of the vessel 

skeleton, we have an instant speed of blood flow. 

This method allows us to estimate the displacement at 

each point of the image between two frames of the video 

sequence and is based on the determination of the intensity 

shift for a short period of time. After the segmentation 

process, the images are processed using a binary mask of 

the vascular network. This operation is performed on the 

basis of masking with skeleton of vascular network with 

images of each frame of video sequence. This makes it 

possible not to take into account the change in brightness 

in the vicinity of the vessel when calculating the optical 

flow throughout the image. 

5.2 Blood flow speed calculation by using 

optical flow 

 
a) 

 
b) 

Figure 7: Optical flow field: a) vector representation, b) 

color representation. 

After vessels image thinning, analysis of its midline 

neighborhoods is performed, and the optical flow is 

calculated. To compute the optical flow, the algorithm 

[19] was used. As a result, an array of vectors for the 

vertical and horizontal speed components are calculated 

(Figure 7a). With the help of the polar transformation, 

amplitudes and directions of these vectors are determined 

(Figure 7b).  

Then, a new image, in which intensity corresponds to 

the magnitude and hue corresponds to the direction of 

optical flow vector, is created. To determine the speed of 

blood flow, only the magnitude (amplitude) is used. Thus, 

one can build a profile of the speed values along the 

midline of the skeleton (Figure 8). 

 

Figure 8: Masking optical flow and skeleton. 

This profile represents a change in blood 

instantaneous linear speed for any point on the middle line 

of the vessel (Figure 9). 

Problems related to the discretization of time and 

space make it difficult to use absolute values. The optical 

flow values were used to determine the instantaneous 

linear speed, which was measured in relative units. The 

volumetric speed of blood flow in the capillary depends 

on its width, it can be calculated by the formula: 

𝑄 = 𝑣 ∙ 𝐴𝑣, 

where 𝑣  is the linear speed of blood flow, 𝑄  is the 

volumetric speed, 𝐴𝑣  is the cross-section area of the 

vessel. 

A cross-section area of the vessel is calculated from 

width vessel as: 

𝐴𝑣 =
𝜋𝑑2

4
, 

where 𝑑 is diameter of vessel in separate point. 

 

Figure 9: The intensity profile for the line of a skeleton reflecting change of linear speed of a blood flow. 
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a)                                                                            b) 

                 
c)                                                                            d) 

Figure 10: Diameter (d) calculation by using distance map: a) initial image, b) fragment of vessel with diameter 

marker, c) binarization result, d) distance map and diameter calculation. 

Diameter corresponds to width of vessel. Determining 

the width of the vessel is a complex task due to unstable 

diameter of a blood vessel section. Currently, there is no 

algorithm for qualitative construction of the distribution of 

vascular width. In this study, we determine a distribution 

of width based on distance map (Figure 10) analysis. It 

allows to determine the width change along vessels. 

 

Figure 11: Vessel skeleton with width values defined for 

each point. 

Distribution of the width along vessels is constructed 

on base of the distance map ridges. This operation is based 

on the construction of the labeled skeleton (Figure 11), in 

which color indicates width of the vessel.  

It allows to get important practical information about 

the features of the blood flow through the vascular 

network, taking into account its geometric complexity. 

The speed of blood flow in a vessel and its diameter are 

used to determine the instantaneous changes occurring in 

the vessel. Additionally, determination of speed based on 

optical flow and vessel width can be performed in parallel, 

which help reduce computational cost.  

5.3 Determination of topological 

characteristics of vascular net 

Vessel segments are characterized by width, length and 

blood flow speed. Diameter and speed are obtained by 

averaging results of multiple adjacent blood vessel speed 

profiles. Other hemodynamic parameters can be 

calculated by topological description. 

On the base of above-described automatic 

segmentation and morphological identification, the 

skeleton of the conjunctiva vascular net is detected, and 

branch points of the vessels are automatically indicated. 

The following parameters are calculated for vascular net: 

length, branchiness, compactness, and tortuosity, based on 
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determination of the skeleton structure including nodes, 

segments and tails (Figure 12). 

 

Figure 12: Vessel skeleton with the values of width 

defined for each point. 

It is known that in some pathologies the tortuosity of 

eye vessels increases. Analysis of the topology of the 

vascular net is performed on the crucial elements of the 

skeleton.  

We define nodes as branching nodes, skeleton as 

vascular net, segments as vessel sections between 

branching points, area(vessel) as area of vessel, count() as  

function of quantity determination, and length() as 

function of length determination, respectively. 

Branchiness and curliness describe complexity of 

vessels net. They are defined by ratio of node number to 

length of skeleton and to count of skeleton segments 

correspondingly. The skeleton segment is fragment of 

skeleton between nodes or skeleton ends. 

𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑒𝑠𝑠 =
𝑐𝑜𝑢𝑛𝑡(𝑛𝑜𝑑𝑒𝑠)

𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑘𝑒𝑙𝑒𝑡𝑜𝑛)
, 

𝑐𝑢𝑟𝑙𝑖𝑛𝑒𝑠𝑠 =  
𝑐𝑜𝑢𝑛𝑡(𝑛𝑜𝑑𝑒𝑠)

𝑐𝑜𝑢𝑛𝑡(𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠)
. 

Definition of tails allows to produce characteristics 

for description of topological properties with complexity 

of vascular net. They are tailness, tails curliness, and tails 

ratio. 

𝑡𝑎𝑖𝑙𝑛𝑒𝑠𝑠 =  
𝑐𝑜𝑢𝑛𝑡(𝑡𝑎𝑖𝑙𝑠)

𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑘𝑒𝑙𝑒𝑡𝑜𝑛)
 , 

𝑡𝑎𝑖𝑙𝑠 𝑐𝑢𝑟𝑙𝑖𝑛𝑒𝑠𝑠 =
𝑐𝑜𝑢𝑛𝑡 (𝑡𝑎𝑖𝑙𝑠)

𝑐𝑜𝑢𝑛𝑡(𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑠)
. 

Full length of vascular net corresponds to length of 

skeletons. 

𝑣𝑒𝑠𝑠𝑒𝑙 𝑙𝑒𝑛𝑔𝑡ℎ = 𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑘𝑒𝑙𝑒𝑡𝑜𝑛), 

𝑚𝑒𝑎𝑛 𝑣𝑒𝑠𝑠𝑒𝑙 𝑤𝑖𝑑𝑡ℎ =
𝑎𝑟𝑒𝑎(𝑣𝑒𝑠𝑠𝑒𝑙)

𝑙𝑒𝑛𝑔𝑡ℎ(𝑠𝑘𝑒𝑙𝑒𝑡𝑜𝑛)
. 

These characteristics and their combination with flow 

speed allow to describe hydrodynamics properties of 

vascular net. It can be used in monitoring and diagnostics. 

Comparing the data obtained before and after treatment, 

the clinicians receive objective information about the 

newly formed vessels and other changes in the vascular 

net. 

6 Discussion and conclusion 
In this paper, we propose a method for determining the 

characteristics of blood flow in the vessels of eye 

conjunctiva, such as linear and volumetric blood speed, 

and topological characteristics of vascular net. The 

method first analyses image frame by frame sequentially 

and then builds integral optical flow for video sequence. 

Dynamic characteristics of eye vessels are introduced and 

calculated. These characteristics make it possible to 

determine changes in blood flow in eye vessels. We show 

the efficiency of our method in real eye vessels scenes. 

The method was tested on the video sequence of blood 

vessels of conjunctiva. The change in blood flow speed in 

vessels reflects the change in blood flow in the 

microcirculatory bed, as well as in various organs in 

normal and pathological conditions. The study was 

conducted using a high-resolution monochrome digital 

video camera Imperx Bobcat IGV-B1410M with a 

microscope lens with a focal length of 40 mm.  

The linear speed of blood flow in a vessel with a 

diameter of 1.91 µm is 0.50379 relative units, which 

corresponds to 5∙10-5 m / s. This result is consistent with 

the data obtained by the Doppler method. 

The proposed method is designed to study the 

characteristics of the blood-vascular net. It is based on the 

determination of the instantaneous linear and volumetric 

speed for each point of the vessel. The method allows to 

carry out a quantitative assessment of the cross-section 

area, and linear and volumetric speed in the vessels in 

normal and in various pathologies. 

We define the following characteristics of vessels: 

branchiness, curliness, tailness, tails curliness, tails ratio, 

vessel length, and mean vessel width. These topological 

and dynamical characteristics allow to detect new 

possibilities for eye vessels analysis during healing 

process. That allows to quantify changes in the linear 

speed of blood flow in the vessels of healthy people in the 

simulation of hypercapnia and hyperoxia.  

In comparison with the known methods based on 

static images analysis, our method allows to detect and 

study blood flow in eye vessels in dynamics. Such 

description allows to predict effectiveness of treatment.  

The defined characteristics make it possible to 

determine changes in blood flow in the microcirculatory 

bed, which in turn determine changes in blood flow in the 

vessels of the brain, kidneys, and coronary vessels. 
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In this paper, we present Refin-Align a new refinement algorithm for a multiple sequence alignment. Re-
fining alignment consists on constructing a new more accurate multiple sequence alignment from an initial
one by applying some modifications. Our refinement algorithm Refin-Align uses a new definition of block
and also our multiple sequence alignment algorithm Pro-malign. We assess our algorithm Refin-Align on
multiple sequence alignment constructed by different algorithms using different benchmarks of protein se-
quences. In the most cases treated, our algorithm improves the scores of the multiple sequence alignment.

Povzetek: Različni znani algoritmi napovedujejo zaporedje beljakovin, novo razviti algoritem pa določa
najboljšo skupno vrednost na osnovi napovedi posameznih algoritmov.

1 Introduction
Multiple sequence alignment is an important task in bioin-
formatics. Aligning a set of sequences consists in optimiz-
ing the number of matches between the characters occur-
ring in the same order in each sequence (figure1).

Figure 1: Multiple sequence alignment.

Multiple sequence alignment can help biologist to pre-
dict structure and function information for a set of se-
quences. Indeed, we can reveal information about biolog-
ical functions common to biological macromolecules from
several different organisms by identifying similar regions,
these regions are often an important structural or functional
roles. Multiple sequence alignment can also help in the
classification of macromolecules into different families ac-
cording to similar sub-strings detected. In addition, mul-
tiple sequence alignment can help to construct a phyloge-
netic tree and analyse relationships between species in or-
der to establish a common biological ancestor.

Although pairwise sequence alignment for two se-
quences can be constructed with optimal solution using the
dynamic programming algorithm [1], multiple sequence
alignment for more than two sequences is a NP-complete
problem [2]. There are two main approaches to resolve this

problem:

1. Progressive approach: it consist to align sequences
gradually. Indeed, we start by aligning the most simi-
lar two sequences. Then, we align the sequences to
other sequences aligned, according to a defined or-
der. Finally, we obtain the multiple sequence align-
ment. All progressive multiple sequence alignment al-
gorithms adopt the same process. The most used pro-
gressive multiple sequence algorithms are ClustalW
[3], T-COFFEE [4], MUSCLE [5], MAFFT [6], GL-
Probs [7] and Clustal Omega [8].

Progressive approach operates in three steps:

(a) In the first step, we compute distances between
all pairs of sequences of the set and we store
these distances in a matrix called distance ma-
trix. This step aims to estimate the similarity be-
tween pairs of sequences in order to distinguish
the two sequences that are the first to be aligned.
Many distances are used [9]. Among these dis-
tances we mention:

– k-mer distances used by the algorithm
MUSCLE and MAFFT,

– Percent of similarity used by the algorithm
ClustalW,

– Kimura distance [10] used by the algorithm
Clustal Omega,

– Distance defined by the GLProbs algorithm.

(b) In the second step, we construct a guide tree us-
ing the distance Matrix. This step aims to define
the order of aligning sequences. Two main algo-
rithms are used to construct a guide tree:

– UPGMA [11] used by MUSCLE, MAFFT
and GLProbs
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– Neighbor-joining [12] used by ClustalW
and T-COFFEE

(c) In the last step, we follow the branching or-
der of the guide tree, constructed in the pre-
vious step, to construct the multiple sequence
alignment by aligning pair of sequences using
the dynamic programming algorithm[1] or by a
profile-profile[3] alignment.
A profile is constructed by selecting for each col-
umn of the sequence alignment the character that
have the maximum occurrences in that column
(Figure 2).

Figure 2: Profile construction.

2. Iterative approach: it consists to construct an initial
multiple sequence alignment. Then, we apply a num-
ber of iterations, during each iteration we perform a
set of modifications to the current alignment in order
to ameliorate his score. Among this modifications, we
can insert or delete of one or more gaps ’-’ in one
or more position in the multiple of sequence align-
ment. The main multiple sequence alignment algo-
rithms adopting iterative approach are genetic algo-
rithm such as GAPAM [13] and PASA [14].

Each algorithm adopting progressive approach or iterative
approach produces mistakes in multiple sequence align-
ment, thus, we used refinement algorithms in order to cor-
rect bad aligned residues, that can ameliorate the quality of
the multiple alignment by ameliorate his scores. The pro-
cess of all refinement algorithms consists to apply a set of
modifications to an initial multiple sequence alignment in
order to construct a new one having better scores than the
previous alignment. These modifications are repeated un-
til convergence (i.e. no improvement can be made on the
current alignment). There are different algorithms for re-
finement of multiple sequence alignments:

1. RASCAL [15]: Rascal operates as follows: First, we
analyse the initial multiple sequence alignment and
detect the well-aligned regions by applying the Mean
Distance (MD). Then, we detect the badly aligned re-
gions. Finally, we realign the badly aligned regions.

2. REFINER [16]: when applying REFINER algorithm
on a multiple sequence alignment, we realign each se-
quence with the profile of the multiple sequence align-
ment of the remaining sequences. Convergence is ob-
tained when all the iterations is realised and each se-
quence is realigned.

3. RF [17]: is similar to the REFINER algorithm but the
convergence is obtained when the number of iterations
is equal to 2N2 where N is the number of sequences.

4. REFORMALIGN [18]: Using REFORMALIGN, we
construct the final alignment indirectly. First, we start
by constructing a profile to the initial multiple se-
quence alignment. Then, we align each sequence to
the profile constructed in the first step. Finally, we
merge all the sequences alignment in order to obtain
the final alignment.

Thus, Refinement algorithms are used in order to enhance
a multiple sequence alignment (MSA). Indeed, we start by
an initial multiple sequence alignment by using one mul-
tiple sequence alignment algorithm. Then, we apply the
refinement algorithm to the initial multiple sequence align-
ment in order to construct a new more accurate multiple
sequence alignment having higher score.

2 Block definition
We propose a new algorithm called Refin-Align for refin-
ing multiple sequence alignment. Refin-Align uses a new
definition of block. Indeed, a block is defined as a multi-
ple alignment of substrings extracted from a multiple se-
quence alignment. A block is formed of at least two adja-
cent columns separated from the initial alignment on both
sides by a column formed only of identical characters. Our
new definition of blocks is different from the standard defi-
nition of blocks, which presents the blocks as substrings de-
limited by columns containing at least one gap. The blocks
are extracted from the initial multiple alignment and then
they will be realigned to improve their scores. A block is
defined as follow:

– A set of aligned substrings

– having the same size in each sequence

– A block must contain at least two columns

– No substrings formed the block must be formed en-
tirely of gap

– A block must not contains a column having exactly
the same character.

3 Refin-Align: New refinement
algorithm

The principle of our algorithm is to extract a misaligned
blocks from the sequences that distort the multiple align-
ment and realign them. The Refin-Align algorithm allows
improving the quality of an initial multiple alignment by it-
eratively realigning the blocks of the initial multiple align-
ment. The advantage of our new block definition is to allow
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Figure 3: Refinement process.

Figure 4: Block extraction.

more possibility for the characters of the initial alignment
to be realigned. Our Refin-Align algorithm operates as fol-
lows:

1. First, we extract the blocks from the initial multiple
sequence alignment.

2. Then, we compute the scores of each block. We use
the sum of pairs score SP[19]. The SP score corre-
spond to the sum of the scores for all pairs of aligned
characters. SP score is computed using this formula:

SP (A) =

L∑
i=1

∑
1<k<j<l

s(wk[i], wj [i]) (1)

Where wk[i] and wj [i] are the characters in the se-
quences k and j that are in the ith column of the align-
ment A,L is the length of the alignment A and s is the
score of aligning a pair of characters.

3. Then, we delete gap character from each block and we
apply a multiple sequence alignment algorithm Pro-
malign[20] to align these set of new sequences.

4. Finally, we compute the new SP scores. In the case
where the scores of the new multiple alignment of
blocks are higher than the previous scores, the initial
alignment is replaced by the new alignment of blocks
obtained.

We repeat this same process, by identifying the new blocks,
until we can no longer improve the SP score of each block.
The same process is applied for all the blocks of the multi-
ple alignment.

4 Illustrative example
Let be A a multiple sequence alignment of a set of 4 se-
quences. From this alignment, we extract the blocks B1,
B2, B3.

Figure 5: Alignment A contains three blocks B1, B2, B3.

Alignment A contains three blocks B1, B2, B3, we will
present the treatment of the second block B2. The same
process is repeated for all the blocks.

We compute the SPb, i.e., the SP score of the block B2
before alignment, using the VTML200 Matrix [21]. (* in
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Figure 6: Block B2.

Figure 7: Matrix VTML200.

the Matrix represent the gap ’-’ character)
SPb:= s(A,A)+2*s(A, V) + 2*s(A, Q) + s(V, Q)+ 4* s(Q,

-) + s(Q, Q) + s(-, -) + 3*s(Y,Y)+ 3* s(Y,Q).
SPb:= 0.

Then, we delete gap ’-’ characters.

Figure 8: Block B2 without gap.

Then, we realign the block B2, we obtain the following
new block.

We compute the SPa score. The SP score of the block
B2 after alignment.

SPa:= s(A,A)+2*s(A, V) + 2*s(A, -) + s(V, -) + 3*s(Q,
-) +3*s(Q, Q) + 3*s(Y,Y) + 3* s(Y,Q)
SPa:= 1.

The score SPa after alignment is higher than the score
SPb before alignment. Thus, we replace the old block B2

Figure 9: Realign the block B2.

by the new block B2 in the initial multiple sequence align-
ment.

We obtain the following new multiple sequence align-
ment.

Figure 10: Multiple sequence alignment after refinement.

5 Experimental study
In this section, we present the experimental study realized
in order to evaluate the performances of our algorithm. In
this experimental study, we use the datasets extracted from
several benchmarks. These benchmarks maintain reference
multiple sequence alignments constructed in manually or
automatically. Moreover these benchmarks continent the
scores that allow to compare between the reference multi-
ple sequence alignment in the benchmarks and the test mul-
tiple sequence alignment. We used the following scores to
compare between the refined multiple sequence alignment
obtained using our Refin-Align algorithm and the reference
multiple sequence alignment in the benchmark.

– (Column Score (CS) [22] is the ratio between the
number of correctly aligned columns and the number
of all columns whose alignments are known.

CS = 1/L ∗
L∑
i=1

Ci (2)

Ci = 1 if all the character of the ith column of the test
alignment well aligned in the reference alignment in
the benchmark else Ci = 0. L the number of column
where their alignment are known.

– (Sum of Pairs Score (SPS) [22] is the ratio between
the number of correctly aligned pairs of character and
the total number of all pairs of character whose align-
ments are known.
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SPS =

∑ct
i=1 Pi∑cr
r=1 Pr

(3)

Pi is the number of pairs of character well aligned in
the column i, Ct is the number of column in the align-
ment test, Pr the total number of all pairs of character
whose alignments are known. Cr the number of col-
umn in the reference alignment.

We used the Qscore program [5] to compute different
scores of the different multiple sequences alignments. Each
benchmark uses one notation of the same scores for exam-
ple BALIBASE uses SPS and CS scores however PREFAB
uses respectively Q and TC scores. In our experimental
study we used Q and TC scores notations. The datasets
used in our experimental study are extracted from the fol-
lowing benchmarks for protein sequences:

1. BALIBASE [23]: This benchmark is the first bench-
mark dedicated to protein multiple alignment algo-
rithms and contains a number of accurate reference
alignments grouped in different references according
to the nature of the set of the sequences used. The
alignments are constructed based on the superposition
of proteins tertiary structures and manual improve-
ment of the results. BALIBASE in the first version
contain 5 references, in the last version BALIBASE
other references are included. The references are:

– Reference 1 contains short sequences with dif-
ferent sizes,

– Reference 2 is composed of sequence families
aligned with one, two or three orphan sequences,

– Reference 3 is composed by groups of sequences
having 25% of identity by groups,

– Reference 4 and 5 are composed by extensions
and insertions in the sequences,

– Reference 6, 7 and 8 are composed by repeat and
circular permutation in the sequences.

– Reference 9 contains motifs in all the sequences.

BALIBASE uses the CS and SPS.

2. PREFAB [5]: This benchmark is made up of 1932
multiple alignments constructed automatically in the
following way: The tertiary structures of two se-
quences are aligned by using two different superpo-
sition methods. A set of 50 homologous sequences
is then extracted from databases and a multiple align-
ment is constructed for the whole set of sequences.
PREFAB uses only the Q score that is similar to the
SPS score of BALIBASE because the comparison
is realized between two aligned sequences, extracted
from the reference multiple sequence alignment, and
the pairwise alignment of the same sequences ex-
tracted from the test multiple sequence alignment

3. OXBENCH [24]: This benchmark is constructed in an
automatic way, by aligning known tertiary structures
extracted from the Protein Data Bank (PDB) using the
AMPS method [25]. OXBENCH uses the Q score and
the TC score.

4. HOMSTRAD [26]: It contains 1032 multiple se-
quences alignments of protein sequences representing
different structures and grouped in homologous fami-
lies.

We assess our program Refin-Align using the following
methods:

– First, we construct for every dataset an initial set of
multiple sequences alignments using the following
programs: Clustal Omega, MUSCLE, and MAFFT.

– Then, we compute the column score (CS) [22] and the
sum of pairs scores (SPS) [22] before refinement for
every multiple sequence alignment in the set.

– Then, we apply our algorithm Refin-Align to each
multiple sequence alignment in order to obtain the re-
finement multiple sequence alignment. After that, we
compute the column scores (CS) and the sum of pairs
scores (SPS) for each multiple sequences alignment
after refinement.

– Finally, we compare between the scores obtained be-
fore applying our refinement algorithm and those ob-
tained after applying our refinement algorithm.

Scores Q-scores T-scores
Before After Before After

MAFFT 73,30 73,42 52,48 52,85
MUSCLE 73,04 73,82 54,01 54,63

Clustal Omega 70,06 71,36 46,70 47,14

Table 1: Scores obtained using HOMSTRAD Benchmark

The results of the Program MUSCLE, MAFFT and
Clustal Omega are respectively obtained using the program
MUSCLE, the online web server of MAFFT and the online
web server of Clustal Omega.

These tables below represent the SPS and CS scores ob-
tained.

Table 1 represents the Q-scores and the TC scores ob-
tained before refinement and the scores after refinement on
a set of multiple alignment sequence extracted from HOM-
STRAD Benchmark.

We benchmarked also our program Refin-Align on a set
of datasets extracted from OXBENCH Benchmark. Table
2 shows the average of the TC scores and the Q-scores ob-
tained.

We benchmarked also our program Refin-Align on sev-
eral datasets extracted from PREFAB Benchmark.
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Scores Q-scores T-scores
Before After Before After

MAFFT 79,63 81,63 70,20 71,60
MUSCLE 80,45 81,74 70,21 70,89

Clustal Omega 84,37 84,42 67,25 67,04

Table 2: Scores obtained using OXBENCH Benchmark

The comparison of alignments for the PREFAB and the
scores computing is different from other benchmarks; this
is due to the method of creating this benchmark. Indeed,
the reference alignments is a set of pairwise alignment
extracted from the multiple sequence alignment. Thus,
the Q-scores are computed between the reference pairwise
alignment and the test pairwise alignment of the same se-
quences. In this case, the Q and TC scores are identical.

Table 3 shows the average of Q-scores obtained by ap-
plying our refinement Refin-Align algorithm on a set of
multiple sequence alignment of datasets extracted from
PREFAB.

Q-scores Before After
MAFFT 62,07 62,07

MUSCLE 65,06 66,04
Clustal Omega 64,60 64,19

Table 3: Scores obtained using PREFAB Benchmark

We also benchmarked our algorithm Refin-Align on all
the 44 datasets of RV12 reference of BALIBASE and we
compute the Q-scores and the TC scores. RV12 represents
the reference 1 of the BALIBASE benchmark that contain
sequences having between 20% and 40% of identity. Table
4 represents the average scores obtained.

Scores Q-scores T-scores
Before After Before After

MAFFT 93,71 93,72 84,38 84,40
MUSCLE 91,55 91,64 80,90 81,06

Clustal Omega 90,60 90,59 79,37 79,38

Table 4: Scores obtained using RV12 BALIBASE Bench-
mark

We note that for several datasets, our refinement algo-
rithm Refin-Align can ameliorate the scores of many dif-
ferent multiple sequences alignments obtained by differ-
ent multiple sequences alignment algorithms. In fact, the
refinement multiple sequence alignment after refinement
have the best SPS and CS scores for the most datasets used.

6 Conclusion and perspectives
In this paper, we presented a new refinement algorithm for
multiple sequence alignment called Refin-Align. Our al-
gorithm adopts a new definition of block and use theses
blocks to construct a new multiple sequence alignment by
realigning these blocks.

We assess our algorithm using different datasets ex-
tracted from different benchmarks and using the more ef-
ficient multiple sequence alignment algorithms MUSCLE,
MAFFT and Clustal Omega. For several datasets, our algo-
rithm can ameliorate the SPS and CS scores for the initial
multiple alignment.

In future work, we would like also to compare the results
obtained by our program to other refinement programs. We
would like also to asses our algorithm on DNA and RNA
datasets. We can also improve the scores by using different
alignment algorithms to align the blocks in order to obtain
the more accurate multiple sequence alignment.
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Abstract: Generalized two-dimensional Fisher’s linear discriminant (G-2DFLD) is an effective feature 

extraction technique that maximizes class separability along row and column directions simultaneously. 

In this paper, we have presented a fuzzy-based feature extraction technique, named fuzzy generalized 

two-dimensional Fisher’s linear discriminant analysis (FG-2DLDA) method. The FG-2DLDA is 

extended version of the G-2DFLD method. In this study, we also have demonstrated the face recognition 

using the presented method with radial basis function (RBF) as a classifier. In this context, it is to be 

noted that the fuzzy membership matrix for the training samples is computed by means of fuzzy k-nearest 

neighbour (Fk-NN) algorithm. The global mean and class-wise mean training images are generated by 

combining the fuzzy membership values with the training samples. These mean images are used to 

compute the fuzzy intra- and inter-class scatter matrices along x- and y-directions. Finally, by solving 

the Eigen value problems of these scatter matrices, we find the optimal fuzzy projection vectors, which 

actually used to generate more discriminant features. The presented method has been validated over 

three public face databases using RBF neural network and establish that the proposed FG-2DLDA 

method provides favourable recognition rates than some contemporary face recognition methods. 

Povzetek: V prispevku je opisana metoda dvodimenzionalne Fisherjeve linearne diskriminacijske analize 

na osnovi mehkih množic (FG-2DLDA). 

1 Introduction 
Facial feature extraction technique has developed as a 

popular research area in last 20 years in the field of 

computer vision, and machine learning [1- 6]. Very 

popular linear methods include principal component 

analysis (PCA) [5- 6], linear discriminant analysis (LDA) 

[7] and their variants, which use Eigen faces and/or 

Fisherfaces to compute features, fall under this category. 

In particular, PCA maximizes the total scatter matrix 

across all face images. However, undesirable variations 

caused by lighting, facial expression and other factors are 

retained through PCA techniques [6]. Many researchers 

argue that the PCA techniques do not provide any 

information for class discrimination; only perform 

dimension reduction [6, 7]. The LDA has been proposed 

as a better alternative to the PCA to provide class 

discrimination information [8, 9]. The main objective of 

the LDA is to find best discrimination of vectors among 

the classes by maximizing the between-class differences 

and minimizing the within-class ones [8]. The 

disadvantage of LDA technique is that, it suffers from 

the “small sample size (SSS)” problem [9]. The 

aforementioned problem mainly occurs in case of few 

numbers of sample than the sample dimension. The 

dimension of face images is generally very high; as a 

results, the within-class scatter matrix become singular 

that makes the FLD method infeasible. The SSS problem 

in LDA can be solved by sampling down the face images 

into smaller size [10]. LDA is one of the most important 

linear approaches for feature extraction which maximizes 

the ratio of the between-and within-class scatter matrix. 

However, for a task with very high-dimensional facial 

images, LDA method may suffer from the problem of 

singularity. To solve this problem, PCA has been applied 

to reduce the dimensions of the high dimensional vector 

space before employing the LDA method [11]. While the 

PCA seeks projections which are optimal for image 

reform from a low dimensional space, it may remove 

dimensions that contain discriminant information 

required for face recognition. R-LDA method introduces 

to solve the singularity problem [12]. The main drawback 

of R-LDA is that the dimensionality of covariance matrix 

is often more than ten thousand. It is not useful for R-

LDA to procedure such large covariance matrix, when 

the computing platform is not sufficiently powerful. 

Huang et al. [13] introduced a more efficient null space 

IDA method. The key idea of this technique is that the 

with-class scatter matrix (𝑆𝑤) is more effective for 

calculating discriminant feature, whereas, between-class 

scatter matrix (𝑆𝑏) is useless. Though, the method is 

mailto:manas.ghosh@rcciit.org
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often criticized for the high storage requirement and 

computational cost in facial feature extraction and 

recognition. Chen et al. [8] claimed that eigenvectors 

corresponding to eigenvalues equal to zero of 𝑆𝑤 contain 

the maximum discriminant information. Yu and Yang 

[14] proposed a direct linear discriminant analysis 

method by diagonal the between- and within-class scatter 

matrix. It is well-known that between- and within-class 

scatter are two important measures of the separability of 

the projected samples. Independent component analysis 

(ICA) is also proposed as an effective feature extraction 

technique [15]. ICA computes discriminant features from 

covariance matrix by considering high-order statistics. 

The two-dimensional PCA (2DPCA) directly works on 

the 2D image matrices and found to be computationally 

efficient and more superior for face recognition and 

reconstruction than PCA [16]. Two-dimensional FLD 

(2DFLD) method maximizes the class separability in one 

direction (row or column) at a time [17]. The significant 

characteristic of 2DFLD method is that it directly works 

on the 2D image matrices. The projection vectors are 

extracted from the row and, by the G-2DFLD method 

[18]. The discriminant feature matrices are found by 

linearly projecting an image matrix on aforementioned 

directions. Therefore, the discriminative information is 

maximized by this method among the classes while 

minimizing it column direction of the training images 

simultaneously within a class [18]. To increase its 

pertinence, many LDA extensions, such as direct LDA 

[19], complete LDA [20], LDA/QR [21] or LDA/GSVD 

[22], have been developed in the last decades. These 

extensions try to preserve the same validation and 

overcome singularity problems either by first projecting 

the problem in a convenient subspace, using alternative 

indirect or approximate optimizations. 

Very recently, several researchers presented fuzzy-

based methods, such as fuzzy k-nearest neighbour (Fk-

NN) [23], fuzzy two dimensional Fisher’s linear 

discrimination (F-2DFLD) [25], fuzzy maximum scatter 

difference (F-MSD) [28], fuzzy two dimensional 

principal component analysis (F-2DPCA) [32], fuzzy two 

dimensional linear discriminant analysis (GPG-2DLDA), 

Generalized multiple maximum scatter difference 

(GMMSD) [33], fuzzy local mean discriminant analysis 

(FLMDA) [36], and fuzzy linear regression discriminant 

projection (FLRDP) [37] for feature extraction. Keller et 

al. (1985) presented the fuzzy k-nearest neighbour (Fk-

NN) approach, which fuzzifies the class assignment [23]. 

This method, popularly known as fuzzy Fisherface [24] 

(Fuzzy-FLD), which incorporates the fuzzy membership 

grades into the within- and between-class scatter matrices 

for binary labelled patterns to extract features and are 

used for face recognition [25]. The fuzzy 2DFLD (F-

2DFLD) is an extension of the fuzzy Fisherface [26]. The 

scatter matrices were redefined by introducing 

membership values into each training sample. Yang et al. 

proposed feature extraction using fuzzy inverse FDA 

[26]. The Fk-NN was also incorporated in fuzzy inverse 

FDA for calculating membership degree matrices. The 

Fk-NN is used to calculate the membership matrix, which 

is incorporated within the definition of between class and 

within class scatter matrix [26]. Reformative LDA 

method is used along with the Fk-NN method to redefine 

the scatter matrices [27]. A weighted maximum scatter 

difference algorithm is used for face recognition [28]. 

Fuzzy LDA algorithm is derived by incorporating the 

fuzzy membership into learning and random walk 

method is introduced to reduce the effect of outliers [29]. 

Fuzzy set theory is integrated with the scatter difference 

discriminant criterion (SDDC) algorithm where Fk-NN 

method is used to compute the membership grade which 

is utilized to redefine the scatter matrices [30]. Fuzzy 

maximum scatter difference model is proposed where Fk-

NN is used to calculate the membership degree matrix of 

training sample [31]. The Fuzzy 2DPCA method was 

introduced where Fk-NN method is applied to compute 

the membership matrix for training sample which was 

utilized to obtain fuzzy mean of each class. The average 

of the mean was calculated to define the scatter matrices 

[32]. Generalized multiple maximum scatter difference 

discriminant criterion has been introduced for effective 

feature extraction and classification [33]. Gaussian 

probability distribution information was incorporated in 

defining of between class and within class scatter 

matrices [34]. The membership grade and label 

information were used to define the scatter matrices [35]. 

Fuzzy local mean discriminant analysis was employed to 

construct the scatter matrices by redefining the fuzzy 

local class means [36]. Fuzzy linear regression 

discriminant projection method is proposed to compute 

the fuzzy membership grade for each sample and 

incorporated in the definition of within class and between 

class scatter matrices [37]. 
In the proposed method, we have incorporated the 

fuzzy membership values in different classes which are 

computed from the training images (samples). To obtain 

the membership degrees of each training sample, we 

have used the fuzzy k-NN and used them for calculating 

the global and class-wise mean training image matrices. 

Finally, fuzzy scatter matrices (between and within) are 

computed distinctly in row and column wise direction. 

To solve the eigenvalue problem of aforementioned 

scatter matrices, the features are extracted. 

The remaining sections of this paper are organized 

as follows. In Section 2, we give brief overview of G-

2DFLD method. In Section 3, we propose a novel 

method for feature extraction based on G-2DFLD 

method, called FG-2DLDA method. The simulation 

results on three public face image datasets are 

demonstrated in Section 4. Concluding remarks is given 

Section 5. 

2 Brief summary of the generalized 

2DFLD method 
Our presented technique is extended version of the G-

2DFLD feature extraction technique [18]. G-2DFLD 

method is briefly presented in this section. 

Let, the face images are of 𝑟 × 𝑠 dimension which 

are represented in the form of 2D vectors 𝑿𝑖 (𝑖 =
1, 2, … , 𝑁). The total number of “𝐶 ” classes comprises 𝑁 
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face images. The 𝑐𝑡ℎclass is represented by 𝐶𝑐 having 

total samples of 𝑁𝑐 and also satisfying the condition 

(∑ 𝑁𝑐 = 𝑁)𝐶
𝑐=1  . Given an image 𝑿, the G-2DFLD-based 

2D feature matrix 𝒀 is generated by the following linear 

transformation: 

𝒀 = (𝑷𝑜𝑝𝑡)
𝑇𝑿(𝑸𝑜𝑝𝑡)                                                (1) 

where 𝑷𝑜𝑝𝑡 and 𝑸𝑜𝑝𝑡 are the two optimal projection 

matrices.  

The two Fisher’s criteria (objective function) along 

row and column direction ( 𝐽(𝑷), 𝐽(𝑸)) have been 

expressed as stated below: 

{
𝐽(𝑷) =    𝑷𝑇𝑮𝑟𝑏 𝑷 × (𝑷

𝑇𝑮𝑟𝑤 𝑷)
−𝟏

𝑎𝑛𝑑                                                   
𝐽(𝑸) =    𝑸𝑇𝑮𝑐𝑏 𝑸 × (𝑸

𝑇𝑮𝑐𝑤  𝑸)
−𝟏
                           (2) 

The optimal projection vectors 𝑷𝑜𝑝𝑡 and 𝑸𝑜𝑝𝑡 can be 

obtained by finding the normalized eigenvalues the 

eigenvectors of 𝑮𝑟𝑏𝑮𝑟𝑤
−1  and 𝑮𝑐𝑏𝑮𝑐𝑤

−1 , respectively. The 

eigenvalues are sorted in descending order and the 

eigenvectors are also rearranged accordingly [18]. The 

optimal projection (eigenvector) matrix 𝑷𝑜𝑝𝑡 and 𝑸𝑜𝑝𝑡 

can be stated as follows: 

{
 
 

 
 
𝑷𝑜𝑝𝑡 = arg𝑚𝑎𝑥

𝑃
|𝑮𝑟𝑏𝑮𝑟𝑤

−1|

= [𝑝1 , 𝑝2, … , 𝑝𝑢]

𝑎𝑛𝑑                                          
𝑸𝑜𝑝𝑡 = arg𝑚𝑎𝑥

𝑄
|𝑮𝑐𝑏𝑮𝑐𝑤

−1|

= [𝑞1, 𝑞2, … , 𝑞𝑣] 

                                         (3) 

The between-class and within-class scatter matrices 

along row direction (𝑮𝑟𝑏 and 𝑮𝑟𝑤) and column 

direction (𝑮𝑐𝑏 and 𝑮𝑐𝑤) are computed as follows : 

{
  
 

  
 𝑮𝑟𝑏 = ∑𝑁𝑐(𝒎𝑐 −𝒎)(𝒎𝑐 −𝒎)

𝑇                          

𝐶

𝑐

𝑎𝑛𝑑                                                                          (4𝑎)

𝑮𝑟𝑤 =∑∑(𝑿𝑖 − 𝒎𝑐)(𝑿𝑖 − 𝒎𝑐)
𝑇                      

𝑁

𝑖∈𝑐

𝐶

𝑐

 

{
  
 

  
 𝑮𝑐𝑏 = ∑𝑁𝑐(𝒎𝑐 −𝒎)

𝑇

𝐶

𝑐

(𝒎𝑐 −𝒎)                

𝑎𝑛𝑑                                                                           

𝑮𝑐𝑤 =∑∑(𝑿𝑖 − 𝒎𝑐)
𝑇(𝑿𝑖 − 𝒎𝑐)

𝑁

𝑖∈𝑐

𝐶

𝑐

            

(4𝑏) 

In above expression, the global mean training image 

(𝒎 =  
1

𝑁
∑ 𝑿𝑖
𝑁
𝑖=1  ) and class-wise mean training image 

(𝒎𝑐 = 
1

𝑁𝑐
∑ 𝑿𝑖
𝑁
𝑖=1 |𝑿𝑖 ∈ 𝐶𝑐  ) are calculated. The 

dimensions of the row-wise scatter matrices 

(𝑮𝑟𝑏 𝑎𝑛𝑑 𝑮𝑟𝑤) and the column-wise scatter matrices 

(𝑮𝑐𝑏 𝑎𝑛𝑑 𝑮𝑐𝑤) are found to be r×r and s×s, 

respectively. 

3 Proposed fuzzy generalized two-

dimensional linear discriminant 

analysis (FG-2DLDA) method 
Human faces are highly susceptible to vary under 

different environmental conditions, such as illumination, 

pose, etc. As a result, sometimes, images of a person may 

look alike to that of a different person. In addition, 

variability among the images of a person may differ quite 

significantly. The proposed FG-2DLDA method is 

basically based on the concept of fuzzy class assignment, 

where a face image belongs to different classes as 

characterized by its fuzzy membership values. The idea 

of fuzzification using fuzzy k-nearest neighbour (Fk-NN) 

was conceived by Keller et al. and found to be more 

effective [23]. In the present study, we have used the Fk-

NN for generating fuzzy membership values for training 

images; resulting a fuzzy membership matrix. The fuzzy 

membership values are incorporated with the training 

images to obtain global and class-wise mean images, 

which in turn used to form fuzzy (between- and within-

class) scatter matrices. Therefore, these scatter matrices 

yield useful information regarding association of each 

training image into several classes. The optimal fuzzy 2D 

projection vectors are obtained by solving the eigenvalue 

problems of these scatter matrices. Finally, the FG-

2DLDA-based features are extracted by projecting a face 

image onto these optimal fuzzy 2D projection vectors. 

The different steps of the FG-2DLDA method are 

presented in details in the following sub-sections. 

3.1 Generation of membership matrix by 

fuzzy k-nearest neighbour (Fk-NN) 

Let, there are C classes and N training images; each one 

is represented in the form of 2D vectors 𝑿𝑖 (𝑖 =
1, 2, … , 𝑁). A fuzzy k-NN-based decision algorithm has 

been performed for assigning membership values 

(degree) to the training images [23, 24]. This Fuzzy k-

Nearest Neighbour (Fk-NN) method redefines the 

membership values of the labelled face images. When, 

all of the neighbours belong to the 𝑖𝑡ℎ class which is 

equal to the class of 𝑗𝑡ℎ image under consideration, then 

𝑛𝑖𝑗 = 𝑘 and µ𝑖𝑗  returns 1, making membership values for 

the other classes as zero. In addition, µ𝑖𝑗  also satisfies 

two obvious properties (∑ 𝜇𝑖𝑗 = 1𝐶
𝑖=1  𝑎𝑛𝑑  0 <

∑ 𝜇𝑖𝑗 < 𝑁
𝑁
𝑗=1 ). So, the fuzzy membership matrix 𝑈 using 

the Fk-NN can be demonstrated as given below: 

𝑈 = [𝜇𝑐𝑖]; 𝑐 = 1, 2, 3, … , 𝐶;     𝑖 = 1, 2, 3, … , 𝑁           (5) 

3.2 Fuzzy generalized two dimensional 

linear discriminant analysis (FG-

2DLDA) algorithm 

FG-2DLDA methods has employed the fuzzy 

membership values with the training images and redefine 

the scatter matrices along row and column directions. 

Finally, the optimal fuzzy projection vectors are 

generated by solving the eigenvalue problems of these 
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scatter matrices. Let the training set contains N images of 

C classes (subjects) and each one is denoted as 𝑿𝑖  (𝑖 =
 1, 2, 3… ,𝑁) having dimension as r×s. The 𝑐𝑡ℎ class 𝐶𝑐, 
has total 𝑁𝑐 images and satisfies ∑ 𝑁𝑐 = 𝑁

𝐶
𝑐=1 .  

For an image 𝑿, the FG-2DLDA-based features in 

the form of 2D matrix of size 𝑢 × 𝑣 is generated by 

projecting it onto the optimal fuzzy projection matrices 

and can be achieved by the following linear 

transformation as defined below: 

𝒀𝑓 = (𝑷𝑜𝑝𝑡
𝑓
)
𝑇
𝑿 (𝑸𝑜𝑝𝑡

𝑓
)                                     (6) 

The Fisher’s criteria (objective function) 𝐽𝑓(𝑷) and 

𝐽𝑓(𝑸) along row and column directions are defined as 

follows: 

{

𝐽𝑓(𝑷) =   (𝑷𝑓)𝑇𝑮𝑟𝑏
𝑓
𝑷𝑓 × {(𝑷𝑓)𝑇𝑮𝑟𝑤

𝑓
𝑷𝑓}

−1

𝑎𝑛𝑑                                                                  

𝐽𝑓(𝑸) =  (𝑸𝑓)𝑇𝑮𝑐𝑏
𝑓
𝑸𝑓 × {(𝑸𝑓)𝑇𝑮𝑐𝑤

𝑓
𝑸𝑓}

−𝟏
 

          (7) 

The ratio is maximized in the above equations (7) 

when the column vectors of the projection 

matrix  𝑷𝑓and 𝑸𝑓 are the eigenvectors of 𝑮𝑟𝑏
𝑓
(𝑮𝑟𝑤

𝑓
)
−1

 

and 𝑮𝑐𝑏
𝑓
(𝑮𝑐𝑤

𝑓
)
−1

, respectively. The fuzzy optimal 

projection matrix 𝑷𝑜𝑝𝑡
𝑓

 and 𝑸𝑜𝑝𝑡
𝑓

 are obtained by finding 

the eigenvectors of 𝑮𝑟𝑏
𝑓
(𝑮𝑟𝑤

𝑓
)
−1

 and 𝑮𝑐𝑏
𝑓
(𝑮𝑐𝑤

𝑓
)
−1

 

corresponding to the 𝑢 and 𝑣 largest eigenvalues, 

respectively. The fuzzy optimal projection matrices 𝑷𝑜𝑝𝑡
𝑓

 

and 𝑸𝑜𝑝𝑡
𝑓

 can be represented as follows: 

{
  
 

  
 𝑷𝑜𝑝𝑡

𝑓
= arg𝑚𝑎𝑥

𝑃𝑓
|𝑮𝑟𝑏

𝑓
(𝑮𝑟𝑤

𝑓
)
−1
|

= [𝑝1 , 𝑝2, … , 𝑝𝑢]       
𝑎𝑛𝑑                                                  

𝑸𝑜𝑝𝑡
𝑓

= arg𝑚𝑎𝑥
𝑄𝑓

|𝑮𝑐𝑏
𝑓
(𝑮𝑐𝑤

𝑓
)
−1
|

= [𝑞1, 𝑞2, … , 𝑞𝑣]       

                               (8) 

where {𝑝𝑖|𝑖 =  1, 2, . . . , 𝑢} is the set of normalized 

eigenvectors of 𝑮𝑟𝑏
𝑓
(𝑮𝑟𝑤

𝑓
)
−1

 corresponding to 𝑢 largest 

eigenvalues {𝜆𝑖|𝑖 =  1, 2, . . . , 𝑢} and {𝑞𝑗  |𝑗 =

 1, 2, . . . , 𝑣} is the set of normalized eigenvectors of 

𝑮𝑐𝑏
𝑓
(𝑮𝑐𝑤

𝑓
)
−1

corresponding to 𝑣 largest eigenvalues 

{𝛼𝑗|𝑗 =  1, 2, . . . , 𝑣}. 

The four (within- and between- class) fuzzy scatter 

matrices ( 𝑮𝑟𝑏
𝑓
, 𝑮𝑟𝑤

𝑓
,  𝑮𝑐𝑏

𝑓
, 𝑮𝑐𝑤

𝑓
) along the row and 

column directions are defined as follows: 

 

{
  
 

  
 𝑮𝑟𝑏

𝑓
=
1

𝑁
 ∑𝑁𝑐

𝑓(�̅�𝑐 − �̅�)(�̅�𝑐 − �̅�)
𝑇             

𝐶

𝑐

𝑎𝑛𝑑                                                                        (9𝑎)

𝑮𝑟𝑤
𝑓
=
1

𝑁
∑∑(𝑿𝑖 − �̅�𝑐)(𝑿𝑖 − �̅�𝑐)

𝑇            

𝑁

𝑖∈𝑐

𝐶

𝑐

 

{
  
 

  
 𝑮𝑐𝑏

𝑓
=
1

𝑁
 ∑𝑁𝑐

𝑓(�̅�𝑐 − �̅�)
𝑇(�̅�𝑐 − �̅�)

𝐶

𝑐

                

𝑎𝑛𝑑                                                                         (9𝑏) 

𝑮𝑐𝑤
𝑓
=
1

𝑁
∑∑(𝑿𝑖 − �̅�𝑐)

𝑇(𝑿𝑖 − �̅�𝑐)  

𝑁

𝑖∈𝑐

𝐶

𝑐

            

 

Where fuzzy membership degrees are integrated into 

the training images to get fuzzy global mean image 

(�̅� =  
∑ ∑ 𝝁𝑐𝑖𝑿𝑖

𝑁
𝑖=1

𝐶
𝑐=1

∑ ∑ 𝝁𝑐𝑖
𝑁
𝑖=1

𝐶
𝑐=1

 ) and fuzzy class-wise mean images 

(�̅�𝑐 = 
∑ 𝝁𝑐𝑖𝑿𝑖
𝑁
𝑖=1

∑ 𝝁𝑐𝑖
𝑁
𝑖=1

;   𝑐 = 1, 2, 3, … , 𝐶). It may be also 

noted that the size of the (𝑮𝑟𝑏
𝑓
 and 𝑮𝑟𝑤

𝑓
 ) scatter matrices 

is 𝑟 × 𝑟; whereas for the 𝑮𝑐𝑏
𝑓
 and 𝑮𝑐𝑤

𝑓
 scatter matrices it 

is 𝑠 × 𝑠. 

4 Simulation results and discussion 
We have assessed the performance of the proposed FG-

2DLDA on three publicly available databases namely, 

FERET [39, 40] AT&T [41], and UMIST [42]. The 

equation for calculating the recognition rate is 

represented below: 

𝑅𝑎𝑣𝑔 =
∑ 𝑛𝑐𝑙𝑠

𝑖𝑞
𝑖=1

𝑞 × 𝑛𝑡𝑜𝑡
                                (10) 

where, 𝑞 denotes total number of experimental runs. 

Correct recognition number in the 𝑖𝑡ℎ run is represented 

by  𝑛𝑐𝑙𝑠 
𝑖 . 𝑛𝑡𝑜𝑡 indicates the whole number of test face 

images.  

FERET face database is used to evaluate the FG-

2DLDA method under several facial expressions, pose 

and lighting conditions. AT&T and UMIST database are 

used to access the presented method under the condition 

of minor variations of rotation and scaling. In these 

experiments, we have used a RBFNN classifier due to its 

superiority and simplicity over the other types of neural 

networks. As discussed in Section 3 of the proposed FG-

2DLDA method, the experiments are performed to 

validate our claim. The FG-2DLDA algorithm is 

implemented in C programming language on the Linux 

operational system with Intel Core i5 (2.4 GHz) and 

DDR3 (8 GB, 1333 MHz). The suggested method is 

evaluated on a subset of FERET face database [39, 40]. 

The database consists of 1400 images of 200 individuals 

and each individual is having 7 images. The images 

differ in facial expression, illumination and pose. In our 

study, the facial portion of each original image was 

lopped and resized to 80×80 pixels based on the location 

of the eyes. Here, the values of s are taken as 2, 3 and 4 
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and our method is tried out 10 times with each value of s 

with the different training sets and test sets. Some 

examples of images of a person are shown in Fig. 1 (i). A 

set of 400 images of 40 persons comprise AT&T face 

database. There are 10 dissimilar images for each 

person. In our present study, from the set of images for 

each person, s images are picked out in random from the 

database to generate the training set and remaining (10- 

s) images are considered as the test set. Hence, a distinct 

set of images encompasses the training and test set. 3, 4, 

5, and 6 are taken as the values of s to form different 

pairs of training and test sets. Some examples of images 

of a individual are shown in Fig. 1 (ii). A total of 575 

grey-scaled images of 20 different individuals covering a 

variety of race, sex, and appearance is contained in the 

multi-view UMIST database. The Face database of 

images per individual varies from 19 to 48 images. In 

recent studies, we have diminished each image to 112 × 

92 pixels. Fig. 1 (iii) shows one person face image from 

the database. 

The experiments are repeated 10 times for each 

value of s with different training set and test sets on the 

FERET face database. Here, we choose s = 2, 3, 4 images 

from each subject at random for training and remaining 

(7-s) images are employed for testing. The proposed 

method is evaluated with feature matrices sizes from 6×6 

(i)  

(ii)  

(iii)  

Figure 1: Some pictures of a person from the (i) FERET, 

(ii) AT&T, and (iii) UMIST face databases. 

 
Figure 2: Minimum, maximum and average recognition rates of the FG-2DLDA method  

for different values of s by varying feature size on the FERET face database. 

Table 2: Comparison in terms of average recognition rates (%) obtained from  

different methods on the FERET face database. 

Method 
Average recognition rates 

s = 2 s = 3 s = 4 

FG-2DLDA 49.05 (10×10) 58.81 (12×12) 65.51 (10×10) 

F-2DFLD [22] 48.88 (40×8) - - 

MMSD (𝜃 = 0.4) [28] - 52.6   - 55.81   - 

MSD (𝜃 = 0.4) [28] - 50.5   - 53.68   - 

FMSD (𝜃 = 0.4) [28] - 53.46   - 56.9   - 

Alternative-2DPCA [35] 48.31 (112×20) 53.21 (112×20) 53.97 (112×20) 

(2D) 2PCA [35] 47.70 (112×20) 52.36 (112×20) 55.45 (112×20) 

2DPCA [35] 47.12 (112×20) 52.66 (112×20) 55.20 (112×20) 

*Highest recognition rates are indicated by the bold values. 
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to 20×20 using RBFNN as a classifier. Fig. 2 

demonstrate the minimum, maximum and average 

recognition rates (%) of the FG-2DLDA method for 

different values of (s= 2, 3 and 4) by varying feature size. 

We have compared the performance of the proposed 

FG-2DLDA method with other competent related 

methods. FG-2DLDA method extracts discriminative 

feature by calculating the within class and between class 

 

 
Figure 3: Minimum, maximum and average recognition rates of the FG-2DLDA method for  

different values of s by varying feature size on the AT&T face database. 

 

 
Figure 4: Minimum, maximum and average recognition rates of the FG-2DLDA method for  

different values of s by varying feature size on the UMIST face database. 
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scatter matrix in row and column direction. Thus, the 

results again demonstrate the superiority of the FG-

2DLDA method over other methods. 

In this study, we have validated the performance of 

our method with 20 different pairs of training and test 

sets for each value of s on the AT&T face database. 

Since the present method considers that a face image 

may simultaneously belong to different classes with 

possibly different membership values, the class-wise 

mean images may differ from the actual ones. Fig. 3 

Minimum, maximum and average recognition rates of 

the FG-2DLDA method for different values of s by 

varying feature size on the AT&T face database. The 

proposed method yields the best average recognition 

rates of 93.41% (14×14), 96.08% (16×16), 98.08% 

(14×14), and 98.68% (18×18) for s = 3, 4, 5, and 6, 

respectively. 

Table 3 demonstrates the best average recognition 

rates achieved by this algorithm for different 

combination of training and test set. Moreover, we also 

have compared the result of our method with the other 

competent methods. In general the face images are 

severely affected by the different environmental 

condition. These factors need to be investigated to 

measure their impact on the intra-class assignment. The 

scatter matrices involve the overlapping sample 

distribution information for classification. 

In this experiment, UMIST database, to generate 

distinct pair of the training and test sets we have taken 

the s as 4, 6, 8 and 10. In this context, each pair of 

training and test sets is disjoint in nature. The 

performance of the proposed technique is performed by 

considering each value of s with 20 dissimilar pairs of 

training and test sets on the UMIST face database. Fig. 4 

also shows the minimum, maximum and average 

recognition rates (%) of the FG-2DLDA method for 

different values of s by varying feature size. Table 4 

shows a comparative presentation of the FG-2DLDA 

method along with other contemporary methods in terms 

of best average recognition rates. The proposed method 

yields the best average recognition rates (dimension of 

feature vector) of 86.81% (18×18), 92.75% (20×20), 

96.83% (14×14), and 97.3% (14×14) for s = 4, 6, 8 and 

10, respectively. In this case, the discriminative 

information is extracted by calculating fuzzy scatter 

matrices. The discriminative projection vectors are 

obtained when the fuzzy scatter matrices are singular. 

The results show that in all the cases, the performance of 

the FG-2DLDA method is superior to the other methods. 

5 Conclusion 
In this paper, fuzzy generalized two-dimensional Fisher’s 

linear discriminant analysis (FG-2DLDA) method for 

face recognition is presented. This method assumes that a 

face image may belong to several classes with possibility 

of different membership values. These membership 

values are generated by fuzzy k-NN algorithm and used 

to generate fuzzy global mean image and fuzzy class-

wise mean images. Finally these mean images are used to 

generate fuzzy intra-class and inter-class scatter matrices 

along row and column directions. The projection 

matrices obtained by solving these scatter matrices, 

satisfying the two Fisher’s criteria, yield rich information 

leading to generation of superior discriminant features. 

Image classification and recognition is performed using a 

RBF neural network. The performance of our method is 

validated on the FERET, AT&T and UMIST and face 

databases. The experimental results demonstrate that the 

FG-2DLDA method outperforms the competent methods. 

Table 4: Comparison in terms of average recognition rates (%) obtained  

from different methods on the UMIST face database. 

Method 
Average recognition rates 

s = 4 s = 6 s = 8 s = 10 

FG-2DLDA 86.81  

(18×18) 

92.75 

(20×20) 

96.83 

(14×14) 

97.30 

(14×14) 

G-2DFLD [18] 86.22 

(14×14) 

92.28 

(14×14) 

95.54 

(14×14) 

96.92 

(18×18) 

F-LDA [29] 84.5 

(19) 

- - 92.01 

(19) 

MF-LDA [29] 85.38 

(19) 

- - 92.53 

(19) 

2DFLD [18] 86.12 

(112×14) 

92.16 

(112×14) 

95.25 

(112×14) 

96.55 

(112×18) 

2DPCA [18] 85.70 

(112×14) 

91.91 

(112×14) 

95.07 

(112×14) 

96.60 

(112×18) 

RF-LDA [29] 84.8 

(19) 

- - 92.38 

(19) 

PCA [18] 80.72 

(60) 

86.53 

(60) 

94.01 

(60) 

95.11 

(60) 

 

 

 

 

 

 

 

 

 

 

 

 

                                  *Highest recognition rates are indicated by the bold values 
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In this paper, we consider a MAP/G/1 G-queues with unreliable server and multiple vacations. The arrival 

of a negative customer not only removes the customer being in service, but also makes the server under 

repair. The server leaves for a vacation as soon as the system empties and is allowed to take repeated 

(multiple) vacations. By using the supplementary variables method and the censoring technique, we obtain 

the queue length distributions. We derive the mean of the busy period based on the renewal theory. 

Furthermore, we analyze some main reliability indexes and investigate some important special cases. 

Povzetek: Predstavljena je nova metoda obravnave strežniških vrst v pogojih nezanesljivega delovanja in 

v primerih občasne odsotnosti obdelave. 

1 Introduction

Recently there has been a rapid increase in the literature 

on queueing systems with negative arrivals. Queues with 

negative arrivals, called G-queues, were first introduced 

by Gelenbe [1]. When a negative customer arrives at the 

queue, it immediately removes one or more positive 

customers if present. Negative arrivals have been 

interpreted as viruses, orders of demand, inhibiter. 

Queueing systems with negative arrivals have many 

applications in computer, neural networks, manufacturing 

systems and communication networks etc. There is a lot 

of research on queueing system with negatives arrivals. 

For a comprehensive survey on queueing systems with 

negative arrivals, readers may see [1-4]. 

Boucherie and Boxma [3] considered an M/G/1 queue 

with negative arrivals where a negative arrival removes a 

random amount of work. Li and Zhao [5] discussed an 

MAP/G/1 queue with negative arrivals. They analyzed 

two classes of removal rules: (i) arrival of a negative 

customer which removes all the customers in the system 

(RCA); (ii) arrival of a negative customer which removes 

only a customer from the head of the system (RCH), 

including the customer being in service.  

Queueing system with repairable server has been 

studied by many authors such as Cao and Chen [6], Neuts 

and Lucantoni [7]. Wang, Cao and Li [8] analyzed the 

reliability of the retrial queues with server breakdowns 

and repairs. Harrison and Pitel [9]considered the M/M/1 

G-queues with breakdowns and exponential repair times. 

Li, Ying and Zhao [10] investigated a BMAP/G/1 retrial 

queue with a server subject to breakdowns and repairs. 

For a detailed survey on queueing systems with server 

vacations one can refer to Refs [11]. Recently, Sikdar and 

Gupta [12] discussed the queue length distributions in the 

finite buffer bulk‐service MAP/G/1 queue with multiple 

vacations. Kasahara, Takine, Takahashi and Hasegawa 

[13] considered the MAP/G/1 queues under N‐policy with 

and without vacations. 

Most of the analysis in the past have been carried out 

assuming Poisson input. However, in recent years there 

has been a growing interest to analyze queues by 

considering input process as Markovian arrival process 

(MAP). The MAP is a useful mathematical model for 

describing bursty traffic in modern communication 

networks, and is a rich class of point processes containing 

many familiar arrival processes such as Poission process, 

PH-renewal process, Markov modulated Poission process, 

etc. Readers may refer to chapter 8 in Bocharov [14]. 

In this paper, we consider the MAP/G/1 G‐queues 

with unreliable server and multiple vacations. The process 

of arrivals of negative customers is also MAP. The arrival 

of a negative customer not only removes the customer 

being in service, but also makes the server under repair. 

We obtain the distributions of stationary queue length, the 

mean of the busy period and some reliability indexes by 

using the supplementary variable method, the matrix‐

analytic method, the censoring technique, and the renewal 

theory. 

The rest of this paper is organized as follows. The 

model description is given in section 2. The stationary 

differential equations of the model and their solutions are 

obtained in section 3. The expressions for the distributions 

of the stationary queue length and the mean of the busy 

period are derived in section 4. Some special cases are 

considered in section 5. Some numerical examples are 

shown in section 6. 
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2 Model description 

In this section, we consider a single server queue with two 

types of independent arrivals, positive and negative. 

Positive arrivals correspond to customers who upon 

arrival, join the queue with the intention of being served 

and then leaving the system. At a negative arrival epoch, 

the system is affected if and only if the server is working. 

The arrival process. We assume that the arrivals of 

both positive and negative customers are MAPs with 

matrix descriptors  and  respectively, 

where the infinitesimal generators  and 

 of sizes  and , respectively, 

are irreducible and positive recurrent. Let  and  be the 

stationary probability vectors of  and , 

respectively. Then  and  are 

the stationary arrival rates of positive and negative 

customers, respectively, where is a column vector of ones 

of a suitable size. 

The removal rule. The arrival of a negative customer 

not only removes the customer being in service, but also 

makes the server under repair. And after repair the server 

is as good as new. As soon as the repair of the server is 

completed, the server enters the working state 

immediately and continues to serve the next customer if 

the queue is not empty. 

The vacations. When the server finishes serving a 

positive customer or the repair of the server is completed 

and finds the queue empty, the server leaves for a vacation 

of random length V. On return from a vacation if he finds 

more than one customer waiting, he takes the customer 

from the head of the queue for service and continues to 

serve in this manner until the queue is empty. Otherwise, 

he immediately goes for another vacation. 

The service time. All positive customers have i.i.d. 

service time distribution given by 

[Beginning of the document]

[Automatic section break]

   with 

mean . 

The vacation time. The vacation time distribution is 

given by 

 with 

mean . 

The repair time. The repair time distribution is given 

by 

  

with mean .The independence. We 

assume that all the random variables defined above are 

independent. Throughout the rest of the paper, we denote 

by  the tail of distribution function 

. 

3 The differential equations and the 

solution 

In this section, we first introduce several supplementary 

variables to construct the differential equations for the 

model. We then use the censoring technique to solve these 

equations. The solution to the differential equations will 

be used to obtain interesting performance measures of the 

system in later sections. 

Let  be the number of customers in the system at 

time  , and let  and  be the phases of the 

arrivals of positive and negative customers at time , 

respectively. We define the states of the server as 

 

For , we define the random variable  as 

follows:(i) if ,  represents the elapsed 

service time received by a customer with the service time 

up to time ; (ii)if ,  represents the elapsed 

vacation time up to time ; (iii) if ,  

represents the elapsed repair time up to time . Then,

 is a Markov 

process. The state space of the process is expressed as 

 
We write: 

,

,

,

,

,

,

,

,

. 

If the system is stable, then the system of stationary 

differential equations of the joint probability density

 can 

be written as 

 (1) 

 (2) 

 (3) 

 (4) 
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 (5) 

 (6) 

The joint probability density 

 
should satisfy the boundary conditions: 

 (7) 

    (8) 

 (8) 

(9) 

and the normalization condition: 

 
In the remainder of this section, we solve equations 

(1)‐(11). To sovle equations (1)‐(6). we define 

 
It follows from (1) and (2) that

 
which leads to 

 
It follows from (3) and (4) that 

 
which leads to 

 
It follows from (5) and (6) that 

 
which leads to 

 

Let us define  as  

matrix whose element  is the probability that 

exactly  positive customers arrive during  and the 

generation process passes from phase  to phase . These 

matrices satisfy the following system of differential 

equations 

 

with We define 

 
Solving the above matrix differential equation,we get 

 
Substituting (15) into (12)‐(14) respectively gives 

 

 

 
Equations (16)‐(18) provide a solution for the system 

of differential equations (1)‐(6). Furthermore, boundary 

equations (7)‐(10) will be used to determine the vectors 

 for ,  for  and  for 

.We define: 

，

 

   

 

Then it follows from (7)‐(10),(16)‐(18)that 

, where 

 
and 

 

With , 

 
Therefore, we obtain the transition probability matrix 

and stationary differential equations of the system. 

4 Performance measures of the 

model 

In this section,we consider two performance measures for 

the model: the stationary queue length, the busy period. 

4.1 The stationary queue length 

We write 

 

 

 
Obviously,       
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Theorem 1  If the model is stable, then 

 
where 

 

 

 
So that the mean number of customers in the system 

is 

 
Proof: It follows from (17) and (18) that 

 
and from (16)‐(18) that 

 

 

 This 

completes the proof. 

4.2 The busy period 

We now provide an analysis of the busy period (including 

of the period when the server is under repair) of the model. 

Let V be the random variable of the vacation time, or

 

We denote by  be the random variable of the 

interarrival time between two positive customers, and 

 the random variable for the equilibrium excess 

distributions with respect to . Then we have    

 
And 

 

Let  be the random variable of the ‐th vacation, 

and  be the random variable of the number of times of 

vacations during the total vacation period. Then 

 

We denote by  the convolution of two 

functions  and  given by 

. We write 

 for  and define 

. 

Lemma 1 Let  be the random variable of the length 

of multiple vacations, then 

 

Theorem 2 Let  be the random variable of the busy 

period of the system, then 

 
Proof: According to the renewal theory, we can obtain 

 or 

 
This completes the proof. 

Consequently, we obtain some important 

performance measures for the model: the stationary queue 

length, the mean number of customers in the system, the 

mean length of multiple vacations and the mean busy 

period. 

5 Special cases 

In this section we will investigate very briefly some 

important special cases. 

Case 1. No negative arrival takes place and the server 

is reliable. 

In this case, our model becomes the MAP/G/1 queue 

with multiple vacations. 

We put  and  in the main 

results and obtain 
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Case 2. No vacation is allowed, in this case, our model 

becomes the MAP/G/1 G‐queue with unreliable server.We 

assume that  in the main results and obtain 

 

 

 

 
We note that these results are consistent with the 

known results in [5] and [13]. 

6 Numerical examples 

In this section, we discuss some interesting numerical 

examples that qualitatively describe the performance of 

the queueing model under study. The following examples 

are illustrated using the results of section 3. The 

algorithms have been written into a MATLAB program. 

For the purpose of a numerical illustration, we assume that 

all distribution functions in this paper are exponential, i.e. 

 are exponential distribution 

functions and their parameters are  

respectively. Also, we vary values of  such that 

the system is stable. Numerical results are presented in 

Figures 1‐4.  

Here we choose the following arbitrary values: 

 

So the stationary arrival rates of the positive 

customers and the negative customers are  

and .  

In Figures 1 and 2, the mean number of customers in 

the system is plotted against the parameter  with 

 and  respectively. We observe 

that the mean number of customers in the system increases 

monotonously as the value  increases when 

, and decreases monotonously as the value  increases 

when . It is easily explained taking into account 

the fact that a negative customer not only removes the 

positive customer being in service but also causes the 

server breakdown. When the server is reliable, i.e. 

, the removal of the customer being in service 

can shorten the queue length. We show in Figures 3 and 4, 

the influence of the parameters  and  on the mean 

number of customers  in the system. As is to be 

expected,  decreases for increasing values  and . 

7 Conclusions 

This paper analyzes a MAP/ G / 1 queuing system with 

negative customer arrival, unreliable server and multiple 

vacations. By using the supplementary variables method 

and the censoring technique,we obtain the queue length 

distributions in steady state. We derive the mean of the 

busy period based on the renewal theory. Compared to the 

related work, when threre are no vacations, our results are 

consistent with the results in [5] and when there are no 

negative customers, our results are agree with the results 

in [13]. Hence, our model covers the models considered in 

[5] and [13]. This queuing system can be applied to the 

Figure 1: The mean system size versus  with 

 

 

Figure 2: The mean system size versus  with 

 

 

 

Figure 3: The mean system size versus  with 

 

Figure 4: The mean system size versus  with 
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virtual channel of ATM network Performance analysis is 

more practical, real and reasonable.  
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This study evaluates the use of the Artificial Bee Colony (ABC) algorithm to optimize the Recurrent Neural 

Network (RNN) that is used to analyze traffic volume. Related studies have shown that Deep Neural 

Networks are superseding the Shallow Neural Networks especially in terms of performance. Here we show 

that using the ABC algorithm in training the Recurrent Neural Network yields better results, compared to 

several other algorithms that are based on statistical or heuristic techniques that were preferred in earlier 

studies. The ABC algorithm is an example of swarm intelligence algorithms which are inspired by nature. 

Therefore, this study evaluates the performance of the RNN trained using the ABC algorithm for the 

purpose of forecasting. The performance metric used in this study is the Mean Squared Error (MSE) and 

ultimately, the outcome of the study may be generalized and extended to suit other domains. 

Povzetek: Ocena uspešnosti algoritma umetne kolonije čebelje pri optimizaciji ponavljajoče se nevronske 

mreže. 

1 Introduction 
The Artificial Bee Colony (ABC) algorithm is based on 

the intelligent foraging behavior of the honey-bee swarm, 

which makes it suitable for optimization problems [14]. In 

his proposal of the ABC algorithm, Karaboga aimed to 

solve multi-dimensional and multi-modal optimization 

problems [12]. A function is considered to be multi-modal 

if it has several local optima. Furthermore, it is multi-

dimensional if the local optima are distributed randomly 

in the search space, essentially complicating the process 

of finding the optimal solution. The ABC algorithm has 

been applied to solve many kinds of real-world problems 

such as leaf-constrained minimum spanning tree problem, 

flow shop scheduling problem, inverse analysis problem 

and radial distribution system network reconfiguration 

problem among others [21], [29]. 

Basturk and Karaboga [1] evaluated the ABC 

algorithm based on five multi-dimensional benchmark 

functions: sphere function, Rosenbrock Valley, Griewank 

function, Rastrigin function and Step function. The results 

obtained show that the ABC algorithm is quite robust for 

multi-modal problems, since it has multi-agents that work 

independently and in parallel. This is also echoed by the 

results they obtained after comparing the performance of 

the ABC with that of the Particle Swarm Optimization 

algorithm, Particle Swarm Inspired Evolutionary 

Algorithm and Genetic Algorithm [14].  

Karaboga et. al. [17] used the ABC algorithm to train 

Feed-Forward Artificial Neural Networks with an aim to 

overcome drawbacks such as getting stuck in local minima 

and computational complexity. They discovered that the 

algorithm had good exploration and exploitation 

capabilities especially in searching for the optimal weight-

set which is crucial in training Neural Networks. In this 

case, exploration refers to the ability to examine the 

viability of numerous unknown sections in order to 

discover the global optimum in the search space and 

exploitation refers to ability to utilize knowledge of the 

preceding good solutions to find improved solutions. 

The data used in this study in the evaluation of the 

optimized neural network represents the vehicle count at 

specific junctions of select motorways in the whole of 

Britain. However, the optimized neural network can be 

trained for any other road network whose data is available. 

The rest of this paper is organized as follows: Section 

2 begins with an overview on swarm intelligence followed 

by Section 3 which explains the fundamental concept of 

the ABC algorithm. Later, Section 4 looks at the 

implementation of the ABC algorithm in optimizing the 

Recurrent Neural Network. In Section 5, we find the 

experiments and results. Eventually, a summary of the 

findings of this paper is presented in Section 6.   

2 Swarm intelligence 
Swarm intelligence refers to the collective intelligence 

exhibited by the collaborative behavior of social insect 

colonies or animal societies in pursuit of a defined 

purpose. This means that the entities that collaborate form 

a swarm, which is alternatively defined as a set of agents   

which act on their environment with an aim of solving a 

distributed problem [23]. These entities work together 

with a common goal thus increasing their chances of 

finding the best or optimal solution to the task at hand. In 
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so doing, they inadvertently enhance the exploration and 

exploitation of their environment. Furthermore, this 

process serves to break down the problem into smaller and 

simpler tasks which are easily solved by sub-groups 

whose solutions are aggregated to formulate the overall 

solution. So, the time used to find a solution is decreased 

exponentially with an increase in the agents involved and 

also because some of these smaller tasks can be solved 

concurrently. The dedicated effort of such agents to a 

single, simplified and well-defined task also minimizes 

occurrence of errors as may be experienced when a single 

agent is tasked with the same problem. Therefore, the 

collective effort is useful in cases where a problem can be 

compartmentalized into smaller manageable tasks.  

Examples of swarm intelligence algorithms include 

Artificial Bee Colony, Ant Colony Optimization, Particle 

Swarm Optimization, Immune Algorithm, Bacterial 

Foraging Optimization, Cat Swarm Optimization, Cuckoo 

Search Algorithm, Firefly Algorithm, Gravitational 

Search Algorithm among others [15], [23]. These 

algorithms are evidence of various assortments of swarms 

in the world and their varied level of intelligence but self-

organization and labor division are key features they 

collectively possess. 

3 Artificial bee colony algorithm 
The ABC algorithm is a swarm-based algorithm presented 

by Karaboga [12]. This algorithm is inspired by the 

intelligent-search behavior of honeybees, known for their 

systematic collection of nectar that they process into 

honey. Nectar (food) is collected from flowers located in 

the neighboring fields (food sources) away from their 

hives. The bees communicate with each other by means of 

a waggle dance so as to share information about the quality 

of food sources. This information shared among the 

colony members includes the location and proximity of 

the food source to the hive, the quality of food source and 

quantity of food. This majorly governs the foraging range 

with correct accuracy thus enabling the swarm to direct its 

efforts to the best food source. Their mutual dependence 

is pegged on their distinct but partially evolving roles that 

adapt to the needs of the colony. The needs of the colony, 

decentralized decision-making and the age of the bees as 

well as their physical structure serve as a control for their 

social life. Therefore, self-organization, autonomy, 

distributed functioning and division of labor constitute the 

swarms’ ability to solve distributed problems as a unit and 

adapt to any environment. [23], [24], [27].  

The intelligence exhibited by the collective behaviour 

of swarms via local interactions may be characterized into 

four distinctive features. The firrst one is positive 

feedback which refers to the creation of convenient 

structures such as recruitment and reinforcement. Then we 

have negative feedback that involves counterbalancing of 

the positive feedback in order to stabilize the collective 

pattern and avoid saturation The third is fluctuations 

which involve the variations incurred in form of errors, 

random task switching among swarm individuals which 

stimulates creativity and discovery of new structures. 

Lastly, we have multiple interactions tha refer to the 

relationship and cooperation between the various agents in 

the swarm that result in the overall development [17], [18]. 

The honeybee forage selection model is based on 

three components: food sources (alternative solutions), 

employed foragers (active solution seekers) and 

unemployed foragers (passive solution seekers) made up 

of onlookers and scouts. In addition, two leading modes of 

the behavior are expressed: recruitment to a food source 

and abandonment of a food source. Thus, the position of a 

food source represents a potential solution to the 

optimization problem and the quantity of a food source 

corresponds to the calculated fitness value of the 

associated solution [12], [13], [14], [26]. 

In essence, food sources signify the profitability of the 

proposed solution in terms of complexity involved in 

attaining it. This complexity is evaluated based on 

proximity, ease of extraction, energy concentration which 

is calculated as a probability value. Employed foragers are 

associated with a particular food source or simply a 

solution they are working on, whereas, the unemployed 

foragers are looking for potential food sources to exploit 

or simply looking out for alternative solutions. Thus, the 

scouts find alternative food sources while the onlookers 

establish viable solutions from the information given to 

them by the employed foragers through the waggle dance.  

At the beginning, the number of employed bees and 

the number of available food sources. Additionally, an 

employed bee turns into a scout when the position of a 

food source declines after a predetermined limit of 

foraging attempts, at that time exploitation ceases. Thus, 

the employed and onlooker bees usually perform the 

exploitation whereas the scouts perform the exploration of 

the search space. This process of foraging can be viewed 

as a complex problem broken down into many parts and 

the ultimate task is to find a viable solution since there are 

many ways in reaching the goal [9], [18], [23]. Let us 

examine figure 1 as illustrated by Karaboga [12], for a 

better understanding of this foraging behaviour.  

 

Figure 1: The honeybee nectar foraging behavior [12]. 
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In figure 1 above, there are two discovered food 

sources: A and B. Any potential forager will always start 

as an unemployed forager and will not have any 

knowledge about the food sources around the nest. This 

limits the prospective options for such a bee to the 

following: 

i. To become a scout and instinctively start 

searching around the nest for food (S). 

ii. To become a recruit after watching the waggle 

dances for the available food sources (R). 

This bee then evaluates the available food sources, 

memorizes a food source location and immediately starts 

exploiting it thus becoming an employed forager. The 

foraging bee takes with it a load of nectar from the source 

and unloads it to a food store back in the hive after which 

the bee takes on one of the three roles below: 

i. It recruits other bees (onlookers) and returns to 

the same food source (EF1). 

ii. It continues to forage at the same food source 

without recruiting other bees (EF2). 

iii. It becomes an uncommitted follower after 

abandoning the food source (UF). 

Therefore, this formulates the procedure of the ABC 

algorithm which is separated into five distinct phases; 

Initialization phase, Employed bee phase, Probabilistic 

selection phase, Onlooker bee phase and the Scout bee 

phase [12], [23]:  

i. Initialization Phase 

The Food Source locations are randomly initialized within 

the search space as calculated using equation (1) below.  

xij =  xj
min + rand(0,1)(xj

max −  xj
min)  (1) 

where i = 1, 2, …, SN and SN indicates the number of Food 

Sources (equal to half of the bee colony);  

j = 1, 2, …, D and D is the dimension of the problem; 

𝑥𝑖𝑗  represents the parameter for ith employed bee on jth 

dimension, meaning that they are dependent on each other;  

𝑥𝑗
𝑚𝑎𝑥 and 𝑥𝑗

𝑚𝑖𝑛 are upper and lower bounds of 𝑥𝑖𝑗 . 

ii. Employed Bee Phase 

Every Employee Bee is assigned to the resultant Food 

Source generated by equation (2) below for further 

exploitation.  

 𝑣𝑖𝑗 =  𝑥𝑖𝑗 + 𝜑𝑖𝑗(𝑥𝑖𝑗 −  𝑥𝑘𝑗)         (2) 

where k is a neighbor of i, i ≠ k;  

𝜑𝑖𝑗  is a random number in the range [−1, 1] to control the 

production of neighbor solutions around 𝑥𝑖𝑗;  

𝑣𝑖𝑗  is the new solution for 𝑥𝑖𝑗 . 

The value of the new Food Source is measured using 

a fitness value calculated by equation (3) below.  

𝑓𝑖𝑡𝑖 = {

1

1 + 𝑎𝑏𝑠𝑓𝑖
, 𝑓𝑖 ≥ 0  

1 + 𝑎𝑏𝑠(𝑓𝑖), 𝑓𝑖 < 0

     (3) 

where abs𝑓𝑖 is the absolute objective function associated 

with each Food Source;  

𝑓𝑖𝑡𝑖 is the fitness value.  

The two food sources  𝑥𝑖𝑗  (Original Food Source) and 

𝑣𝑖𝑗  (New Food Source) are compared and the best is 

chosen based on a greedy selection of their fitness values. 

iii. Probabilistic Selection Phase 

Then, a probability value for each Food Source is 

calculated using equation (4) which is useful for Onlooker 

Bees when they evaluate the viability of a Food Source 

amongst the available options. 

 𝑝𝑖 =  

𝑓𝑖𝑡𝑖

∑   𝑓𝑖𝑡𝑗
𝑁
𝑗=1

     (4) 

where 𝑓𝑖𝑡𝑖 is the fitness value of i-th solution; 

𝑝𝑖  is the selection probability of i-th solution. 

iv. Onlooker Bee Phase 

The Employed Bees advertise the viability of their Food 

Sources to the Onlooker Bees which select a Food Source 

to exploit based on the fitness and probability values 

associated with it i.e., the more fitness, the higher the 

probability. The Food Sources that are picked are further 

exploited using equation (2). This improves the solution 

and their fitness values are also calculated using equation 

(3). Once again, to yield an improved solution, a greedy 

selection process is performed on the original and new 

Food Sources, similar to Employed Bee Phase.  

v. Scout Bee Phase 

The Employed Bee for a Food source that doesn’t generate 

better results over time becomes a Scout Bee and the Food 

Source is abandoned. This leads to the random generation 

of a new Food Source in the search space using equation 

(1). Subsequently, the Employed bee phase, Probabilistic 

selection phase, Onlooker bee phase and Scout bee phases 

will execute until termination criterion is satisfied. The 

best food source solution is obtained as output. Note that 

the steps of the algorithm presented in section 4 are quite 

elaborate than the fore mentioned summary. [12], [13], 

[15], [18]. 

4 RNN training using ABC 

algorithm 
Artificial Neural Networks are based on the simulated 

network of biological neurons in which neurons are the 

essential computational units [22]. Hence, the underlying 

concept is to train a mathematical model so that it can 

reproduce some physical phenomena or make some 

predictions. The model is presented with training samples 

that are the actual outputs of the studied system 

corresponding to the actual inputs of the problem. Later, 

the error obtained between the actual and the predicted 

value serves as the metric for measuring the performance 

of the algorithm in terms of prediction [5]. 

Artificial Neural Networks can broadly be 

categorized into Shallow Neural Network and Deep 

Neural Network techniques. Shallow Neural Networks 

generally have only one hidden layer as opposed to Deep 

Neural Networks which have several levels of hidden 

layers. Therefore, Deep Neural Networks utilize functions 

whose complexity is of a higher magnitude contrary to 



554 Informatica 43 (2019) 551–559 A. Bosire  

 

Shallow Neural Networks, given that all resources remain 

constant [3]. 

Shallow Neural Network (SNN) techniques contain 

less than two layers of nonlinear feature transformations. 

Examples of the SNN techniques are Conditional Random 

Fields (CRFs), Gaussian Mixture Models (GMMs), 

Support Vector Machines (SVMs), Maximum Entropy 

(MaxEnt) models, Logistic Regression, Kernel 

Regression, Multi-Layer Perceptron’s (MLPs) with a 

single hidden layer including Extreme Learning Machines 

(ELMs). SNN techniques effectively solve well-

constrained problems due to their limited modeling and 

representational power which poses a challenge when 

dealing with complicated real-world applications. A well-

constrained problem is one for which a function is to be 

minimized or maximized with respect to well defined 

constraints [3], [6].  

Deep Neural Networks (DNN) are Artificial Neural 

Networks composed of several interconnected hidden 

layers. These hidden layers have multiple hidden 

perceptrons between the network input layer and its 

network output for computational use. Dynamic 

environments require Deep Neural Network techniques 

which are useful in extracting complex structure and 

building internal representation. Examples of DNNs are 

Recurrent Neural Network (RNN), Convolutional Neural 

Networks (Conv.Net), Deep Boltzmann Machines 

(DBM), Deep Belief Networks (DBN) [30]. 

So, the basic concept behind Artificial Neural 

Networks owes to their imitation of biological neurons as 

shown in figure 2 which is an elementary neuron with 

several inputs and one output. Here, each input x is fed to 

the next layer, in our case an output layer y, with an 

appropriate weight w. The sum of the weighted inputs and 

the bias forms the input to the transfer function f. The bias 

is a threshold that represents the minimum level that a 

neuron needs for activating and is represented by b. 

Neurons can use any differentiable transfer function f to 

generate their output. Therefore, in multi-layer networks, 

the input values to the inputs of the first layer, allow the 

signals to propagate through the network, and read the 

output values where output of the 𝑖 th node can be 

described by the function in Eq. 4.1 below [25], [28]. 

 
Figure 2: Representation of an Elementary Neuron.  

𝑦𝑖  = 𝑓𝑖(∑ 𝑤𝑖𝑗𝑥𝑗
𝑛
𝑗=1 +  𝑏𝑖)    (5) 

where 𝑦𝑖 is the output of the node; 

𝑥𝑗 is the 𝑗th input to the node;  

𝑤𝑖𝑗  is the connection weight between the node and input 

𝑥𝑗;  

𝑏𝑖 is the threshold (or bias) of the node; 

𝑓𝑖 is the node transfer function. 

Multilayer networks often use the sigmoid transfer 

function which generates outputs between 0 and 1 as the 

neuron's net input goes from negative to positive infinity. 

This is used for models where we have to predict the 

probability as an output. Hence, its suitability because the 

probability of real-world entities exist in the range of 0 and 

1. Sigmoid output neurons are often used for pattern 

recognition, clustering and prediction problems. 

The information from a layer to the next one is 

transmitted by means of the activation function, 

represented in equation (6). The activation function relies 

on the weighted sum and bias to make a calculation on 

whether a neuron will be activated or not, thus introducing 

non-linearity to the network. This non-linear 

transformation performed on the inputs and sent through 

the network enables it to learn and perform complex tasks.  

𝑦 =  𝑓(𝑛) =  
1

1 + 𝑒−𝑛      (6) 

The main goal is to minimize the cost function by 

optimizing the network weights. The fundamental idea of 

this optimization approach is to individually interpret and 

change the weight values. Also, note that dynamic 

environments present a relatively higher network 

complexity which suggests the need for Deep Neural 

Networks. Therefore, the data presented to the network 

has to be split into three sets; training set, validation set 

and the testing set. This facilitates the training, verification 

and evaluation of the networks’ performance. 

Furthermore, the complexity of the challenge is 

represented by the Mean Squared Error (MSE) in equation 

(7). The MSE is obtained while comparing the target input 

against the predicted output could determine the number 

of hidden layers. The optimization of the network is 

achieved by minimizing the MSE which is essentially a 

network error function. Henceforth, the training algorithm 

is used to find the optimal weights that are used for 

initializing the Neural Network. In this case, the ABC 

algorithm is used to find the precise weights that enable 

the network connections to make accurate decisions. The 

algorithm uses a cost function as a measure for our 

progress in determining the right weights [19], [25]. 

 𝐸(𝑤(𝑡)) =
1

𝑛
 ∑ (𝑑𝑘 −  𝑂𝑘)2𝑛

𝑘=1    (7) 

where, 𝐸(𝑤(𝑡)) is the error at the 𝑡𝑡ℎ iteration;  

(𝑤(𝑡)), the weights in the connections at the 𝑡𝑡ℎ iteration;  

𝑑𝑘 and 𝑂𝑘  represent the desired and the actual values of  

𝑘𝑡ℎ output node;  

𝑘 is the number of output nodes; 

𝑛 is the number of inputs. 

A Recurrent Neural Network (RNN) is an extension 

of the conventional feed-forward neural network 

described above. The major difference is that RNNs have 

cyclic connections which make them reliable for modeling 

time-series data in dynamic environments. This means 
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that at any given the output is related to the present input 

and the input at previous timestamps. Therefore, we build 

on the concept above of the elementary neuron in relation 

to the RNN. Here, we have the input sequence denoted by 

x = (x1, x2, ..., xt), the hidden layer denoted by h = (h1, h2, 

..., ht) and the output vector sequence denoted by y = (y1, 

y2, ..., yt). Usually the RNN calculates the hidden vector 

sequence h using equation (8) and the output vector 

sequence y using equation (9) with t = 1 to T [20]; 

 ℎ𝑡 = 𝑓𝑡  (𝑤𝑥ℎ𝑥𝑡 +  𝑤ℎℎℎ𝑡−1 + 𝑏ℎ)  (8) 

 𝑦𝑡 = 𝑓𝑡  (𝑤ℎ𝑦ℎ𝑡 + 𝑏𝑦)    (9) 

where function 𝑓𝑡 is the activation function;  

w is a weight matrix; 

b is the bias term. 

However, the Long Short-Term Memory (LSTM) 

architecture is preferable because it resolves the 

underlying vanishing and exploding gradient problems of 

the traditional RNN. The LSTM – RNN uses three gates 

that form a cell which consequently solves the problems 

mentioned above thus making the network robust. Thus, 

the LSTM cell replaces the recurrent hidden cell in Eq. 4.4 

above. The equations to compute the values for the three 

gates are described below [11], [20]. 

𝑖𝑡 = 𝑓𝑡  (𝑤𝑥𝑖𝑥𝑡 + 𝑤ℎ𝑖ℎ𝑡−1 + 𝑤𝑐𝑖𝑐𝑡−1  +  𝑏𝑖)             (10) 

𝑔𝑡 = 𝑓𝑡  (𝑤𝑥𝑔𝑥𝑡 + 𝑤ℎ𝑔ℎ𝑡−1 + 𝑤𝑐𝑔𝑐𝑡−1  +  𝑏𝑔)           (11) 

𝑐𝑡 = 𝑓𝑡𝑐𝑡−1 +  𝑖𝑐 tan ℎ (𝑤𝑥𝑐𝑥𝑡 + 𝑤ℎ𝑐ℎ𝑡−1  +  𝑏𝑐)      (12) 

𝑂𝑡 = 𝑓𝑡  (𝑤𝑥𝑜𝑥𝑡 +  𝑤ℎ𝑜ℎ𝑡−1 + 𝑤𝑐𝑜𝑐𝑡−1  +  𝑏𝑜)          (13) 

ℎ𝑡 = 𝑂𝑡 tan ℎ (𝑐𝑡)                (14) 

Where, 𝑓𝑡  is the logistic sigmoid function; 

i, g, o and c are respectively the input gate, forget gate, 

output gate and cell state; 

𝑤𝑐𝑖 , 𝑤𝑐𝑔 and 𝑤𝑐𝑜 are denoted weight matrices for peephole 

connections.  

In LSTM – RNN, the input gate i, the forget gate g, 

and the output gate o control the information flow. The 

input gate decides the ratio of input which has an effect 

when calculating the cell state, c. The forget gate 

calculates the ratio of the previous memory ℎ𝑡−1  using 

equation (11) and decides whether to pass it onwards or 

not. The result obtained is used for determining the cell 

state in equation (12). The output gate which is based on 

equation (13) determines whether pass out the output of 

the memory cell or not. This process as represented by the 

ratios from the three gates is denoted by equation (14) and 

also depicted diagrammatically in the figure 3 [20]. 

 

Figure 3: Long-Short Term memory Cell. 

Therefore, the algorithm below outlines the 

optimization process for the deep neural network using the 

ABC algorithm [10], [12], [19], [25].  

1. Set Cycle=0. 

2. Load training samples from dataset. 

3. Initialize a population of scout bee with random 

solution xi, i = 1,2, …, SN using equation (1). 

4. Evaluate fitness (fiti) of the population using equation 

(3) 

a. Initialize weight and bias for the Recurrent Neural 

Network 

5. Set Cycle=1: while Maximum cycle not reached, 

repeat step 6 – step 12 

6. FOR each employed bee { 

Produce new solution vi by using equation (2) 

Calculate the value fiti on the new population 

Apply greedy selection process between xij and 

vij} 

7. Calculate the probability values pi for the solutions (xi) 

using equation (4) 

8. FOR each onlooker bee { 

Select a solution xi depending on pi 

Produce new solution vi 

Calculate the value fiti 

Apply greedy selection process} 

9. If there is an abandoned solution for the scout then 

replace it with a new solution which will be randomly 

produced by equation (1) 

10. Memorize the best solution so far 

11. Update new weight and bias for the Recurrent Neural 

Network 

12. Increment Cycle + 1 until Cycle=MCN 

where 𝑥𝑖 represents a solution; 

𝑓𝑖𝑡𝑖  is the fitness value of 𝑥𝑖; 

𝑣𝑖  indicates a neighbor solution of 𝑥𝑖;  

𝑝𝑖   is the probability value of 𝑥𝑖; 

𝑀𝐶𝑁 is the maximum cycle number in the algorithm. 

Remember that at the beginning, one half of the 

colony consists of onlooker bees and the second half 

constitutes the employed bees which are equal to the 

number of food sources (viable solutions) and any 

employed bee whose food source has been exhausted 

becomes a scout bee. Therefore, the algorithm starts by 

generating a randomly distributed initial population (𝑆𝑁 

food source positions), where 𝑆𝑁 denotes the size of 

population. Each solution 𝑥𝑖 (𝑖 = 1, 2, ..., 𝑆𝑁) is a 𝐷-

dimensional vector. D being the number of optimization 

parameters. After initialization, the population of the 

solutions is subjected to repeated cycles, 𝐶 = 1, 2, ..., 𝑀𝐶𝑁, 

of the search process until a termination criterion is 

achieved. Each cycle of the search consists of three steps: 

engaging the employed bees with their food sources and 

evaluating their viability; sharing the food sources 

viability information with the onlookers which select a 

food source and again assess its viability; determining the 

scout bees and sending them out randomly to explore new 

food sources. An employed bee produces a modification 

on the solution in its memory depending on the probability 

and fitness tests. Thereby, generating optimal weights that 

serve to minimize the cost function and with each cycle 
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the RNN is adequately trained with varying parameters 

using the ABC algorithm until optimal conditions are met 

[10], [18], [19]. 

5 Experiments and results 
During the training phase, the Recurrent Neural Network 

is presented with a set of the training data from the dataset 

and the input weights are adjusted by using the ABC 

algorithm as a learning algorithm. The dataset can be 

acquired from the Road Traffic Statistics website for Great 

Britain [7]. The purpose of the weight adjustment is to 

enable the RNN to learn so that it would adapt to the given 

training data [10]. The dataset also has to be split to a 

suitable ratio to enable the training of the network, 

validation and testing of the results obtained. Thereafter, 

the performance of the network is evaluated based on the 

Mean Squared Error (MSE) obtained between the desired 

output and the actual output thus testing the validity of the 

network in terms of its prediction efficiency. Figure 4 

below depicts the performance graph obtained on 

execution of the algorithm in MATLAB [2]. 

 

Figure 4: Performance of the ABC Optimized RNN. 

The figure 4 represents the best validation 

performance of the network. On several runs of the 

algorithm the MSE obtained was 1.1232e3. This is the 

value obtained on epoch 9 after which the error gradually 

starts to increase due to overfitting but in this case, it 

gradually maintains a constant level. In other experiments, 

the MSE of the RNN before it was optimized was 3.853e3 

[4]. The difference between the two MSEs basically shows 

that the ABC algorithm is actually efficient in terms of 

optimization. Generally, lower MSEs translate to high 

accuracy. Graphically, this is seen in the regression plots 

for the dataset in figure 6. 

Figure 5 shows the respective regression values of the 

three different sets of the dataset. Splitting of the dataset 

helps with the early stopping of the network in order to 

achieve its generalization capability. The three sets of data 

all obtain value greater than 0.9 and the aggregate 

regression value is 0.93625 which borders 1. This shows 

a high relationship between the desired outputs and the 

obtained outputs, which shows a high accuracy in the 

networks ability to forecast efficiently. Furthermore, there 

is a high cross-correlation between the input data and the 

error time-series as depicted in the graph in figure 6 below. 

 

Figure 6: Correlation between the input and the output 

error. 

The figure 6 above means that the network is able to 

model the predictive characteristics of the time-series lag 

which is the difference between the expected and the 

actual values. This correlation is depicted in the figure and 

the values fall in between the acceptable confidence limits 

as shown by the dotted red line. This is further exemplified 

in the time series plot of figure 7 below which shows the 

relationship between the predicted values and the actual 

values 

The figure 7 above shows the desired output values 

plotted against the actual values obtained by the RNN 

optimized by the ABC algorithm. This time-series graph 

shows the level of accuracy that can be obtained during 

prediction with a well-trained RNN. The high efficacy of 

the ABC algorithm is also depicted in the graph regardless 

of one incorrectly predicted value. However, the other 

values fall between the confidence limits and as such with 

further training and fine-tuning of the parameters the RNN 

can actually produce reliable results. This means that the 

generalized model can actually produce accurate 

predictions. The values of the RNN after optimization 

 

Figure 5: ABC Optimized RNN regression plot. 
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using the ABC algorithm are illustrated in the table 1 

below. 

The results in table 1 above reflect the MSEs obtained 

during the training, validation and testing phases of the 

experiment. The optimal MSE for the training phase was 

359.8409, the validation phase had an optimal MSE of 

569.0172 and the optimal MSE at the Test phase was 

673.4512. These values show that the error rate reduced 

gradually with an increase in the number of hidden layers. 

Other experiments have been performed using other 

algorithms for optimization of the deep neural networks. 

These algorithms include the Levenberg-Marquardt 

Backpropagation algorithm which had an optimal MSE of 

360.2578 at the training phase, the Scaled Conjugate 

Gradient Backpropagation algorithm which had a least 

MSE of 480.9656 at the validation phase and the Resilient 

Backpropagation algorithm which had 467.9015 as the 

MSE at the testing phase [4]. The ABC trained RNN has 

peak performance when the hidden layer size is between 

40 and 80 given an input vector size of 500. In comparison 

to the fore-mentioned training algorithms, the ABC 

algorithm surpasses the other training algorithms in 

similar conditions.  

6 Conclusion 
It is evident from the results that the ABC algorithm out-

performs the backpropagation algorithms. However, the 

parameter settings for the algorithm need to be refined for 

the model to be generalized. Moreover, different 

architectures of other deep neural networks can be 

implemented especially in distributed computing 

environments so as to sustain a greater number of the 

hidden layers or even produce a sustainable hybrid 

thereof. Furthermore, deep neural networks need to be 

optimized so as to enhance the practicability of a model 

that yields reliable forecasting in dynamic environments. 
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Recent trends with histopathological imagery led to rapid progress towards quantifying the perceptive 

issues, while prognostic, due to subjective variability among readers. This variability leads to 

distinguished prognosis reports and generates variability in treatment as well. Latest advancements in 

image analysis tools have allowed the powerful computer-assisted diagnostic system to assist oncologist 

in their diagnosis process on radiological data. The main goal of this study is to understand and address 

the challenges associated with the development of image analysis techniques for computer-aided 

interpretation of histopathology imagery. We are analyzing indicative characteristics like texture 

heterogeneity and morphological characteristic on a various scale of lymphomas like Follicular, 

Neuroblastoma, Breast, and Prostate tissue images for classifying them into respective grades. The study 

shows a systematic survey of the computational steps, which includes a recent scenario of diagnosis 

process to classify these lymphomas into respective grades along with its limitations, followed by it shows 

the pre-requisite of the computer-assisted diagnosis system and finally explains various segmentation 

techniques based on image descriptor and subsequent classification of biopsy into respective grades. This 

paper reviews recent state of the art technology for histopathology and briefly describes the recent 

development in histology and its application towards quantifying the perceptive issue in the domain of 

histopathology being pursued in the United State and India. 

Povzetek: Študij tehnik računalniške segmentacije in klasifikacije: uporaba na histopatoloških posnetkih. 

1 Introduction 
In the current scenario, the prognosis of lymphomas is 

done manually by visual analysis of the tissue samples; 

obtained from the biopsy of patients. In clinical medicine, 

a biopsy sample is obtained from a suspicious histological 

section, placed onto glass slides to be examined under the 

microscope. Later, biopsy undergoes with staining process 

preferable Hematoxylin and Eosin (H&E Stained). H&E 

stain is the microscopic study of biological tissues, which 

will become the gold standard in the prognosis of 

considerable number of pathologies and for the 

identification of therapeutic effects. Combination of H&E 

stain produces blue, violet and red colors. It provides 

information about tissues and cells with a high level of 

detail [1]. Another type of staining known as 

Immunohistochemical (IHC) staining, is widely used in 

the diagnosis of abnormal cells and is used to diagnose and 

track specific cellular anomalies, such as cancers, by 

identifying those proteins that are specifically found in 

affected cells. From H&E Stained images, pathologists 

inspect morphological characteristic (based on staining) 

that are indicative of the presence of cancer structures at 

various scales and determine how closely these structures 

resemble those in healthy vs. diseased tissues. Sooner the 

presence of cancer is confirmed, the grading process 

starts. 

The morphological characteristic and texture 

inhomogeneity of these tissue cells is highly relevant and 

critically required to predict which patients may be 

inclined to disease and predicting disease outcome and 

chances of early survival. This study includes prostate 

(CaP), breast (BC), neuroblastoma (NB) and follicular 

lymphoma (FL) tissues histology for critically reviewing 

the recent state of the art for computer-assisted diagnosis 

technology, and analyzes the modern state of progress, 

application of novel image analysis technology and 

highlights various histopathology related issues. 

1.1 Need for quantitative image analysis 

for disease grading 

In the current scenario, pathologists play a vital role in 

examining the digital histopathological image. This 

examining is done under the microscope but analyzing all 
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these microscopic digital images by the pathologist is a 

very tedious process, and sometimes leads to incorrect 

conclusions due to several reasons; 

• It is not practical to examine every region of the tissue 

slide under the microscope at high magnifications 

(e.g., 40×). For cell diagnosis, due to high CB/HPF 

ratio (CB-Centro blast & HPF- High Power Field i.e. 

0.159mm^2) in case of FL histology [2]. 

• The resulting diagnosis can vary considerably among 

different readers i.e. subjectivity issue. 

• Biological variation, heterogeneous intensity, uneven 

staining, illumination, multiple regions of interest and 

overlapping the cell nuclei have made prognosis 

procedure a major impediment. 

• There is also an essential requirement for the 

quantitative-based grading system to ease the 

workload on pathologists/oncologists by detailed 

study for non-harmful regions (including all type of 

cancers); As per a study [1], approximately 80% of 10 

lakh cancer biopsies done every year which results in 

a negative response. This implies that there was, no 

need to do the biopsy at all. 

Moreover, quantitative analysis can be very useful for 

research application like drug discovery, biological 

mechanisms in disease, identifying the pattern of genetic 

abnormalities in cancerous nuclei. But recent research 

says, [39] analyzing transformation in biological tissues 

remains a challenge due to unavailability of the robust 

biomarker in routine clinical practice. Indeed, several 

genetic alterations, IHC stained or H&E stained markers 

have been reported in previous years associated with 

biological transformation but haven’t been sufficiently 

validated to warrant their assessment outside of the 

research setting. Use of computer-assisted diagnosis in 

pathology can substantially enhance the efficiency and 

accuracy of pathologists in decision-making, which 

indeed favors the patients [1]. It is emphasized that the 

automated computer-assisted diagnosis system should 

never be considered a replacement for oncologists. 

Instead, it should only be used as assistance to the 

decision-making mechanism. In case of a disagreement 

between the computerized system and the oncologists 

rating, the final decision is that of the human doctors i.e. 

oncologists. 

With the recent trends and advancement in the CAD 

system, this review discusses and depict different methods 

suggested in the literature for segmentation and 

subsequent classification of FL, BC, NB, & CaP 

histopathological images. The main emphasis of 

identifying the most often methods of lymphoma images 

segmentation, such as thresholding, fourier based 

transformation, region-based segmentation, k-means 

clustering, statistical shape model, texture-based 

segmentation, and methods for their classification into 

respective grades, such as supervised and unsupervised 

clustering, laplacian eigen-map classifiers, k-nearest 

neighbor, rule-based classifiers and neuro-fuzzy inference 

system. The major contribution of this study is found in 

the discussion of the main processing techniques of 

lymphoma histological images, therefore, providing 

directions for future research. 

1.2 Organization of this paper 

We have organized this paper to follow the general image 

analysis procedure for histopathological imagery. These 

analysis procedures are usually applicable to all 

histopathological imagery. In section 2, we present the 

definition and details about quantitative criteria for disease 

grading on the various scale for FL, NB, CaP, and BC. In 

section 3, we have reviewed various histological slide 

preparation process followed by image pre-processing 

steps such as colour normalization, image representation. 

Later, a systematic review is placed for segmentation and 

classification for various lymphomas followed by 

inference from the review of literature in the table. 

Discussion and future directions for research of 

lymphomas image segmentation considering limitation for 

published articles, followed by the conclusive remark is 

presented in Section 4. 

2 Quantitative criteria for disease 

grading 
In the current scenario prognosis of the diseases such as 

CaP, BC, FL & NB is done manually by visual analysis of 

the tissue samples, obtained from the biopsy of patients. 

This visual grading is very tedious and sometimes leads to 

under and over treatment due to inter-reader and intra-

reader variability; this result indicates incapable situation 

for the patient, figure 1 shows distinguished prognosis 

report of the same biopsy of FL sample. In Figure 1, the 

 

Figure 1: Sample Area of interest taking from 512×512 pixels H&E stained FL tissues images; five different oncologists 

indicating by circles of different colors identify CB cells. [Olcay Sertel et al. 2010] [3]. 
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prognosis process is explained using three different 

follicular tissue samples by 5 distinguished oncologists. 

The oncologists were asked to locate the area of interest. 

All five oncologists have marked their perceptive views 

with different colors on the tissue sample, which clearly 

shows a different perceptive view with different 

oncologists. 

A computer-assisted diagnosis system for digitized 

histopathology is pre-requisite that is employed for 

disease prognostics, allowing the oncologist to predict 

which patients may be susceptible to disease and 

predicting disease outcome and chances of survival. 

Automated image segmentation of cell nuclei and 

subsequent classification of histopathological images is 

widely research topic. Several distinguished researchers 

have been developing the algorithms for the automated 

segmentation and classification. There have been few 

attempts to automatically detect the grading and to newer 

methods continue to be investigated. The need for 

quantitative image analysis in the context of some specific 

diseases (like prostate, breast, follicular lymphoma & 

neuroblastoma) is described in the next section. 

2.1 Grading criteria for follicular 

lymphoma by WHO 

The World Health Organization (WHO) recommends 

Histopathological grading of Follicular lymphoma based 

on the number of large malignant cells, namely CB, per 

standard 40x magnifications High Power Field (HPF) of  

0.159〖 mm〗^2. In this method, CB’s are manually 

counted and the average of CB/HPF is reported [2, 4]. 

According to WHO, high power field of H&E stained 

tissue sections (under the microscope) classify the biopsy 

into one of the three histopathological grades according to 

the average CB count per HPF, this grading criterion is 

plotted in the figure 2. In grades, I and II, the proportion 

of small cell (centrocytes) is predominant, whereas grade 

III features a greater proportion of large cells (centroblast). 

The histopathological examination guides the oncologists 

in making timely decisions and on the required therapy [2, 

4-22].This clinical relevance of grading system is still 

being debatable [38]; Grade I, II, IIIA are sluggish and 

incurable, while Grade IIIB belongs to most aggressive 

but curable. In the above classification, Grades I and II 

belong to quantitative issue (count the number of 

CB/HPF) while classification of Grade III in its respective 

subgroups requires qualitative issue as CB/HPF ratio 

remains same (>15 in both cases Grade IIIA &B). The 

only subjective issue which distinguishes between Grade 

IIIA & B is that grade IIIA shows the presence of 

centrocytes, whereas in IIIB the follicles consist almost 

entirely of the centroblastic cell. Although patients 

suffering from indolent FL (Grade I, II & IIIA) typically 

live for many decades with minimal or no treatment, while 

patients with aggressive FL (IIIB) have short survival if 

not treated appropriately at early stages. 

2.2 Grading criteria for neuroblastoma by 

WHO 

Neuroblastoma is the most common extracranial solid 

cancer, commonly affects to infant and children (0-5 

years). Based on the American Cancer Society [2] 

statistics, it is by far the most common cancer in infants 

and the third most common type of cancer in children. 

WHO recommends the use of the International 

Neuroblastoma Pathology Classification (the Shimada 

system) for categorization of the patients into different 

prognostic stages. This classification system is based on 

morphological characteristics of the tissue. 

Figure 3 shows a relevant summary of this 

classification system as a tree diagram. Shimada system 

includes the age of patients, the degree of neuroblast 

differentiation, presence or absence of schwannian 

stormal development, mitosis and karyorrhexis index 

(MKI) and nodular pattern to conclude the final tissue 

classification as favorable histology (FH) and unfavorable 

histology (UH) [4, 23]. MKI index is calculated based on 

the number of Karyorrhectic cells per number of cells 

scanned in the sample (200 Karyorrhectic cells for every 

5000 cells scanned). 

Although the shimada system performs fine analysis 

in 80% cases and provides a precise decision, it may be 

disingenuous for heterogeneous tumors. A study by Teot 

et al. in 2007 [24] shows that for NB diagnosis, this 

 
Figure 2: WHO classification of FL based on centroblast/HPF; Grade I & Grade II are considered  

as low-risk categories, while grade III belongs to high categories. 
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variation can be up to 20% between central and 

institutional reviewers. 

2.3 Gleason scale for prostate cancer 

Quantitative image analysis in the context of prostate 

cancer is done with the help of gleason score [25], persons 

having high gleason score are more aggressive and have a 

worse prognosis. Grading is solely based on the 

morphological pattern of tissue samples. Dr. Gleason 

shows 1 to 5 histological patterns of decreasing 

differentiation (pattern-1 most differentiated & pattern-5 

least differentiated). Based on this score, doctors predict 

the stage of the disease. 

C. R. King et al. in 2000 [26] have found grading error 

(both under & over Grading) in prostate histology. 

Additionally, the accuracy of the classification is 

important to prevent making any under or over treatment. 

Unfortunately, this classification becomes more 

vulnerable when oncologist’s prognostic these highly 

microscopic (e.g. 40x) biopsies by only picking a small 

representative section (e.g. 2x or 4x) and concludes for a 

whole slide (40x) tissue sample. 

2.4 Nottingham histologic score system for 

breast histology 

For classification of breast histology, Bloom & 

Richardson introduced a system in 1957 based on cellular 

differentiation [27]. Later, Elston-Ellis in 1991 introduced 

Nottingham Histologic score system grounded on three 

criterions: 1) How well the cancerous cell tries to recreate 

normal glands (amount of gland formation); 2)How ugly 

the cancerous cell looks (nucleolus features); 3) How 

much the cancerous cells are divided (mitotic activity). 

Pathologist gives the score to each of these criterions in 1-

3 scale, and each score is added to give final total score 3-

9, this final score is responsible to classify breast biopsy 

into 3 criterions; [28] 

• Grade 1 tumors have a score of 3-5 (well 

differentiated, slow growing). 

• Grade 2 tumors have a score of 6-7 (moderate 

differentiated). 

• Grade 3 tumors have a score of 8-9 (poorly 

differentiated, highly proliferative). 

New genetic re-classification of histological grades is 

introduced by Anna V. Ivshina et al. in 2005 due inter-

observer variability among pathologists while classifying 

biopsy into either grade 2 or grade 3. [29] 

3 Study to computer-assisted 

diagnosis system 

3.1 Staining process of biopsy 

In the current scenario, histopathological tissue analysis is 

done manually by visual analysis of tissue sample, 

obtained from the tissue biopsy of the patients. In clinical 

medicine, a biopsy sample is obtained from a suspicious 

histological section, placed onto glass slides to be 

examined under the microscope. Before microscopy 

 
Figure 3: Shimada classification of neuroblastoma tissue sample into favorable &unfavorable histology  

based on schwannian stromal development. 
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examination biopsy follows a series of procedure. First, 

step named as a fixation step, that aims to preserve the 

morphological and architectural structure of the sample 

followed by a procedure named as embedding that allows 

slicing the biopsy in very thin likely 2-15 μm area section. 

Finally, this slice goes to the staining process. 

Over the several staining presents in the current 

scenario, Hematoxylin and Eosin (H&E stain) is one of the 

principles one. It is most widely used staining medical 

science. A combination of hematoxylin and eosin dyes 

produces blues, violets, and red colors to demonstrate 

nucleolus & cytoplasmic. It provides information about 

tissues and cells with a high level of detail [1]. The stain 

has been unchanged for many years because it works well 

with the variety of fixatives and displays a broad range of 

cytoplasmic, nuclear and extracellular matrix feature. 

Another type of staining known as Immuno-Histo-

Chemical (IHC) staining, is widely used in the diagnosis 

of abnormal cells and is used to diagnose and track 

specific cellular anomalies, such as cancers, by identifying 

those proteins that are specifically found in affected cells. 

In clinical practice, IHC stain is used to mark the follicle 

regions where B-cell are positively marked with hues of 

brown color as opposed to T-cell that is negatively marked 

with hues of gray color. Therefore, follicles, which have a 

higher concentration of B-cell, can be distinguished from 

inter-follicular regions at low magnifications (i.e., 

2×,4×,8×). 

3.2 Image preprocessing: color 

normalization 

After the staining process, color normalization is very 

essential preprocessing step for microscopy image. This 

process reduces the differences in tissue samples due to 

variation staining conditions. Moreover, this step is to 

remove irrelevant tissue structures, remove noises, and 

enhance the contrast. Primarily preprocessing techniques 

aim to improve image quality for segmentation. 

Color normalization step is very commonly used to 

lymphoma images processing. The technique helps to 

provide different perceptual difference among color 

models [8, 9, 11]. O. sertel et al. [8, 9] used the conversion 

from the RGB model to L*a*b*, Euclidean distance is the 

measure to exploit the differences while [11] used the 

conversion from the RGB model to the HSV model. These 

color models help to segmentation process by representing 

each cytological component with different colors. In [3] 

RGB color space is projected to a 1-D uni-tone image by 

considering only 1st PCA, to attain a single channel image 

that has the highest contrast. 

3.3 Automated segmentation and 

classification of histopathological 

image 

Use of CAD in medicine is drastically increasing day by 

day, to aid in detection, diagnosis of disease in digital 

pathology. To fulfill the requirement of the system, 

researchers identify certain quality parameters of images 

such as the morphological structure of lymphocytes, 

cancerous nuclei, and glands. The presence of extent 

shape, size and other morphological appearance of these 

structures are important indicators for the presence of 

severity of the disease. For instance, for neuroblastoma 

histology, the existence of a nodular pattern and 

distinguish and un-distinguish neuroblast leads to 

favorable and unfavorable histology. In terms of prostate 

lymphoma, the size of glands tends to reduce with higher 

Gleason patterns. Similarly, the presence of many 

lymphocytes in breast cancer histopathology is strongly 

suggestive of poor disease outcome and survival. 

Another motivation for detecting and segmenting 

histological structures has to do with the need for counting 

of objects, generally cells or cell nuclei. Cell counts can 

have diagnostic significance for some cancerous 

conditions. For instance, in terms of FL, pathologist 

counts the number of CBs per HPF also in terms of NB 

MKI index is calculated based on the number of 

Karyorrhectic cells per number of cells scanned in the 

sample. Bibbo et al. [30] reported 1.1%-4.7% error in cell 

counts compared to manual counts for Feulgen-stained 

prostate specimens. In order to evaluate segmentation 

methods, several matrices have been proposed for 

evaluating computational and manual segmentation 

conducted by the oncologist. Among these matrices, 

common names sensitivity, specificity, accuracy 

considering the concept of true positive, false positive 

[15]. Accuracy can quantify how many pixels from 

manual segmentation were also identified by the 

computational methods [15]. Another metric named 

Zijdenbos similarity index [11], This measures the 

overlapping ration between the shapes from manual and 

automatic segmentation. The systematic survey is 

presented for diagnosing and prognosis techniques using 

computational techniques. 

A very basic CAD model started in 2007, to aid 

pathologists in prognosis for histological grading system 

of FL histology by J. Kong et al. [5] in which pathologist’s 

(human) intervention was also required along with 

computer-assisted diagnosis model in the classification of 

FL. Firstly, color and texture are features extracted to 

detect follicles from H&E stained images using K-means 

clustering method, followed by a morphologic post-

processing step to remove the noisy regions and smooth 

out the boundaries of follicle regions. Subsequently, a 

manual registration step is performed to detect distorted of 

follicles and healthy tissue sample and finally 

classification process proceeds to group data into CB and 

non-CB classes. In continuation of previous work [5], O. 

Sertel et al. in 2008 [6] develops a computerized system to 

reduce manual intervention based on non-supervised 

clustering to assist pathologists in differentiating CB from 

non-CB cells. Comparative analysis between similarity 

index between computerized system & pathologist is 

discussed in table 1. Till now researchers have been only 

attempting to differentiate between CB and non-CB cells 

[5, 6], but in 2008, O. Sertel et al. [7] introduced new 

classification index based on WHO criteria. The WHO 

recommends histopathological grading of FL based on the 

number of CB, per standard 40x magnifications HPF of 

0.159mm^2[4]. To capture this information, firstly images 
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were partition into distinct cytological components 

(nuclei, cytoplasm, RBC, background and extracellular 

material) based on unsupervised segmentation technique 

followed by color texture is extracted by non-linear 

quantization using self-organizing map, which is used to 

differentiate the low and intermediate grades (I and II) 

from high grades (III) of FL. For the classification of the 

segmented image (from the first step), principle 

component analysis (PCA) and linear discriminant 

analysis (LDA) followed by Bayesian parameter 

estimation are used and again O. Sertel et al. in 2009 [8], 

introduced a novel computer-assisted diagnosis system for 

digitalized histology based on model-based intermediate 

representation (MBIR) and incorporates texture analysis. 

The system identifies basic cytological component using 

La*b* color space if the same amount of change in color 

values produces the same amount of perceptual difference 

of visual importance. Property of La*b* color space 

allows to use euclidean distance in comparing colors. 

Clustering in La*b* color space is done using the K-means 

algorithm. Researcher uses PCA and FLDA to reduce the 

dimension, followed by bayesian classifier based on 

maximum a posterior decision rule for classification. 

Limitations of conventional feature space-based 

clustering algorithm like K-mean and EM (expectation 

Minimization) are identified by O. Sertel et al. in 2010 [9], 

those are widely used for Histopathology image 

segmentation [5, 6, 7, 8]. Those algorithms based on prior 

knowledge of clusters and confined to the mostly elliptical 

shape of these clusters. In fact, especially in 

histopathology imagery, these assumptions may not suit 

well due to inhomogeneous intensities and overlapping 

cell nuclei. In order to achieve a robust approach, which 

can overcome the limitation of clustering-based feature 

space; a non-parametric method is introduced [9], namely 

the mean-shift method. This method is applied to L*a*b* 

color space and finds out stationary points of density. 

Adaptive thresholding technique is used to differentiate 

between CB and non-CB cells. In fact, this is a very initial 

detection system based on the non-parametric approach to 

distinguish CB and non-CB cells with relatively very high 

false positive [9]. 

To overcome these very high false positives is being 

experienced by [9], O. Sertel et al. in 2010 [3] introduces 

a better approach grounded on adaptive likelihood-based 

cell segmentation. This approach includes, Firstly, input 

images in the RGB color space is projected onto a 1-D uni-

tone image by considering only first principal component, 

to attain a single channel image that has the highest 

contrast. This uni-tone image is further normalized 

between [0,1]. Subsequently, two steps process is applied 

for the classification of CB and non-CB cells as follows.  

• Identify evident non-CB cells based on size, shape, 

and eccentricity.  

• Redefine CB detection by learning and utilizing the 

texture distribution of non-CB cells. 

In 2010, Siddhartha Samsi et al. [10] described an 

automated system to identify follicles in IHC stained 

tissue section rather than H&E stained images. IHC stains 

are typically used to identify specific categories of cells in 

the tissue. The proposed algorithm uses color and texture 

measures for identifying follicles and their respective 

boundarization. To reduce under and over-segmentation, 

the author applied the watershed segmentation algorithm 

and finally, fourier descriptors are used to smooth follicle 

boundary. 

A modified paper of [3] is introduced to improve the 

accuracy of pathologists by extracting the morphological 

characteristic of objects based on novel texture features, 

color-space decomposition. Instead of grayscale 

representation of images, color-space is utilized, and 

RGB, L*a*b*, HSV color spaces are investigated. K. 

Belkacem-Boussaid et al. in 2010 [11] uses a multivariate 

image analysis technique using PCA to classify between 

CB and non-CB tissue samples. For extraction of the 

geometry of CB, researchers use operations such as 

thresholding, morphological filtering, and area 

identification. 

Again, the different approach introduced by K. 

Belkacem-Boussaid et al. in 2011 [12] in which, follicular 

regions are identified first at lower magnification (2X). 

Later, higher magnification is used to identify and count 

the number of centroblastic cells. Three step procedures 

are applied to start form region-based segmentation, 

which is used to determine the location of the follicle 

regions, followed by iterative shape index calculation and 

finally recursive watershed algorithm is applied. For 

initial segmentation of follicles, Chan & Vese [13] 

introduced a region-based segmentation approach based 

on curve expansion. With respect to the interior of 

follicles, the curve starts moving, and energy of curve 

minimized where the desired boundary is achieved. 

During boundarization process, level set formulation leads 

to very closed objects (likely overlapped) to each other; 

hence level set formulation is venerable to overlapping 

combined follicles. To overcome these overlapping 

follicles problems, an adaptive control splitting and 

merging technique is applied at the object level. The study 

presents a control factor based on the concavity index for 

the individual object. Followed by a novel recursive 

marked-watershed operation. Combining all the operation 

produces a better segmentation for overlapped follicles 

and hence prevents limitations that usually are introduced 

during the traditional morphological watershed is 

overcome. A combined effort to reduce under and over-

segmentation of overlapped cells is made by H. Kong et 

al. in 2011 [14]. This framework firstly segments the 

histopathological images based on the local context 

features extracted around the pixel. In which, each pixel is 

categorized into either the cell or extracellular classes. 

After that local Fourier transformation is applied for 

extracting the texture feature based on newly defined color 

space, called the most discriminant color space (MDC). 

A different approach to isolating FL tissue samples, 

M. Oger et al. in 2012 [15] presented a noble technique. 

In this technique segmentation of follicular areas is 

recognized firstly before histological grading is done. 

Following the current practice of the pathologist, low 

resolution, lower magnification (2X) IHC Stained image 

uses to generate a mask of the follicular boundaries 

(follicular area) by a newly deployed feature-based cluster 

approach. Then these boundaries are map onto a 



Study of Computerized Segmentation & Classification Techniques... Informatica 43 (2019) 561–572 567 

corresponding registered H&E stained image. From these 

H&E stained images, color and texture information is 

extracted by converting the image from RGB space to 

HSV space. Where S (saturation) channel is represented 

as color information. Texture information is quantified by 

the homogeneity of 9 × 9 neighborhoods of each pixel 

using the co-occurrence matrix approach. Resulting 

feature vector is classified using k-means classifiers with 

K=4 one for follicles, second for the intra-follicular area, 

third for the mixture of follicles and intra-follicular area 

and last for the background. With respect to previous 

researches [10, 15], an efficient computational framework 

has been proposed [16] for the analysis of whole slide 

images (an application to FL immunohistochemistry stain) 

by S. Samsi et al. in 2012. This framework involves 

calculation of color and grayscale features, which are used 

as feature vectors for K-means clustering. The color 

feature used is the hue channel from HSV color-space 

conversion of the original image. The first texture feature 

used is the output of a median filter of size 45  45 applied 

to a gray-scale version of the image. The second texture 

feature is the energy feature calculated from the co-

occurrence matrix. The output of the clustering algorithm 

provides a segmented image that is further processed by 

an iterative watershed algorithm followed by a boundary-

smoothing step. 

B. Oztan et al. in 2012 [17] introduced a new 

computer-aided technique for grading of FL tissue sample 

based on cell graph and multi-scale feature analysis. FL 

image is analyzed using the cell graph to know the 

structural organization of component like nuclei, 

cytoplasm. Cell graph technique includes a graph theory 

concept to represent FL image with the un-weighted and 

undirected graph. Nodes of the graph are represented as 

cell nuclei whereas adjacencies of cells are represented 

with the edges of the graph. After constructing the cell-

graph representation, a feature space vector is formulated, 

which includes structural organization within the nuclei 

and cytoplasm components. 

E. Michail et al. in 2014 [18] projected a new scheme 

for detection of CB from H&E Stained images. Detection 

of CB starts from converting the image into grayscale and 

filter using the Gaussian filter with kernel 3 3. Moreover, 

in order to detect the nuclei, the difference between 

nuclear membrane and background are enriched by 

histogram equalization technique. Later, segmentation of 

nuclei (dark) from extracellular material and background, 

otsu-thresholding is applied. Additionally, Expectation 

maximization (EM) technique is used to separate touching 

cells. Isolation is CBs is done based on shape, size, and 

intensity of histogram criteria. Finally, LDA is used to 

classify CBs and non-CBs cells. 

E. N. kornaropoulosin et al. in 2014 [19] introduced a 

quantitative methodology to categorize FL histology into 

one of two categories of cells (CB vs non-CB) using linear 

and non-linear dimensionality reduction. In the first 

method, biased features are calculated with the help of 

singular value decomposition, in which discrimination 

between CB and non-CB problem can be formulated as a 

minimization problem, where the objective is to minimize 

the least-square error between given images of CB and 

non-CB its low-rank approximation. In the second 

method, the classifier is based on preserving the similarity 

among the images of CB and non-CB cells using 

Laplacian eigen-maps. 

K. Dimitropoulos et al. [20] in 2014 presented a study 

for automatic detection of CBs from microscopic images 

obtained from FL biopsy. Initially, the touching-cell 

splitting algorithm is applied using the Gaussian mixture 

model and EM algorithm to segment the biopsy into basic 

cytological elements. Additionally, morphological and 

textural analysis of CBs is applied to extract various 

features related to the nucleolus, cytoplasm extra-cellular 

cells. In the final step, an innovative classification scheme 

is proposed based on adaptive neuro-fuzzy inference 

system to classify the interested cells. 

Follicular lymphoma grading system, a color-coded 

map-based system was presented by M. Faizal Ahmad 

Fauzi et al. in 2015 [21].The system includes the HSV 

color model to register the two images to obtain a good 

gray level separation among the follicle regions, non-

follicle regions, and the white background. Classification 

in respective grades has been done using KNN classifier 

of potential CB regions within sub-blocks of the HPF 

regions followed by rule-based classification at the block, 

HPF and tissue levels. 

A novel framework is proposed by K. Dimitropoulos 

et al. in 2016 [22] for segmentation, separation, and 

classification of CBs and Non-CBs cells from H&E and 

IHC Stained FL histology. For segmentation of nuclei, 

energy minimization technique based on the graph-cut 

method is applied to IHC Stained images. A noble 

algorithm based on inspired by clustering of large-scale 

visual terms is used to segment the nuclei. Additionally, 

H&E stained images enable to extract textural information 

related to histological characteristics. Finally, 

morphological characteristic from IHC staining and 

textural information from H&E Stained Images are used 

to construct the feature vector. This feature vector is then 

fed into Bayesian network classifier to classify FL 

histology into respective grades. 

In 2012, Scott Doyle et al. [31] (2012) headed a 

classification technique for Prostate histology. In the first 

step, this algorithm decomposes the whole-slide image 

into an image pyramid comprising multiple resolution 

levels. Regions identified as cancer via a Bayesian 

classifier at lower resolution levels are Subsequently 

examined in greater detail at higher resolution levels, 

thereby allowing for rapid and efficient analysis of large 

images. Later, Sahirzeeshan Ali et al. [32] in 2012, 

commented and enhanced classification accuracy by 

demonstrating a robust algorithm, which provides 

boundaries close to the actual nuclear boundary and the 

shape constraint prevents spurious edges. The algorithm 

also demonstrates an application of these synergistic 

active contour models using multiple level sets to segment 

nuclear and glandular structures on digitized 

histopathology images of breast and prostate biopsy 

specimens. 

A Manifold learning (ML) scheme is presented by 

Rachel Sparks et al. [33] in 2013, which attempts to 

generate a low dimensional manifold representation of a 
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higher dimensional feature space while simultaneously 

preserving nonlinear relationships between object 

instances. Classification can then be performed in the low 

dimensional space with high accuracy while, Safa’a N. Al-

Haj Saleh et al. [34] in 2013 uses K-means clustering 

based approach was employed to the a* color channel of 

the L*a*b* color model for each of the tissue images, 

followed by statistical and morphological features 

extraction for the segmented lumen objects and glands. 

Finally, a naive bayes classifier was used to classify tissue 

images to the correct grade. In 2016, M Khalid Khan Niazi 

et al. [35] provides additional view angle meaningful 

representation and discriminates between low and high 

graded prostate lymphoma. These meaningful 

representation features include luminal and architecture 

feature.  These features help to create two subspaces one 

for prostate histology assessed as a low grade and other to 

classify histology into the high grade.  

An idea to work with gray tone images, which are 

represented by two descriptors, one is local binary pattern 

& other is local phase quantization, a noble approach is 

presented by Ville Ojansivu et al. [36] in 2013. The 

classification of the images into the three classes was done 

using three one-versus-rest SVM classifiers with a radial 

basis function kernel (RBF) combined with a chi-square 

distance metric. Selecting the largest of the scores 

produced by the individual SVM classifiers chose the final 

class. Additionally, Maqlin Paramanandam et al. [37] in 

2016 propose a novel segmentation algorithm for 

detecting individual nuclei from Hematoxylin and Eosin 

(H&E) stained breast histopathology images. This 

detection framework estimates a nuclei saliency map 

using tensor voting followed by boundary extraction of the 

nuclei on the saliency map using a loopy back propagation 

algorithm on a markov random field. The algorithm uses 

hough transformation to identify seeds points, which are 

used to initializing shape- and texture based active contour 

algorithm. 

In 2009 O. Sertel et al. [23] Paper, introduced a 

segmentation technique grounded on texture feature, 

which is extracted using local binary pattern and co-

occurrence. This statistical framework uses modified k-

nearest neighbor classifier is used to determine the 

confidence level of the classification to make the decision 

at a resolution level. 

Segmentation & 

Classification 

Techniques 

Refer

ence 

Public

ation 

year 

Imag

es 

types 
Object of Interest Evaluation result 

K-means clustering 

followed by manual 

registration 

[5] 2007 FL CB & non-CB cells 

classification 

There is no performance 

evaluation for 

classification 

Non-supervised 

clustering 
[6] 2008 FL CB & non-CB cells 

classification 

Maximum accuracy of 

90.7 

Non-linear 

quantization using 

SOM followed by LDA 

& BPE 

[7] 2008 FL CBs per HPF calculation 
88.9% accuracy of FL 

tissue classification 

MBIR [8] 2009 FL CBs per HPF calculation 
88.7% correctness 

achieved 

Texture & color-based 

Classification using 

KNN 

[23] 2009 NB Identification of Stroma rich 

and stroma poor 

overall classification 

accuracy of 88.4%. 

Mean shift method [9] 2010 FL CB & non-CB cells 

classification 

qualitative very high false 

positive appealed 

Adaptive Likelihood-

based cell segmentation 
[3] 2010 FL CB & non-CB cells 

classification 

maximum accuracy 80.7% 

achieved 

Watershed with 

Fourier descriptors 
[10] 2010 FL Follicular Region 

87.11% accuracy while 

classifying follicles 

Multivariate image 

analysis using PCA 
[11] 2010 FL CB & non-CB cells 

classification 

82.57% precision while 

segmenting 

Fourier 

transformation, most 

discriminant color 

space 

[14] 2011 FL Cellular nuclei 
The total error rate is 

5.25% per image 

Region based 

segmentation followed 

by the iterative index 

[12] 2011 FL Follicular Region 

There is no performance 

evaluation for 

classification 
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and finally recursive 

watershed 

Region-based active 

contours with the 

statistical shape model 

[32] 2012 
CaP 

& BC 
Segment overlapping 

lymphocytes and lumen 

90% accuracy while 

segmentation 

Boosted Multi-

resolution Classifier 
[31] 2012 CaP Regions of CaP 

There is no performance 

evaluation for 

classification 

K-Mean Classifier [15] 2012 FL The follicular area along with 

Follicles detection 

There is no performance 

evaluation for 

classification 

K-mean, co-occurrence 

matrix followed by 

watershed & boundary 

smoothing 

[16] 2012 FL Identification of follicles 

There is no performance 

evaluation for 

classification 

Cell graph followed by 

supervised learning 
[17] 2012 FL Detection of nuclei and other 

cytological components 

87% accuracy in 

classification 

A Statistical Shape 

model of manifolds 
[33] 2013 CaP Manifold regulization 

There is no performance 

evaluation for 

classification 

Texture Based 

Classification 
[36] 2013 BC Breast glands 

This work achieves the 

classification accuracy of 

breast histology is 90%. 

L*a*b*-based 

segmentation 
[34] 2013 CaP Lumen objects and tissue 

glands 

Automated classification 

results achieved the 

accuracy of 91.66%. 

Thresholding for RBC 

removal and Otsu to 

segment nuclei & LDA 

[18] 2014 FL Centro blast detection 
82.58% CB were 

successfully detected 

Linear and non-linear 

dimensionality 

reduction followed by 

Laplacian Eigen map 

classifier 

[19] 2014 FL CB & non-CB cells 

classification 
97.67 % of accuracy 

Linear and non-linear 

dimensionality 

reduction followed by 

orthogonal bases 

[19] 2014 FL CB & non-CB cells 

classification 
98.22 % of accuracy 

Touching cell splitting 

using GMM followed 

by neuro fuzzy 

inference system 

[20] 2014 FL Cytoplasmic element 

classification 

90.35% detection rate 

achieved 

Color coded map-

based segmentation 

followed by rule-based 

classification 

[21] 2015 FL CBs per HPF calculation 80 % correct classification 

Texture based Active 

Contour Model 
[8] 2016 BC Nuclei detection 

There is no performance 

evaluation for 

classification 

Luminal and 

Architecture based 

classification 

[35] 2016 CaP Nuclei detection 
97.6 % accuracy while 

segmentation 

Energy minimization 

using graph cut 
[22] 2016 FL CB & non-CB cells 

classification 
94.56 % accuracy achieve 
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followed by Bayesian 

network classifier 

Entropy based 

histogram thresholding 
[41] 2017 FL Segmentation of CD3+ & 

CD3- T cells 

Sensitivity and specificity 

measure 90.97% & 

88.38% respectively 

Table 1: describes the state of art CAD technologies used in Histopathology. Here results of various segmentation 

techniques and classification accuracy upon a different set of images pertaining to Cap, BC, FL, and NB are presented.

4 Discussion and future directions 
Based on the review of the literature, it is concluded that 

the quantitative analysis from CAD System is very useful 

in decision making policies. It is successfully applied and 

benefitted in the diagnosis and in the classification of 

tissue (as FL, CaP, NB, BC) associated with various 

grades. The classification is often done by extracting 

quality parameters like nuclei, Karyorrhectic, background, 

glands, Centro blast, follicular region, prostate region and 

the extra-cellular area from the histological section of 

H&E Stained images. Various methodologies have been 

proposed to extract these quality parameters and keep 

visual difference based on textural heterogeneity [6, 7, 8, 

10, 11, 14, 16, 19, 34, 36]. Several morphological features 

[8, 12, 17, 20, 22, 32, 33] and their combination with 

textural feature [5, 10], as well as cell graph-based features 

[17, 22], Otsu-thresholding [18] have been introduced to 

form a feature space vector. This feature vector is often 

identified in lower dimension using first principle 

component analysis [3, 7, 8, 11], which is responsible for 

calculating the main mode of variation in data. Reduced 

feature vector is then fed into various linear and non-linear 

classifiers (supervised clustering [17], non-supervised 

clustering [6], LDA followed by BPE [7, 8, 18, 

22],Laplacian Eigen map classifiers [19], K-nearest 

neighbor [21], neuro-fuzzy inference system [20], boosted 

multi-resolution [31], rule-based classifiers [19]) to 

classify these histology into respective grades. Using these 

approaches classification accuracy ranges from 80% to 

95% for FL sample, 90% to 97.6% for prostate samples, 

90±5 % for breast histology and finally 88.4% for the 

neuroblastoma tissue sample. But this level of 

performance accuracy may not be enough in clinical 

application and leads to future directions; 

• Due to different stain manufacturers and inconsistent 

biopsy staining and nonstandard imaging can cause 

color variation in histopathological images [40,42]. 

• The limited number of datasets leads to inappropriate 

efficiency of the proposed system in addition to that 

two different types of stained images (H&E or IHC) 

limits the robust performance of segmentation. 

• Another motivation is to standardize the evaluation 

metrics, including accuracy. As M. Oger [15] uses 

specificity and sensitivity rather Zijdenbos similarity 

index in [11]. 

• The higher rate of false positive is still a challenge 

for FL cases [9]. 

Over a few decades, a lot of segmentation and 

classification techniques have been introduced, every 

researcher has the goal to classify the histopathological 

images into their respective grades. The essential quality 

parameter, which can represent these histopathological 

images, is usually a pre-requisite regarding the 

classification and state of disease. Other important 

parameters can be a choice of the classifier, which can deal 

with large and highly dense datasets. So, this study shows 

few classifiers and their significance regard to disease 

grading. Classification accuracy with difference classifier 

and the quality metrics extracted from histopathological 

images is shown in Table 1. 

In the case of FL, histopathological grading is based 

on the number of large malignant cells named as CB. It is 

inferred from the analysis that the demarcation of CB can 

improvise the classification accuracy of grades. Moreover, 

merging of two regions should be minimized in order to 

compute the disease grading with the desired accuracy. 

Similarly, NB counting the karyorrhectic cell along with 

differentiated architecture of nodular pattern leads 

segmentation accuracy 88.4%. On the other hand, prostate 

histology, which is solely based on morphological pattern, 

better computer-assisted view angle color descriptor based 

meaningful representation leads to max 97.6% accuracy 

for segmentation. In case of breast histology, proper 

segmentation of glands and their representation into 

biopsy using local binary pattern and local phase 

quantization, and subsequent classification with SVM 

classifier leads to more precise segmentation accuracy of 

90%. 
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The employment situation of college graduates is becoming more and more serious. It is of great 

significance to find effective methods to predict the employment trend of students. In this study, C4.5 

algorithm was used to predict the employment trend of students. Taking the 2016 graduates of Henan 

University of Animal Husbandry and Economy as examples, four attributes affecting employment units 

were extracted, the information gain rate was calculated, the decision tree was constructed, and the 

classification rules were obtained. After data collection, conversion and cleaning, 420 employment 

records were obtained; 320 records were taken as the training samples. The classification rules were 

tested using 100 experimental samples, and the accuracy rate was 81%. Finally, the employment trend of 

the 2018 graduates was predicted by C4.5 algorithm, which provides a theoretical guidance for the 

arrangement of employment work in schools. Predicting the employment trend of students with decision 

tree algorithm is feasible and of great significance to the employment guidance of schools and the 

employment choice of students. 

Povzetek: V tem študentskem prispevku je bil uporabljen algoritem C4.5 za analizo zaposlitve študentov 

na Kitajskem. 

1 Introduction

The employment problem has gained more and more 

widespread social concern [1]. In recent years, the number 

of university graduates is increasing every year, and the 

employment situation is becoming more and more serious. 

It is very important for schools to analyze and study the 

information about students' employment, which can help 

them train students according to the market demand [2]. 

However, with the increase of the number of students, the 

data of employment information of graduates are 

accumulating continuously [3], which brings great 

difficulties to employment analysis. With the progress of 

science and technology, many new technologies have 

been applied in employment analysis. Wang [4] combined 

the residual modified GM (1,1) model with the improved 

neural network to predict the employment information 

index of graduate students, so as to predict the 

employment trend of graduate students.  He found that the 

mean square error decreased from 10-1 to 10-5 with the 

progress of training and the performance of the algorithm 

was the best when the gradient value and learning rate 

were 7.5912×10-5 and 0.8421. Liu et al. [5] proposed a 

method of information gain with weight based decision 

tree. The weighed based information gain was obtained by 

genetic algorithm. The decision tree was constructed and 

tested on undergraduates. They found that the method had 

a favourable prediction accuracy. Kwak et al. [6] found 

that education and gender were the most important factors 

affecting the employment of young and middle-aged 

people, while gender, health status and education were the 

most important factors affecting the elderly. Tan et al. [7] 

made the short-term employment forecast of Shandong 

province through independent component analysis (ICA) 

and found that the quality of labor force, industrial 

structure and income were the most important factors 

affecting employment. Decision tree algorithm shows a 

good performance in data prediction. Daga et al. [8] 

predicted high-risk renal transplantation using decision 

tree and random forest and found that the accuracy rate 

reached 85%, which provides accurate decision support 

for doctors. Mohreji et al. [9] combined with the decision 

tree algorithm to predict the delay of air transportation. 

Through the study of three New York airports, it was 

found that the confidence level of the prediction results 

was very high in at least 70% of the time. At present, most 

of the researches on employment trend focus on the 

influencing factors of employment, while few researches 

focus on the accurate prediction of employment trend, and 

the traditional data processing methods are difficult to 

extract useful information from the historical employment 

data. Therefore, in this study, C4.5 algorithm from 
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decision tree algorithm was used to extract four decision 

attributes from the employment-related information of the 

2016 graduates of Henan University of Animal Husbandry 

and Economy, and classification rules were extracted for 

employment trend prediction, so as to study the reliability 

of this method in employment prediction. 

2 Employment trend forecast and 

data mining 

Under the influence of population growth, popularization 

of higher education and expansion of enrollment, the 

number of college students has increased explosively, the 

number of graduates has risen sharply every year, and the 

employment situation has become more and more serious 

[10], which has aroused widespread concern of the 

society. The employment situation of college students is 

closely related to the future construction of schools, 

students' personal development and social stability [11]. 

The growth of graduates' employment rate can lead to 

economic growth [12]. In order to effectively manage the 

employment situation of students, colleges and 

universities have adopted information technology to 

collect and manage the employment information of 

students, in order to obtain valuable information, analyze 

the factors affecting employment, and help improve the 

employment situation. However, with the growth of the 

number of students, the data in the information 

management system is also growing rapidly. Traditional 

information analysis methods can not deal with such a 

large amount of information, nor can they fully play the 

potential value of these data. Although there are enough 

data, it is impossible to obtain the implicit association and 

rules between the data [13] and predict the future 

employment development based on these information. 

Therefore, an intelligent and reliable method is urgently 

needed to solve this problem. 

Data mining technology can process massive 

information quickly and efficiently and extract valuable 

information from it. It has a wide range of applications in 

fields such as business, industry and military. Mining and 

analyzing the employment information of graduates 

through data mining technology to obtain the factors 

affecting employment can help the school employment 

guidance center to guide the employment of students and 

promote employment. It can also predict the employment 

trend of graduates based on the information, so as to 

provide a decision-making basis for the adjustment of 

school teaching and employment work. 

3 Decision tree algorithm 

Decision tree algorithm is a typical technology of data 

mining. It can obtain valuable information by concluding 

and classifying data based on the attributes of data [14]. 

Applying decision tree algorithm in the analysis of 

employment information and obtaining relevant 

information affecting employment through construction of 

decision tree and extraction of classification rules is 

effective in predicting the future employment trend [15]. 

C4.5 algorithm from decision tree was used to process and 

analyze employment information. 

C4.5 algorithm is an improvement of ID3 algorithm 

[16], which selects the node attribute of tree based on 

information gain ratio. Data set K  was defined, including 

k  data samples, and its class attribute was set as m  

values, corresponding to m  categories 

),,2,1( miCi =
. If ik

 refers to the number of samples 

in category iC
, the amount of information needed by 

classification of a given object was called the entropy 

before division of K , and its computational formula was: 
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) stands for the probability of a 

data object belonging to category iC
. Entropy can reflect 

the average uncertainty and purity of data set. The larger 

the value of entropy, the higher the average uncertainty 

and the lower the purity.  

Suppose that there were w  discrete attribute values in 

attribute A  and set K  was divided into w  subsets, 
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. When A  was 

taken as the testing attributes, these subsets were 

corresponding to some branch which grew from the node 

which contained set K . Suppose ijk
 as the number of 

sample in subset 
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
=

+++
−=

w

j

mjjj

mjjj
sssI

s

sss
AE

1

21

21
),,,()( 


 (2) 

The information gain of attribute A  was: 

)(),,,()( 21 AEsssIAGain m −= 
 (3) 

The larger the information gain in the set, the higher 

the purity of subset division. 

The information gain ratio of attribute A  was: 
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represents the span and uniformity of split data set K  of 

attribute A . 
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4 Decision tree algorithm based 

employment trend prediction 

4.1 Data collection and preprocessing 

The 2016 graduates of Henan University of Animal 

Husbandry and Economy were taken as research subjects. 

The basic information, achievement information and 

employment information of the students were obtained 

from the student status management system, student 

learning management system and student employment 

management system, and 500 records were selected as 

samples. 

There were many duplicate data or blank parts in the 

obtained data set, and the form of data was also not 

unified; hence preprocessing was needed. 

(1) Data integration:  

The data exported from the three systems were integrated 

into a table of general information, and the attributes are 

shown in Table 1. 

Name Major 

Gender Academic performance 

Politics status English competence  

Student cadre Computer skills 

Participation in student 

society 

Employment unit 

Table 1: General information. 

(2) Data correlation analysis:  

There were many irrelevant information in the data 

derived from the three systems, such as name, gender, 

politics status, student cadres, and participation in student 

society, which needed to be eliminated. 

(3) Data conversion:  

Noise was eliminated from the data. In order to facilitate 

statistics and analysis, it was necessary to generalize the 

remaining five attributes, i.e., divide major into three 

categories, popular, general and unpopular, divide 

academic performance into excellent, general and poor, 

divide the English competence into CET4 and above and 

below CET4, divide computer skills into level 3 and above 

and below level 3, and divide employment unit into state-

owned enterprise, private enterprise and others, 

represented by A, B and C. 

(4) Data cleaning:  

Duplicate data and blank data were deleted from the data, 

and finally 420 records were obtained, 320 of which were 

used as training samples and the remaining 100 was used 

for testing. 

4.2 Establishing decision tree 

The training samples were analyzed by taking 

employment unit (A, B and C) as the labeling attribute and 

major, academic performance, English competence and 

computer skills as decision attributes. The number of 

students under different categories of different attributes 

is shown in Table 2. 

Decision-making attribute A B C 

Major Popular 43 21 17 

General 12 38 66 

Unpopular 3 47 73 

Academic 

performance 

Excellent 21 17 50 

General 28 34 67 

Poor 18 26 59 

English 

competence 

CET4 and above 46 52 61 

Below CET4 36 46 79 

Computer 

skills 

Level 3 and 

above 

 

56 49 61 

Below level 3 62 58 34 

Table 2: Training data set. 

Suppose training sample as K and the corresponding 

subset and number of A, B and C as 

107,158,55 321 === kkk
 respectively. The entropy of 

K was calculated using equation (1). 

315878.2)107,158,55(),,( 321 == IkkkI
 

Then the information gains of different decision 

attributes were calculated using equation (2), (3) and (4). 

(1) Major 

Major was divided into popular, general and unpopular. 

When the major was popular, the entropy was: 

2145.1
81

27
log

81

27

81

32
log

81

32

81

43
log

81

43
)27,32,43( 222 =−−−=I

. 

When the major was general, then the entropy was: 

4511.1
116

66
log

116

66

116

38
log

116

38
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12
log

116

12
)66,38,12( 222 =−−−=I

. 

When the major was unpopular, the entropy was: 

9512.0
123

73
log

123

73

123

47
log

123

47

123

3
log

123

3
)73,47,3( 222 =−−−=I

, 

then the entropy of attribute “major” was: 

5421.1)( =majorE
, 

the information gain was: 

0215.0)( =majorGain
, 

information gain rate was: 

0131.0)( =majorGainRatio
. 

(2) Academic performance 

The academic performance was divided into excellent, 

general and poor. When the academic performance was 

excellent, the entropy was: 

2356.1
88

50
log

88

50

88

17
log

88

17
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log

88

21
)50,17,21( 222 =−−−=I

. 

When the academic performance was general, the 

entropy was: 
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4201.1
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. 

When the academic performance was poor, the 

entropy was: 

2014.1
103

59
log

103

59

103
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log

103
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103

18
log

103

18
)59,26,18( 222 =−−−=I
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then the entropy of attribute academic performance 

was: 

4058.1)tachievemen specific-subject( =E
,  

the information gain was 

0289.0)tachievemen specific-subject( =Gain
, 

the information gain ratio was: 

0134.0)tachievemen specific-subject( =GainRatio . 

(3) English competence 

English competence was divided into CET4 and 

above and below CET4. When English competence was 

above CET4, the entropy was: 

8412.0
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log
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When English competence was below CET4, the 

entropy was: 

0258.1
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log
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log
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)79,46,36( 222 =−−−=I

, 

then the entropy of attribute English competence was: 

3025.1)competenceEnglish ( =E
, 

information gain was: 

2157.0)competenceEnglish  ( =Gain
, 

information gain ratio was: 

1656.0)competenceEnglish ( =GainRatio
. 

(4) Computer skills 

Computer skills was divided into level 3 and above 

and below level 3. When computer skills was level 3 or 

above, the entropy was: 

9785.0
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166
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166
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log
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log
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when computer skills was below level 3, the entropy 

was: 

6124.1
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log

154

34

154
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log

154
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154
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log

154

62
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,  

then the entropy of attribute competence skills was: 

4275.1)skillscomputer ( =E
, 

the information gain was: 

2144.0)competence ( =computerGain
, 

the information gain rate was: 

1502.0)skillscomputer ( =GainRatio
. 

It was found from the above calculation results that 

the information gain rate of English competence was the 

largest. Therefore the attribute was regarded as the root 

node of decision tree. Then the information gain rate of 

every subtree was calculated according to the above 

procedures. Finally the decision tree in Figure 1 is 

obtained. 

4.3 Generating classification rules 

According to the decision tree in Figure 1, the following 

classification rules were obtained. 

(1) If English competence = CET 4 and above AND 

Computer skills = level 3 and above AND academic 

performance = excellent AND major = general Then 

employment unit = state-owned enterprise 

(2) If English competence = CET 4 and above AND 

Computer skills = below level 3 AND academic 

performance = excellent AND major = general Then 

employment unit = state-owned enterprise 

(3) If English competence = CET 4 and above AND 

Computer skills = below level 3 AND academic 

performance = general AND major = general Then 

employment unit = private enterprise 

(4) If English competence = CET 4 and above AND 

Computer skills = below level 3 AND academic 

performance = poor AND major = unpopular Then 

employment unit = private enterprise 

(5) If English competence = below CET4 AND computer 

skills = level 3 and above AND academic performance 

= excellent AND major = popular Then employment 

unit = state-owned enterprise 

(6) If English competence = below CET4 AND computer 

skills = level 3 and above AND academic performance 

= general AND major = general Then employment unit 

= private enterprise 

(7) If English competence = below CET4 AND computer 

skills = level 3 and above AND academic performance 

= excellent AND major = general Then employment 

unit = private enterprise 

(8) If English competence = below CET4 AND computer 

skills = below level 3 AND academic performance = 

poor AND major = unpopular Then employment unit 

= others 

(9) If English competence = below CET4 AND computer 

skills = below level 3 AND academic performance = 

poor AND major = unpopular Then employment unit 

= others 

It was concluded from the above classification rules 

that English competence and computer skills had the 

  

Figure 1: The decision tree of employment unit. Figure 2: The prediction of employment trend of the 

2018 graduates. 
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greatest impact on the employment units of students. 

Students with good English competence and excellent 

computer skills generally worked in state-owned or 

private enterprises, while students with poor English 

competence and weak computer skills, except for some 

students who had good academic performance or were 

major in popular subjects, did not work in the state-owned 

enterprises or private enterprises, which showed that 

schools need to strengthen the training of English and 

computer skills and pay more attention to these two 

aspects in the arrangement of teaching work and students 

themselves should strive to improve their English and 

computer skills and strengthen their competitive 

advantage in employment.  

4.4 Testing of classification performance 

The effectiveness of classification rules was tested 

through 100 experimental samples. Then the results were 

compared with the actual employment unit of students. 

The testing results are shown in Table 3. 

Sample Classification results Actual results 

1 A A 

2 B B 

3 A A 

4 C C 

5 B C 

6 B B 

7 B B 

……   

99 B B 

100 C C 

Table 3: The testing results of classification rules. 

The classification results of 81 samples were the same 

with the actual conditions, and the classification of 19 

samples was wrong; the accuracy rate was 81%. It 

indicated that the obtained classification rules were 

relatively accurate and could determine the employment 

condition of students. 

4.5 Prediction of employment trend 

After verifying the accuracy of the classification rules, the 

employment trend of graduates was predicted using the 

method proposed in this study. The 2018 graduates were 

taken as examples. The information about the major, 

academic performance, English competence and computer 

skills of the students were exported from the student status 

management system and the student learning management 

system. Then the employment trend of the graduates was 

predicted. The results are shown in Figure 2. 

Figure 2 demonstrates that the number of students 

who may be employed in private enterprises was the 

largest, accounting for 45%, while the number of students 

who may be employed in state-owned enterprises was the 

lowest, accounting for 21.56%. The decision tree and 

classification rules in this study could make a good 

prediction on the employment trend of graduates, help 

schools efficiently find the future employment direction of 

students, provide a strong basis for student employment 

guidance, and offer schools with valuable information. 

5 Discussion 

Employment has always been a problem that is difficult to 

be ignored and also can not be ignored in modern society, 

especially among university graduates. With the increase 

of the number of graduates, employment competition is 

becoming more and more fierce [17]. Employment is the 

most serious and difficult problem for graduates after they 

leave school and enter society, and it is also very important 

for schools. At present, all universities have employment 

guidance centers to collect and analyze the employment 

situation of students in order to find some rules and 

forecast employment. Employment prediction has great 

significance for graduates' employment and school 

teaching work [18]. However, with the increase of the 

number of university students and the accumulation of 

data, the analysis and processing of employment 

information is becoming more and more difficult, and it is 

difficult to obtain valuable information from mass data. 

The development of data mining technology has 

brought about new changes. Decision tree algorithm is an 

efficient classification method, and it is also applicable in 

the prediction of employment trend. In this study, C4.5 

algorithm which was relatively mature was selected. After 

obtaining the relevant data and information of graduates, 

four decision-making attributes, major, academic 

performance, English competence and computer skills, 

were extracted for analysis of employment units. The 

decision tree was established step by step after the 

calculation of information gain ratio of the attributes, and 

then classification rules were obtained through the 

decision tree. 

The information gain ratio of major, academic 

performance, English competence and computer skills 

was 0.0131, 0.0134, 0.1656 and 0.1502, respectively. It 

was found that English competence and computer skills 

were the most important factors affecting the employment 

of graduates. In the process of employment, English 

competence and computer skills are the signs of graduates' 

ability. Many employers have specific requirements for 

the English and computer skills of employees. At present, 

schools have attached great importance to the cultivation 

of students' abilities in these two aspects. The extensive 

arrangement of English courses and computer courses has 

promoted the improvement of students' abilities to a 

certain extent. Under the rigid requirements, they have to 

strengthen the study of these two aspects. However, 

passive learning is not enough. The importance of English 

and computer skills must be fully recognized, which can 

be fully illustrated by classification rules. The extraction 
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of classification rules can help schools and students 

clearly understand what ability is the most important and 

crucial. On the one hand, it is conducive to the 

arrangement of school teaching and employment guidance; 

on the other hand, it is also conducive to students' active 

learning. 

The testing of classification rules suggested that the 

classification rules obtained in this study had an accuracy 

rate of 81%, which showed that this method was feasible 

in predicting the employment trend of graduates. It was 

found from the employment trend prediction results of the 

2018 graduates that many students will be employed by 

private enterprises and few students will be employed by 

state-owned enterprises. It indicated that schools should 

strengthen the output of talents to state-owned enterprises 

and carry out targeted talent training. 

This paper preliminarily discussed the role of decision 

trees in college students' employment trend prediction, but 

there are still some problems that need further research: 

(1) more detailed division of employment units for 

college students is needed; 

(2) more factors that can affect college students' 

employment should be considered, such as family 

conditions, personal strengths, etc. For example, 

literature [19] points out that gender also can affect 

students' employment choices; 

(3) the possibility of the application of more data mining 

algorithms in the employment trend prediction of 

college students should be analyzed. For example, the 

Bayesian algorithm was used for employment 

prediction in literature [20]. 

6 Conclusion 

The decision tree algorithm can help handle and analyze 

the employment situation of students and understand the 

main factors affecting the employment of students. This 

study constructed the decision tree and extracted the 

classification rules through the four decision attributes, 

major, academic performance, English competence and 

computer skills. It was found that English competence and 

computer ability had the greatest impact on students' 

employment. The test suggested that the classification 

rules in this study had an accuracy of 81% and was 

feasible in predicting the employment trend of graduates. 

There are many shortcomings in this study. For examples, 

more decision attributes which can affect the employment 

units of students can be mined, employment units can be 

further divided to obtain more detailed employment trend, 

and a larger sample size is needed for determining the 

accuracy of the method. 
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P. Brazdil, J. Brest, J. Brichau, A. Brodnik, D. Brown, I. Bruha, M. Bruynooghe, W. Buntine, D.D. Burdescu, J.
Buys, X. Cai, Y. Cai, J.C. Cano, T. Cao, J.-V. Capella-Hernández, N. Carver, M. Cavazza, R. Ceylan, A. Chebotko,
I. Chekalov, J. Chen, L.-M. Cheng, G. Chiola, Y.-C. Chiou, I. Chorbev, S.R. Choudhary, S.S.M. Chow, K.R.
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Kumar, H. Kwaśnicka, W.K. Lai, C.-S. Laih, K.-Y. Lam, N. Landwehr, J. Lanir, A. Lavrov, M. Layouni, G. Leban,
A. Lee, Y.-C. Lee, U. Legat, A. Leonardis, G. Li, G.-Z. Li, J. Li, X. Li, X. Li, Y. Li, Y. Li, S. Lian, L. Liao, C. Lim,
J.-C. Lin, H. Liu, J. Liu, P. Liu, X. Liu, X. Liu, F. Logist, S. Loskovska, H. Lu, Z. Lu, X. Luo, M. Luštrek, I.V.
Lyustig, S.A. Madani, M. Mahoney, S.U.R. Malik, Y. Marinakis, D. Marinčič, J. Marques-Silva, A. Martin, D.
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