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Editors’s Introduction to the Special Issue on
“Frontiers in Network Systems and Applications”
The growing availability of network infrastructure is
paralleled by the ever growing number of network
applications. These applications rely on network services
to answer business needs and enable the interaction of
users and devices.  Not surprisingly, the development of
applications promotes further research in the field of
network systems. In particular, the growing complexity
of network infrastructure gives rise to the need for even
more complex research and development environments.
This need is observed both in the case of complex fixed
network layouts and mobile environments. To answer
these needs the efforts of industry leaders and academia
can be combined.  By combining the ability to build and
deploy complex network layouts with more theoretically
grounded research, further progress in the field can be
attained. This illustrates the benefits arising from the
collaboration between industry leaders and academia.

In 2012, to promote such cooperation of industry
experts and researchers with academic research groups,
the first Frontiers in Network Applications and Network
Systems symposium was organised in Wroclaw, Poland.
The symposium provided a forum for the exchange of
ideas between network operators, designers and
researchers. The symposium was organised as a part of
the Federated Conference on Computer Science and
Information Systems (FedCSIS).  This created a unique
opportunity to discuss frontiers in network system
development in view of recent developments in other
areas of computer science. The solutions from many of
these areas, such as the solutions incorporated from the
domain of artificial intelligence, or database systems, are
also vital components of modern network systems.

The first edition of the conference was followed by
even further cooperation with other network-related
events of the FedCSIS multiconference. As a result, in
2013, an International Conference on Innovative
Network Systems and Applications (iNetSApp) was
organised for the first time.  It included a variety of
network-related topics with the emphasis on network
systems, applications and services (SoFast-WS track of
the conference) and wireless sensor networks (WSN
track of the conference).

This special issue includes selected extended
versions of papers, most of which were presented during
SoFast-WS conference i.e. the Frontiers in Network
Applications, Network Systems and Web Services
conference organised in 2013 in Krakow, Poland. The
SoFast-WS conference is co-organised by the Research
and Development Centre of Orange Polska – a part of a
global chain of R&D Orange Labs centres of Orange
telecom group, the Faculty of Cybernetics of the Military
University of Technology, the Faculty of Mathematics
and Information Science of the Warsaw University of
Technology, and Zayed University.  Hence, the idea of
promoting the cooperation between business and
academia is directly reflected in the composition of both

the organising team and the program committee of the
conference.

The selection of papers contained in this special
issue reflects various research activities in the field of
network systems. The first work, Future proof access
networks for B2B applications, authored by P. Parol and
M. Pawłowski, discusses the development of the Gigabit-
capable Passive Optical Network (GPON).  Moreover,
the authors propose a way the GPON network can
provide a basis for Software-Defined Networking (SDN).
A solution based on OpenFlow is proposed in this
context.  At the same time, the work provides a clear
illustration of the complexity of network systems
combining recent hardware developments with
sophisticated novel protocols.

In the next work, The architecture of Distributed
Database System in the VANET Environment, J. Janech,
E. Kršák, and Š. Toth discuss the role of a database
system in a vehicular network. The unique requirements
that have to be met by a database system serving the
needs of moving objects while taking into account
location aspects are discussed. This clearly illustrates the
interdisciplinary research needed to develop modern
network systems, in this case involving database-related
research.

Another perspective on network systems is offered
by the work Prototype Implementation of a Scalable
Real-Time Dynamic Carpooling and Ride-Sharing
Application. In this work, D. Dimitrijević, V. Dimitrieski
and N. Nedić propose a way in which progress in the
development of a ride-sharing application can be
attained. Hence, a user perspective on the system and the
requirements of the users of the network application are
fundamental for this work.

Finally, in Tiny Low-Power WSN Node for the
Vehicle Detection, the development of network systems
is again considered from the hardware point of view.
Even though the work, authored by M. Chovanec, M.
Hodon, and L. Cechovic, refers to wireless networks, it
documents the development of a novel hardware device.
The device is a special low-power sensor node
embedding a magnetometer as the main sensing tool for
vehicle presence monitoring.

The works contained in this special issue illustrate
various directions of research conducted in the field of
network systems, involving both novel hardware and
software developments.

The editors would like to thank the SoFast-WS
Program Committee members for their contribution to
both the conference and the preparation of this special
issue.

Andrzej Chojnacki, Maciej Grzenda,
Andrzej Kowalski, Bohdan Macukow

Editors of the special issue
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The paper offers an innovative approach for building future proof access network dedicated to B2B 

(Business To Business) applications. The conceptual model of considered network is based on three 

main assumptions. Firstly, we present a network design based on passive optical LAN architecture 

utilizing proven GPON (Gigabit-capable Passive Optical Network) technology. Secondly, the new 

business model is proposed. Finally, the major advantage of the solution is an introduction of SDN 

(Software-Defined Networking) paradigm to GPON area. Thanks to such approach network 

configuration can be easily adapted to business customers’ demands and needs that can change 

dynamically over the time. The proposed solution provides a high level of service flexibility and supports 

sophisticated methods allowing users’ traffic forwarding in efficient way. The paper extends a 

description of the OpenFlowPLUS protocol proposed in [18] .  Additionally it provides an exemplary 

logical scheme of traffic forwarding relevant for GPON devices employing the OpenFlowPLUS 

solution. 

Povzetek: Prispevek uvaja nova omrežja B2B z zajamčenim dostopom. 

 

1 Introduction 
In recent years one can observe skyrocketing of Internet 

traffic (its growth is exponential) as end users are 

consuming more and more Internet services (e.g. video 

or cloud based solutions). Growth is visible for all types 

of access, especially mobile but also fixed (fixed still 

account for vast majority of traffic). The situation is 

often highlighted by telecommunications providers but 

also organizations like enterprises, universities, 

governmental entities have to deal with high growth.. At 

the end many institutions have to adapt and bolster their 

traditional IT and network infrastructure in order to 

handle that phenomenon and to provide needed services 

and solutions More and more aspects of economy and 

our life is dependent on Internet thus assurance of quality 

and reliability as well methods to deal with its growth  is 

crucial. 

In the following chapter the overview of legacy 

campus networks, typically used by institutions, is given. 

Also LAN (and WAN access) solutions provided to 

business customers are described. 

1.1 Office networks overview 

Nowadays access to Internet is prevalent among 

companies. Moreover many enterprises have own 

intranet used for number of different purposes. In order 

to provide connectivity to end devices likes PC, laptops 

or tablets in-building network infrastructure is needed. It 

can be composed of a single modem/router but also tens 

of devices and substantial amount of transmission 

medium (optical fibers, twisted pair cables etc.). In case 

of big organizations all those components form a campus 

network – computer network interconnecting LANs 

(Local Area Networks) within a limited geographical 

area. The infrastructure is usually owned by campus 

owner / tenant e.g. enterprise, university, hospital.  

Early LANs were large, flat networks with peer to 

peer Layer 2 (L2) communication based on Ethernet 

standard [4] . It was a simple approach but with network 

continuous growth ultimately led to disruptions (e.g. due 

to broadcast storms). Over the time Layer 3 (L3) has 

been introduced dividing campus network into smaller 

segments (allowing avoiding such problems). 

Additionally numbers of different solutions like VLANs 

(Virtual LANs [5] ), RSTP (Rapid Spanning Tree 

Protocol [6] ) or IP subnets have been developed making 

campus networks easier to maintain and manage, but 

with the cost of additional complexity 
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Figure 1: Campus network hierarchy. 

Also the topology evolved towards more hierarchical 

and structured design. 4-tier network architecture (see 

Figure 1) has become common ([8] , [10] ). In that 

approach access layer provides connectivity to end 

devices with copper twisted pairs (usually UTP CAT. 5 – 

Unshielded Twisted Pair Category 5, nowadays also 

CAT. 6 cables are gaining popularity). Fast Ethernet or 

Gigabit Ethernet (100BASE-TX or 1000BASE-T [4] ) 

are commonly used. Access layer contains multiple L2 

switches (usually managed and configurable). They are 

located nearby users, e.g. in communication closets on 

each floor of the building. At the next level additional 

switches aggregate traffic for each building 

(concentrating multiple access layer switches and 

providing access to higher levels equipment) 

Interconnection between access layer switches and 

building aggregation switches can be provided with 

copper cables, or with fibers. Building aggregation 

switches are connected to campus aggregation and 

distribution switches which then connect to router (or 

routers being a gateway to external networks). As a 

transmission medium for interconnecting building 

aggregation with campus aggregation segments fiber 

optic cables are often used due to higher bandwidth 

requirements (i.e. 10 GbE interfaces) and longer 

distance. 

Tiered network design gives flexibility in terms of 

supporting numerous functions and plethora of end 

devices (for example growth of client population can be 

accommodated by adding access layer switches, but that 

approach is costly). The logical division for different 

layers does not need to be done with physical tiers; 

access and aggregation can be provided on the same 

equipment. It can be especially useful in case of smaller 

campus simplifying management of reduced number of 

devices [9] . However such approach requires equipment 

supporting, in many cases, complex functions as well as 

some expertise for design and configuration (meaning 

additional costs).  

Important to note is fact that legacy Ethernet-based 

campus networks have significant limitations. Maximum 

length of copper Ethernet cables is restricted to 100 

meters. In fact 4-tier topology with switches on each 

floor is an answer to that drawback. Ethernet LAN 

requires a cable connection to every single user port. 

This means significant number of access layer switches 

and wires (copper cables) and at the end it results in high 

costs. High-frequency signals (used for Fast and Gigabit 

Ethernet) require more sophisticated copper cable 

constructions which are physically larger than for lower 

frequencies (necessary to avoid signal disturbances). In 

consequence the space required for racks, 

communication closets is significant. Crucial amount of 

heat is produced (in many cases requiring additional air 

conditioning), power consumption is high. Management 

of high number of active devices is not easy. For those 

reasons legacy Ethernet LAN is not always the best 

answer for campus network requirements. That is why an 

important issue is to find a more effective approach for 

 

Figure 2: Legacy infrastructure in office buildings. 

 Scenario A: Telecommunication operators’ cables CAT. 3 up to the office.  

Scenario B: In-building infrastructure based on Active Ethernet LAN (copper cables CAT. 5) 
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office networks infrastructure. It especially relevant 

nowadays when all companies are seeking savings also 

in IT costs but requirements are getting higher and higher 

due to the importance of network and IT for business. 

1.2 Scenarios for B2B services 

B2B (Business to Business) telecommunications 

services’ landscape is diverse. It includes services like 

Internet access, POTS (Plain Old Telephony Service), 

VoIP (Voice over IP), dedicated links, VPN (Virtual 

Private Network), etc. One can distinguish large 

(Enterprise), medium (SME – Small and Medium 

Enterprises) and small (SOHO – Small Office Home 

Office) market segments. However service overlapping 

(the same services) is possible, but often there are special 

offers for different segments.  

Services’ requirements largely depend on type of 

customers. Big entity owning campus network (and 

considerable number of network equipment) has other 

needs than company with small branches scattered 

around the country (and with lack of its own 

interconnection) and than small company located in 

single office building.  

For entity with campus network usually 

telecommunications operator provides its services to 

location where campus edge router is placed, further 

propagation is the responsibility of the entity itself 

(compare Figure 1). In the second case (several branches) 

it is important to provide secure interconnection among 

branches. 

For office building, in which many companies are 

located, there are two most common infrastructure 

scenarios (see Figure 2). First one is based on existing 

copper CAT. 3 cables which reach customers’ desk / 

office and can be reused by telcos. Modem or router is 

the termination point of the services (Figure 2 Scenario 

A).  

In the second scenario office building has 

infrastructure based on active Ethernet LAN with copper 

cables CAT. 5 (Figure 2 Scenario B). 

Telecommunications operators need to provide its 

interconnecting cables up to building’s technology room. 

Separation of services / between different operators can 

be provided on logical level e.g. by means of VLANs. 

For both scenarios the only responsibility of telco is 

to somehow access business customers. Herein, one 

could think of a new role for operators targeting office 

buildings environment: what added values are possible to 

be identified if telcos take the responsibility of building 

and administrating the entire in-building office network? 

2 Optical LAN 
Optical LAN is a new approach for office networks 

infrastructure and an answer to limitations of legacy 

Ethernet LANs. All-fiber LAN interconnecting existing 

Ethernet end devices allows reducing costs and making 

the network more reliable and future proof.  

Proposed solution is based on GPON  [1] . It is 

standardized, well known and widely adopted 

telecommunications access technology, used by many 

operators worldwide with millions of end customers. 

GPON uses point-to-multipoint topology and employs 

fiber optics as a transmission medium. As a real passive 

solution – no active equipment is used in-between GPON 

Access Node: OLT (Optical Line Termination) and line 

termination at customer side: ONT (Optical Network 

Termination). The campus network based on Optical 

LAN number of active equipment is significantly 

reduced comparing to traditional LAN scenarios. From 

OLT GPON port a single strand of fiber goes out to a 

passive optical splitter(s) which splits the signal onto 

fibers terminating at up to 64 (or even 128) ONTs (see 

Figure 3). All the fibers, splitters connected to one 

GPON port on OLT form a GPON tree. ONT device 

terminates GPON transmission and provides 

10/100/1000-BaseT Ethernet connectivity to desktop 

equipment such as PC computers, laptops, voice over IP 

phones, and video phones using regular copper 

patchcords (or by 802.11 WiFi). ONT can be located on 

customer’s desk (ONT per desk) or in office closet (ONT 

per office). Those two options are called respectively: 

Fiber-to-the-Desktop (FTTD) or a Fiber-to-the-

Communications (FTTC) room.  High flexibility of 

Optical LAN solution allows reusing existing copper 

infrastructure in buildings (for example GPON access is 

terminated on ONT located in the floor communication 

closet, from where existing copper cables are used up to 

customer’s desk, see Figure 3 – Floor #2).  

Thanks to fiber optics-based transmission Optical 

LAN is a long reach access solution – maximum reach is 

equal to 20 km in a standard mode. It is a tremendous 

improvement comparing to traditional copper Ethernet 

(100 m.). It allows placing OLT in distant locations, 

giving high flexibility in network design (in case of 

campus network OLT no longer need to be installed in 

the same building in which customers reside).  

GPON technology assures 2.488 Gbps of 

downstream bandwidth and 1.244 Gbps of upstream 

bandwidth. Bandwidth is shared among customers 

connected to the same GPON tree. Advanced GPON 

QoS mechanisms assure appropriate bandwidth 

distribution among many users and different applications. 

In the future even higher bandwidth will be available 

with next generation of GPON standard. It will require 

exchange of end equipment (ONT and OLT) but with 

preservation of fiber optics. 

Optical LAN solutions are present in portfolio of 

several vendors (e.g. Motorola [11] , Tellabs [12] , Zhone 

[13] ). According to vendors estimations introducing of 

Optical LAN will reduce power consumption by up to 

65%, space requirements by up to 90%, capital costs 

related to network elements by up to 74% [13] . Optical 

LAN is seen as a new paradigm in campus networking 

allowing optimization of investments and at the same 

time improving overall efficiency of the networks. 

Advances in Optical LAN and size of potential market 

leaded the main players to start standardisation efforts in 

order to get even higher adaption and better 

interoperability. As so one can expect that Optical LAN 

in the future become important contender for Ethernet. 
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Figure 3: Office building infrastructure based on Optical 

LAN. 

3 Future proof access networks for  

B2B 
In this chapter we formulate three postulates (see Figure 

4), which are, from our perspective, crucial for deploying 

future proof access networks for business applications: 

 

 

Figure 4: Future proof access network for B2B – 

conceptual base.  

3.1 Applying Optical LAN concept 

Currently Optical LAN vendors target big entities with 

large campus networks. In typical deployment Optical 

LAN is used by only one organization – the owner and 

the administrator of the campus network. Office 

buildings with many tenants, each of them having its 

own LAN network (at least up to some point) are not yet 

addressed. 

In this paper we propose a solution to that 

deficiency. It is based on concept known from 

telecommunications world where many customers are 

connected to the same Access Node (different users 

served on the same equipment). In our proposition 

enterprises no longer need to operate any active network 

equipment or to build networks itself. LAN becomes a 

service, provided in similar fashion as e.g. Internet 

access.  LAN service provider is responsible for service 

creation, administration and adjustment according to 

needs of customers (enterprises using LAN). That also 

means that network infrastructure is built for offices by 

LAN service provider. In fact such network is similar to 

GPON access networks used by telecommunications 

operators to provide services to its customers. For B2B 

scenario different customers are also served by the same 

GPON OLT unit. 

3.2 A new business model 

Telecommunications operators are well positioned to 

play the role of Optical LAN service providers. Usually 

they have necessary experience with GPON technology, 

operational resources and existing access network. 

Telcos are able to deploy optical fiber LAN in office 

buildings and to provide flexibility in management, 

service creation and administration. 

Such approach has many advantages in terms of 

optimal usage of network resources. Single OLT can be 

used for several buildings, even if they are located in 

distant areas (due to long reach offered by GPON 

technology which capabilities in terms of maximum 

physical reach are not fully used in current optical LAN 

implementations). Also interconnection of distant 

branches becomes easier (in specific cases they can be 

served by the same OLT). Additionally a new type of 

services can be introduced called Office LAN services: 

e.g. on-demand LAN connections between companies 

located in the same building, access to in-building 

monitoring system, etc. 

This novel approach also creates a new business 

model for telecommunications companies who become 

Optical LAN operator (builder and administrator). The 

main assumptions for such model are as follows:  

 a telco company signs a contract with a building 

owner for building a complete office network 

based on Optical LAN solution (it covers all 

passive components like horizontal and vertical 

ducts, optical fibers, splitters, in-building 

Optical Distribution Frame, etc.); additionally 

copper CAT.5 infrastructure for office rooms 

(ducts, copper cables, sockets, connectors) can 

be built by telco company it does not exist in the 

considered building  

 a telco company is responsible for 

administration and maintenance of the network 

 business companies that rent space for their 

offices in the building sign contracts with a telco 
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company for providing them with 

telecommunications services 

 business customers are given GPON ONTs 

which are installed in their offices, ONTs are 

connected to OLT (which is typically located in 

distant Central Office owned by telco company)  

 telco company offer is assumed to cover wide 

range of services which can be optimized for 

particular B2B customers 

 tenants that do not decide to be provided with 

services by telco company are also connected to 

Optical LAN-based in-building network (via 

ONTs which they are also given), they are free 

to be served by other telcos or service providers 

that establish a connection to considered OLT 

from their own networks – in such cases 

services’ related traffic is transported in 

dedicated logical “channels” (e.g. in the sense of 

VLANs) over the considered optical access 

network 

This opportunity to find new B2B market seems to 

be a good argument in convincing telco players to work 

on such solutions. 

3.3 User-centric flexible network (based on 

SDN) 

Another assumption for the presented approach is that it 

is based on user-oriented access network design. Service 

portfolio dedicated to business customers is typically 

more complex than the one for residential users.  For 

business applications customized services need to be 

taken into account. Moreover, customer demands can 

change dynamically over short periods of time. That is 

why a challenge for networks deployed in business 

environments is to provide a high level of service 

flexibility and to forward user traffic in efficient way. To 

meet those requirements we present in this paper an 

access network architecture based on SDN (Software-

Defined Networking) paradigm which assumes data 

plane and control plane abstractions separation ([16] ). 

Thanks to such approach network devices become 

programmable units. In practice it means that network 

configuration can be easily adapted to the fast-changing 

needs. 

4 SDN-based GPON solution for 

business applications 
In order to introduce SDN paradigm to GPONs area one 

can propose different methods to accomplish that. One of 

the possible ways would be to develop a brand new 

protocol allowing GPON devices to become 

programmable units. Such approach is supposed to be an 

appropriate one for designing an optimal logical 

architecture of OLT and ONT in the scope of data 

processing and forwarding. However, development of 

generic SDN-based protocol for GPON would require a 

lot of standardization efforts and probably it would take a 

few years to obtain a solution being ready for 

deployment. 

In this paper we present another approach. We 

propose a solution based on OpenFlow ([16] ) which is 

the most widely deployed SDN-based protocol. 

OpenFlow Switch architecture consists of at least three 

parts ([15] ) – see Figure 5: 

 Flow Table(s) – a structure within switch 

implementation covering actions associated with 

each flow entry; the Flow Tables define the ways 

of how the traffic flows have to be processed by 

the switch 

 Controller – an external unit running a remote 

control process that manages the switch via the 

OpenFlow protocol; the Controller can add, 

remove and update flow entries from the Flow 

Table(s)  

 OpenFlow Channel – a channel which enables a 

communication (i.e. sending packets and 

commands) between the Controller and the switch 

For a more detailed description of OpenFlow-

specific logical components and functions please refer to 

[15] . 

 

 

Figure 5: OpenFlow Switch logical scheme (source: [15]) 

OpenFlow was originally designed for L2/L3 

switches (or routers) equipped with native Ethernet-

based physical interfaces. That is why it is important to 

notice that it is useless to implement pure OpenFlow in 

GPON OLTs and ONTs. The reason for that is simple: 

although GPON effectively carries Ethernet frames, in 

practice it operates at Layer 1 (according the OSI model) 

with its own dedicated framing and GEM (GPON 

Encapsulation Method) protocol used for encapsulation 

higher-layer Protocol Data Units (e.g.  Ethernet frames) 

into GTC (GPON Transmission Convergence) layer. The 

above mentioned specification of OpenFlow protocol 

does not support such kind of non-Ethernet-based 

physical interfaces. That is why some additional GPON-

related functions have to be introduced to OpenFlow. 
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4.1 GPON-specific traffic instances 

A single logical connection within the GPON system is 

called GEM Port and it is identified by GEM Port-ID. A 

GEM Port can be considered as a channel within GTC 

layer and is capable to transport one or more traffic 

flows. In the upstream direction GPON system also 

utilizes T-CONTs (Transmission Containers) 

corresponding to allocated timeslots within TDMA 

multiplexing existing in GPON. Each T-CONT 

represents a group of logical connections (GEM Ports) 

that appear as a single entity for the purpose of upstream 

bandwidth assignment on the PON (see Figure 6 – 

GPON-specific traffic entities identifiers are pointed in 

brackets). 

 

 

Figure 6: Upstream multiplexing in GPON system. 

Each T-CONT can be seen as an instance of 

upstream queue with a certain bandwidth profile (a set of 

bandwidth parameters). The bandwidth assignment 

model applied in GPON system effectively introduces a 

strict priority hierarchy of the assigned bandwidth 

components ([2] ): 

 fixed bandwidth: with highest priority 

 assured bandwidth 

 non-assured bandwidth 

 best-effort bandwidth: with lowest priority 

Five T-CONT types which are defined by ([2] ) are 

presented in Table 1. 

Table 1: T-CONT types are defined by ([2] ). 

T-

CONT 

Traffic descriptor component 
RF RA RM χAB 

type 1 > 0 = 0 = RF = none 

type 2 = 0 > 0 = RA = none 

type 3 = 0 > 0 > RA = NA 

type 4 = 0 = 0 > 0 = BE 

type 5 > 0 > 0 ≥ RF +RA any χAB 

Each T-CONT instance is associated with a 

bandwidth profile. Bandwidth profile is described using 

the traffic descriptor, which has the following 

components ([2] ): 

 fixed bandwidth RF (bandwidth that is reserved 

exclusively for a given T-CONT and no other T-

CONTs can use it; this bandwidth is statically 

allocated to a T-CONT) 

 assured bandwidth RA (bandwidth that is 

available for a given T-CONT on demand; this 

bandwidth is guaranteed) 

 maximum bandwidth RM (maximum amount of 

bandwidth, that can be allocated to a given T-

CONT on demand; this bandwidth is not 

guaranteed) 

 additional bandwidth eligibility χAB (type of 

additional bandwidth that a given T-CONT is 

eligible to get, can have the following values: 

none - no additional bandwidth, NA - non-

assured bandwidth, BE - best-effort bandwidth) 

Depending on the traffic type (latency-sensitive 

traffic, data transmission, etc.) the most appropriate T-

CONT type should be selected to carry considered traffic 

flows. For instance, T-CONT type 1 characterized by 

fixed bandwidth component (RF) only is dedicated to 

carry fixed-rate traffic which is sensitive to jitter or delay 

(e.g. ToIP traffic). Such kind of bandwidth is the only 

one which is allocated statically. In practice it means that 

it is reserved and always fully available for ONT for 

which mentioned T-CONT instance was created. Other 

T-CONT types (from 2 to 5) have to respect the volumes 

of bandwidth which they are assigned by DBA (Dynamic 

Bandwidth Allocation) algorithm. This mechanism takes 

a control over the bandwidth assignment within the entire 

PON tree. T-CONT type 2 is characterized by the 

assured bandwidth component (RA) only and can be 

utilized for on-off type traffic with well-defined rate 

bound having no strict delay or jitter requirements. T-

CONT type 3 is characterized by assured bandwidth 

component as well. Additionally it is supposed to be 

included in non-assured bandwidth sharing. It is suitable 

for carrying variable-rate traffic with requirement of 

average rate guarantee. T-CONT type 4 is assumed to 

participate only in best-effort bandwidth sharing. It is 

dedicated to carry variable-rate bursty traffic without 

strict delay requirements. T-CONT type 5 can be 

considered as a consolidation of other T-CONT types. It 

can be utilized for wide range of traffic flows [2] . It is 

worth noting that above described traffic-type-related 

applications for T-CONTs should be considered only as 

general recommendations, expressed in [2] . However, it 

is possible to use a T-CONT of particular type for 

different sort of traffic flows. Still, it is important to take 

into account that the T-CONT type specifies capabilities 

and limitations of the T-CONT instance and thus not all 

kind of traffic will be appropriate for it.  

Upstream user traffic (Ethernet frames) is 

encapsulated into GEM Ports and then into T-CONTs. 

Each GPON ONT uses its own set of T-CONTs and 

GEM ports, a unique one within a GPON tree which 

ONT belongs to. A single GEM Port can be encapsulated 

into only one T-CONT, however a single T-CONT may 

encapsulate multiple GEM ports. In downstream 

direction only GEM Ports are used to carry traffic flows 

since no TDMA multiplexing exists there and thus the 

notion of T-CONT is not relevant for GPON downstream 
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transmission. For a more detailed explanation please 

refer to [2] . 

As described above one of the key aspects of GPON-

based network applications is to ensure effective traffic 

forwarding on the GTC layer. Traffic incoming from end 

users (upstream) and “from the network” (downstream) 

should be carried over passive optical network making 

use of the capabilities offered by this layer. In practice it 

means that a significant number of GTC-related traffic 

instances (GEM Ports and T-CONTs) should be utilized 

globally within the entire PON tree, especially if a high 

level of traffic diversity is assumed. By applying such 

approach it is possible to gain the following advantages:  

 separation of traffic flows corresponding to 

different applications (by using multiple GEM 

Ports) 

 improving QoS performance in upstream (by 

using multiple T-CONTs) 

Thus, such approach improves security and QoS 

performance in the PON. In order to make it possible it is 

important to define appropriate rules (consistent and 

unambiguous ones) allowing to map traffic flows 

incoming from users to appropriate GEM Ports. In most 

of commercial implementations mapping rules “built-in” 

GPON ONTs are mono-criterion i.e. mapping is based on 

only one of the following criteria like: VLAN ID (Virtual 

LAN identifier), p-bit ([5] ) or UNI (user port number on 

ONT). For some cases also double-criterion 

combinations of aforementioned parameters are available 

(e.g. VLAN ID + UNI) for the mapping purpose. Since 

GPON was originally designed for B2C (Business to 

Customer) market segment for which only Triple-Play 

(Internet, ToIP and IPTV) services are considered such 

approach was sufficient. For business applications where 

not only service portfolio is more complex but also 

customized services are taken into account, much more 

sophisticated methods (i.e. mapping rules) are required in 

order to ensure effective traffic forwarding through the 

system ([14] ). In most scenarios currently deployed 

GPON ONT with limited set of hardcoded mapping and 

forwarding functions would not be able to address such 

needs. In such cases software upgrade is needed but it 

leads to higher operational costs - especially if business 

customer demands changes dynamically and it is possible 

that new set of functions is required. For such a scenario 

multiple software upgrades have to be taken into account.  

4.2 SDN-based protocol for GPON 

The solution for the issue is SDN-based protocol for 

GPON allowing OLT and ONT to become 

programmable units. In this paper we propose 

OpenFlow-based solution. As mentioned before the 

current specification of OpenFlow protocol does not 

support GPON natively. That is why our vision is to 

introduce GPON-related functions to the specification in 

order to develop a protocol extension which we called 

OpenFlowPLUS.  

The main assumption for the OpenFlowPLUS  is that 

it inherits all the functionality, architecture and 

capabilities of original OpenFlow. The essential 

improvement is an introduction of GPON-related 

functions to the protocol in terms of traffic forwarding in 

order to make the solution relevant also for GPON 

technology. 

According to OpenFlow Switch architectural 

assumptions each device (OLT, ONT) within considered 

GPON tree contains Flow Table(s) and communicates 

over a OpenFlowPLUS Channel with remote Controller 

via OpenFlowPLUS protocol (see Figure 7). 

For that purpose OLT and ONTs are supposed to 

have IP address configured. Since Controller and OLT 

are assumed to be connected to IP/Ethernet network they 

can establish L3 connection. ONTs are accessible by 

Controller only via OLT. One could take advantage of 

that and for the purpose of OpenFlowPLUS messages 

exchange between ONTs and Controller make use of 

GPON-specific mechanisms defined by [3] . In such a 

scenario protocol messages are transported through the 

PON via a dedicated OMCI (ONT Management and 

Control Interface) channel towards OLT and then they 

are sent directly to the Controller using OLT’s 

OpenFlowPLUS Channel. Obviously, employing OMCI 

by OpenFlowPLUS for some new applications does not 

mean that the protocol takes the control over the entire 

GPON system. All functions which are out of the scope 

of traffic mapping and forwarding (e.g. ONT discovery 

and provisioning-related functions, Dynamic Bandwidth 

Allocation mechanism, optical layer supervision, alarms 

and performance monitoring etc.) are assumed to be 

realized in traditional way, i.e. in line with 

recommendations defined in [2]  and [3] .  The physical 

layer and access network topology remains the same. 

Each ONT (being a termination of optical network) is 

installed in customer premise. ONT aggregates traffic 

incoming from different end devices (PCs, laptops, ToIP 

phones, servers, etc.) and encapsulates Ethernet frames 

originated from office LAN into GEM frames. Mapping 

to GEM Ports and T-CONTs is executed in FlowTable 

based on sophisticated rules provided by 

OpenFlowPLUS protocol. The upstream traffic is sent to 

OLT using GPON uplink interface. OLT takes a control 

over the entire PON tree and it is responsible for making 

the whole system functions working properly. In the 

scope of GEM-based forwarding OLT assigns unique set 

of GEM Port and T-CONTs (corresponding to timeslots 

of TDMA) to each ONT which is connected to the PON. 

The traffic received from ONTs is forwarded towards 

other network segments (e.g. towards aggregation 

network routers) based on the flow entries existing in 

OLT FlowTable. The downstream transmission is 

supposed to be realized in similar fashion, i.e. making 

use of FlowTables implemented in OLT and ONTs. The 

important difference as compared to upstream is that in 

downstream no T-CONTs are used since TDMA does 

not exists there. That is why traffic incoming “from the 

network” starting from OLT is encapsulated only in 

GEM-Ports as the only GTC layer-related traffic 

instances utilized for the purpose of downstream 

transmission.  

Taking into account above mentioned assumptions 

an optimal approach seems to be adding OpenFlowPLUS 
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controller as a functional module to the standard EMS 

(Element Management System) managing the system. 

Such solution would allow to manage the PON using 

single management entity. However it is important to 

stress that integration of GPON technology with 

OpenFlowPLUS protocol requires some efforts in the 

areas which are much wider than system management 

aspects. The implementations of OpenFlowPLUS-based 

OLT and ONT will differ from the traditional ones since 

OpenFlowPLUS introduces a different way of traffic 

forwarding. That is why a logical architecture of OLT 

and ONT is supposed to be modified in the context of 

invoking traffic forwarding functions. In other words 

OpenFlowPLUS logical components implemented in 

GPON devices have to be able to “communicate” with 

GPON-layer control plane.  

 

 

Figure 7: OpenFlowPLUS–based GPON solution 

overview. 

As mentioned before the idea of OpenFlowPLUS is 

to provide GPON-related functions to the protocol in 

terms of traffic mapping and forwarding. Similarly to 

original OpenFlow, OpenFlowPLUS is assumed to use 

Flow Table(s) which perform packet lookups, 

modification and forwarding.  Each Flow Table contains 

multiple flow entries (see Figure 8). Each flow entry 

contains ([15] ): 

 match fields – to match against packets; match 

fields include packet header fields (e.g. VLAN ID, 

MPLS label, IP destination address, TCP source 

port, etc.) and ingress port  (optionally also 

metadata that pass information between tables can 

be used)  

 priority – determines an order in which flow entry 

is matched against packets 

 counters – which can be maintained for each port, 

table, flow, etc; counters are updated when 

packets are matched 

 instructions – set of operations which are 

executed when a packet matches a flow entry 

 timeouts – specify amount of time before flow is 

expired by the switch 

 cookie – a field reserved for controller in order to 

modify or delete flows or to filer statistics; it is 

not used during packet processing   

 flags – they impact the way flow entries are 

managed 

 

 

Figure 8: OpenFlowPLUS flow entry components. 

Instructions define the ways of how single action is 

processed. Actions represent operations of packet 

modification or forwarding to the specified port. Actions 

are grouped by different action types, for instance pop 

action type (e.g. pop VLAN header action), set action 

type (e.g. set MPLS traffic class action), etc. Instructions 

executed during OpenFlowPLUS pipeline processing can 

either add appropriate actions to the current action set (a 

set of actions that are accumulated when the packet is 

processed by the tables and that are executed after exiting 

the processing pipeline by the packet), or force some 

actions to be applied immediately. OpenFlowPLUS 

defines new actions which are relevant to GPON 

technology. The considered functions are presented in 

Table 2. 

OpenFlowPLUS introduces a brand new action type 

called gpon related to GPON-specific mapping methods. 

The considered action type provides two actions: Map to 

GEM Port action which represents an operation of 

mapping Ethernet frames to particular GEM Port 

instance and Map to T-CONT action which represents an 

operation of mapping GEM Ports to particular T-CONT 

instance. Additionally the new functionality for original 

OpenFlow output action is supposed to be supported: 

when a packet is destined to be forwarded to the GPON 

port, GTC framing is performed for the packet before 

exiting the interface. The aforementioned protocol 

improvements are the main GPON-related forwarding 

and mapping functions provided by OpenFlowPLUS. 
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Table 2: Main GPON-related forwarding functions 

provided by OpenFlowPLUS. 

GPON 

unit 

Action type /Action Remarks 

ONT, 

OLT 

gpon: 

Map to GEM Port 

introduction of a new 
action to the original 

OpenFlow action set    

function: mapping 

Ethernet frames to 

particular GEM Port 
instance 

ONT 
gpon; 

Map to T-CONT 

introduction of a new 

action to the original 

OpenFlow action set 

function:  mapping GEM 

Ports to particular T-
CONT instance   

ONT, 

OLT 
output 

action modification when 

executed for GPON 

interfaces 

new function: GTC 

framing before forwarding 
the packet on the GPON 

port 

4.3 Use case 

In this section we present a possible application for SDN-

based GPON concept which is proposed in the paper. 

The following assumptions are made for the considered 

use case: 

 the solution is dedicated to business customers 

who reside in office buildings 

 operator acts not only as a service provider but is 

responsible also for administration of in-building 

network 

 in-building network is based on Optical LAN 

solution  

 different service types can be offered (the 

considered traffic flows are listed in Table 3): 

o Internet access, 

o ToIP (telephony over IP), 

o Metro Ethernet (corporate 

connections),  

o cloud computing-based services, 

o office LAN services  

 access network architecture is based on 

OpenFlowPLUS GPON solution (see Figure 9) 

Each office in the building is connected to the optical 

network via its dedicated ONT installed in customer 

premise. Copper cables terminated with RJ-45 sockets 

are deployed in office rooms. Each user device (PC, IP 

phone, application server, etc.) is connected to one of 

multiple Ethernet LAN ports which ONT is equipped 

with (see Figure 10). ONT aggregates the entire traffic 

incoming from user terminals (this traffic is in general 

assumed to contain no VLAN tags) and provides the 

functionality of L3 gateway. Public IPv4 addresses are 

assigned to ONT (IP@1.1) and to some selected user 

devices: web-based application server – IP@1.2 and 

intelligent installation system controller – IP@1.3. For 

other devices private addressing is used (IP@priv). ONT 

is supposed to act as an internal DHCP server for that 

purpose. Any kind of additional CPE (Customer Premise 

Equipment) acting as a BGW (Business Gateway) is not 

required in the considered network. 

Table 3: Services and traffic flows overview. 

Flow 

ID 

Traffic flow/service Remarks 

F#1 Internet Access: HTTP, 

FTP, etc. 

standard Internet services 

F#2 Internet Access: web-
based application 

hosting 

connections from Internet 
are established using 

HTTPS (SSL + HTTP) 

protocol (TCP port 443) 

F#3 Internet Access: remote 

access to intelligent 
installation system 

controller 

connections from Internet to 

intelligent installation 
system controller physically 

located in the office are 

based on  KNXnet/IP 
protocol (port 3671); IP 

address of the controller: 

IP@1.3 

F#4 Metro Ethernet: 
connections to remote 

company branch 

remote company branch is 
supposed to use IP@2.X 

address pool;  

F#5 ToIP  IP phones used in the office 

are assumed to mark IP ToS 

field with DSCP “EF” 
value; IP address of ToIP 

platform: IP@4.1 

F#6 Office LAN: on-

demand connections to 
different companies 

located in the same 

building 

connections allowed for a 

designated sub-pools of 
addresses from  IP@1.X 

and IP@priv (office) and 

IP@3.X (different company 
office) 

F#7 Office LAN: access to 

in-building monitoring 

systems 

in-building monitoring 

system server is assumed to 

be connected to a dedicated 
ONT (installed in the 

building) with IP address: 

IP@5.1 

F#8 Cloud computing: 

remote storage, 
backups 

IP address of the server 

offering  cloud computing 
services: IP@6.1 

Thanks to applying OpenFlowPLUS, sophisticated 

mapping rules are supported in order to ensure effective 

traffic forwarding through GPON. As an example we 

show how match fields with corresponding instructions 

can be defined for flow entries within ONT Flow Table. 

To avoid complexity description of forwarding is limited 

to traffic flows transmitted in upstream direction (see 

Table 4 and Figure 10). The idea of traffic forwarding is 

as follows: 

1. Traffic flows (packets) incoming from different 

end devices enter ONT Flow Table 

2. ONT performs a table lookup. Packet match 

fields (which typically include various packets 

header fields) are extracted from the packet and 

then it is matched against the ONT Flow Table. 

Each flow entry in the table is uniquely 

identified by match fields and priority taken 

together. During matching operation only flow 

mailto:IP@1.2
mailto:IP@4.1
mailto:IP@1.X
mailto:IP@5.1
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entry with the highest priority (from those which 

match the packet) can be selected. 

3. For the selected flow entry instructions are 

executed. In particular packet modification 

actions are applied in the first step, e.g. Push 

VLAN header, Set VLAN ID, Set IPv4 ToS bits, 

etc. 

4. Next GPON-specific actions are executed, i.e. 

Map to GEM Port and Map to T-CONT that 

correspond to the operation of mapping user 

traffic flows (packets) to GPON-related traffic 

entities  

5. Finally output action is applied which terminates 

OpenFlowPLUS processing pipeline and 

invokes further packet processing based on the 

mechanisms defined for GPON technology 

(GTC framing, allocation to dedicated timeslots, 

etc.) 

Based on the user traffic to GPON-specific instances 

mapping methods (using limited set of parameters like 

VLAN ID, pbit, UNI) which are currently supported in 

typical commercial implementations it would be very 

difficult or even impossible to follow the traffic 

forwarding model presented in considered use case. For 

instance, applying traditional approach it would be 

impossible to map traffic flows F#1 and F#3 to different 

GEM Ports if they originated from the same end-device. 

Moreover it can be expected that the traditional 

approach: 

 would require additional CPE (some kind of L3 

Business Gateway - BGW) if standard L2 aware 

 

 

Figure 9: OpenFlowPLUS-based architecture for business applications overview. 

 

Figure 10: OpenFlowPLUS-based ONT forwarding: a logical scheme. 
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GPON ONT is used 

 would introduce VLANs or even additional L2 

switches (in some cases) to customer network 

 would attach most of end devices to particular 

physical ports on L2 switches, BGW, ONT 

 would partition customer network into “service 

domains” (e.g. in the sense of VLANs), it may 

lead to the situation that not all services are 

available for single end device 

All above mentioned aspects make the traditional 

approach more expensive (more devices), more complex 

(more devices and more VLANs) and less flexible (fixed 

connections in customer network, limited set of available 

services per end device) On the other hand the proposed 

OpenFlowPLUS-based GPON solution is very flexible 

and convenient from customer perspective. Moreover, 

since it is assumed to be a programmable system its 

configuration can be easily adapted to support 

immediately new services and business needs once they 

appear.     

It is important to stress that considered scenario is 

only example case for traffic forwarding realized in the 

sense of OpenFlowPLUS protocol. Here, for the sake of 

simplicity, only one Flow Table is used as well as 

simplified instructions scheme is proposed. However, for 

real deployment more advanced mechanisms can be 

applied like pipeline processing based on multi Flow 

Table entities. Also much more complex and 

sophisticated actions can be defined for traffic flows. The 

example of forwarding considered in this section is 

limited only to upstream forwarding for ONT (towards 

OLT). Obviously, the complete forwarding model for the 

entire system is supposed to cover: 

 upstream forwarding for ONT (towards OLT) 

 downstream forwarding for ONT (towards 

customer network) 

 downstream forwarding for OLT (towards 

ONTs) 

 upstream forwarding for OLT (towards 

aggregation network) 

Presented access network model supports also 

openness for TPOs (Third Party Operators) what is 

typically required by country-specific regulations. Each 

customer served by TPO connects a dedicated CPE 

(which he/she was given by the TPO) to the 

OpenFlowPLUS-based ONT. For such application ONT  

provides only a basic functionality, i.e. it is configured to 

work as a traditional L2 bridge (equipped with GPON 

uplink) that passes assigned VLAN(s) through the system 

up to the first TPO’s switch or router (see “office #2” in 

Figure 9) interconnected to primary operator’s network. 

It is clear that in such case most of advanced forwarding 

functions offered by OpenFlowPLUS would not be 

available for such customer. However, it is important to 

note that it is not a matter of any technology limitations. 

It is rather a decision of primary operator who would 

offer “exclusive” features only for its own customers. 

Nevertheless, such customer always can change the telco 

company which he/she is served by. In particular the 

customer can leave the TPO and join primary operator’s 

customers base. In this way he/she would be able to 

make use of the full range of features offered by 

OpenFlowPLUS-based solution. 

 

match fields of 

flow entries & 

priority   

Matche

d flow 

Instructions 

IPv4 dst = IP@4.1 

AND 
IPv4 ToS bits = EF 

F#5 Apply-Actions { 

Map to GEM Port: 1 
Map to T-CONT: 1 (type 1) 

output} 
Priority: 10 

IPv4 dst = IP@2.X F#4 Apply-Actions { 
Push VLAN header 

Set VLAN ID: 1001 

Set VLAN priority: 3 
Map to GEM Port: 2 

Map to T-CONT: 2 (type 2) 

output } 

Priority: 9 

IPv4 dst = IP@3.X F#6 Apply-Actions { 
Push VLAN header 

Set VLAN ID: 301 

Set VLAN priority: 3 
Map to GEM Port: 3 

Map to T-CONT: 3 (type 2) 

output } 

Priority: 8 

IPv4 src = IP@1.2 

AND  
TCP src port = 443 

F#2 Apply-Actions { 

Set IPv4 ToS bits = CS2 
Map to GEM Port: 4 

Map to T-CONT: 4 (type 3) 

output } 
Priority: 7 

IPv4 src = IP@1.3 

AND  

TCP src port = 
3671 

F#3 Apply-Actions { 

Set IPv4 ToS bits = CS1 

Map to GEM Port: 5 
Map to T-CONT: 4 (type 3) 

output } 
Priority: 6 

IPv4 dst = IP@5.1 F#7 Apply-Actions { 

Push VLAN header 

Set VLAN ID: 200 
Set VLAN priority: 1 

Map to GEM Port: 6 

Map to T-CONT: 5 (type 2) 
output } 

Priority: 5 

IPv4 dst = IP@6.1 F#8  Apply-Actions { 

Set IPv4 ToS bits = CS2 

Map to GEM Port: 7 
Map to T-CONT: 6 (type 2) 

output } 

Priority: 4 

(ANY, ANY, …) F#1 Apply-Actions { 

Set IPv4 ToS bits = none 

Map to GEM Port: 8 
Map to T-CONT: 4 (type 3) 

output } 

Priority: 0 

Table 4: Match fields and instructions for flows 

incoming to ONT. 

5 Conclusion 
In the paper we presented a novel approach to deploy 

optical access networks addressed to B2B market 

segment where we defined a new role for telcos. The 

major advantage of our solution is its flexibility thanks to 

introduction of SDN paradigm to GPON-based 

networking. We believe our work can be considered as a 

mailto:IP@2.X
mailto:IP@3.X
mailto:IP@1.2
mailto:IP@1.3
mailto:(ANY
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conceptual framework for further analysis and solution 

development. 
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This paper describes principles of the data communication in the distributed database system AD-DB 

developed by the authors. The database system is designed to function properly in such a complex and 

dynamic network as the VANET is. That way, vehicles connected to the VANET could distribute traffic 

related data to the others. The paper concludes by proposing a solution for security problems by 

introducing cross-certificate to our system. 

Povzetek: Predstavljena je izvirna arhitektura porazdeljenih podatkovnih sistemov v okolju VANET. 

1 Introduction 
VANET (Vehicular Ad-hoc NETwork) is a field of 

important research nowadays [25]. Many researchers are 

trying to develop new principles to make it possible to 

distribute information through this network. Applications 

for VANET could be divided into two categories: safety 

applications and comfort applications. Safety 

applications are more important ones. They are focusing 

on distributing information about traffic accidents, 

obstacles and other safety hazards to as many vehicles as 

possible [13, 14]. 

VANET is defined to be a special case of MANET 

(Mobile Ad-hoc NETwork) where network nodes are 

represented by vehicles in a road traffic. But problems 

with distributing data in VANET are completely different 

from the MANET ones. MANET nodes as computers 

with limited power source and limited computing 

resources have to communicate in small time frames to 

preserve as much power as possible. All research of the 

MANET communication is about minimizing 

communication and computing time and about 

conserving node power. 

On the other hand, almost all of VANET nodes 

(vehicles in road traffic, road infrastructure) have good 

power source. So research in this area is focusing on the 

best way to distribute information for all nodes that are 

interested in it. 

2 State of the art 

2.1 Classic architecture of distributed 

database system 

Architecture of DDBS (Distributed Database System) 

from data organization point of view is shown in figure 

1. It is simple layered model with four layers. Each one 

of them represents some view on data itself. 

 

Figure 1: DDBS reference architecture [1]. 

There are four layers of distributed database system, 

each modeling one kind of view on distributed database 

[1]: 

1. LIS (Local Internal Schema) represents physical 

representation of data stored at one node. It is 

analogy of internal schema from centralized 

databases. 

2. LCS (Local Conceptual Schema) describes 

logical organization of data at one node. It is 

used to handle data fragmentation and 

replication. 

3. GCS (Global Conceptual Schema) represents 

logical organization of data in whole distributed 

database system. This layer is abstracting from 

the fact that the database system is distributed. 

4. ES (External Schema) represents user view into 

distributed database. Each external schema 
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defines which parts of database user is interested 

in. 

The fact that the user is using only global conceptual 

schema through views defined in external schema, 

assures that the user can manipulate the data regardless 

of its position in the distributed database system. 

Therefore it is necessary to have a mapping from every 

local to the global conceptual schema. This mapping, 

named GD/D (Global Directory/Dictionary), is defined 

as part of the distributed database system. 

The main role of GD/D is to provide access to 

mapping between local conceptual schemas and the 

global conceptual schema. So it has to be accessible from 

every node sending queries to the system. There are 

several ways to ensure it [4, 5]: 

1. Centralized directory – whole GD/D is stored 

centrally at one node. The advantage of this 

solution is that it makes GD/D manipulation 

simpler. However, one central node represents 

single point of failure for the whole distributed 

system and can be a bottleneck as well. 

2. Fully redundant directory – replication of the 

whole GD/D is stored on every node. That way 

it can be quickly accessed whenever needed. But 

its modifications are more complicated due to its 

multiple occurrences in the system. 

3. Local directory – every node stores only its own 

part of the GD/D, so its management is very 

simple. On the other hand, global query requires 

communication with other nodes to make 

possible to create the query plan. 

4. Multiple catalog – in the clustered distributed 

database system it is possible to assign whole 

GD/D replication to one node in each cluster. It 

is combination of first two ways. 

5. Combination of 1. and 3. – every node has its 

own GD/D replication and there is one global 

replication as well. Each of this possibilities has 

its pros and cons. But they have all something in 

common: the system needs to recognize all of its 

parts. 

Whether the GD/D is stored at one node or 

somewhat distributed through the system, there needs to 

be some way how to access it as a whole. This is not 

possible in VANET as there is no way to ensure 

communication between all of the nodes. In this 

situation, GD/D cannot be used to locate requested data. 

As of the present time there is no solution designed 

specifically for VANET known to the authors. But there 

are few solutions for MANET, so we will describe them 

in next sections of the article. 

2.2 TriM protocol 

The TriM protocol is the one of first attempts for solving 

the problem of data distribution in MANET environment 

the generic way. It was designed as part of a PhD thesis 

at the University of Oklahoma [6]. The main focus of the 

protocol is to minimize power consumption and to utilize 

all three modes of communication [7]: 

 Data Push represents data distribution using 

broadcast messages. 

 Data Pull represents on demand data 

distribution. 

 Peer-to-peer communication for querying data. 

The main disadvantage of the TriM protocol is its 

requirement to have same data on all nodes. This 

requirement makes it practically unusable in the VANET 

environment. 

2.3 HDD3M protocol 

HDD3M protocol tries to solve TriM protocol problems. 

As in the original protocol, HDD3M aims to use all three 

modes of communication and to conserve as much power 

as possible. The main difference from the TriM protocol 

is a possibility to manage database fragments and to 

modify the distributed database via transactions. 

HDD3M divides nodes into 3 categories: 

 Requesting node (RN) is sending queries to 

distributed database system. 

 Database node (DBN) is containing database 

fragments. 

 Database directory (DD) stores GD/D for 

distributed database. 

This protocol must solve problems with distribution 

GD/D. There is no guarantee that all of database 

directory nodes receive the GD/D update request. Some 

of the nodes could be inaccessible through MANET or 

shut down due to lack of energy. When the network is 

fragmented, keeping the data accurate and actual might 

be impossible. 

The biggest problem for the deployment of 

distributed databases in the VANET environment is the 

necessity of the knowledge of all the nodes beimg 

available in the system. This problem persists in this 

solution as well because the GD/D is still used. 

3 Principles of proposed solution 
So the only way to ascertain the  use of the distributed 

database system in the VANET environment is to 

remove the GD/D from the system and replace it with a 

different principle. As it has been said already, the GD/D 

describes the mapping between the local and global 

conceptual schemes. Without the mapping the system 

does not know where the data are located and how to 

query them. 

Using the GD/D in the VANET environment is 

impossible because it requires knowledge of the whole 

system (global directory). In VANET every node knows 

only its immediate surroundings. So querying a 

distributed database is fairly limited in such environment. 

The only nodes which can be addressed to using queries 

are those in the immediate surroundings in the network. 

So the system naturally creates virtual clusters of nodes 

that can communicate with each other. The clusters 

might overlap, so each of the nodes of the cluster can 

communicate with another set of nodes. 

The only possibility to introduce principles of 

distributed database systems into VANET environment 
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lies in allowing to query data only from clusters 

containing the query node. That way we can replace 

GD/D with another principle – CD/D (Cluster 

Directory/Dictionary). But there is still question, how to 

store CD/D and how to distribute it throughout the 

database system. The possibilities are same as they were 

for storing GD/D. They were described in the subsection 

1. in section 1 of this paper. 

Best possibility for VANET seems to be storing their 

own part of CD/D at each of network nodes. Other 

possibilities would be complicated to implement due to 

highly dynamic nature of VANET. 

This is the way distributed database management 

system AD-DB (AD-hoc DataBase) is working [24]. 

AD-DB was created as the result of a PhD thesis at 

University of Žilina [2] by one of authors. 

4 Query processing in AD-DB 
As we already said, it is impossible to keep CD/D as a 

whole and distribute it throughout the VANET. Instead 

of that, AD-DB is using broadcast messages for data 

communication and lets each data node to decide 

whether it has requested data or not by looking to its own 

part of CD/D. 

AD-DB supports two methods of communication 

each based on slightly different principle: 

 Pull method is an application of pull mode of 

data communication into AD-DB database. It 

allows each node to query data from cluster. 

 Push method is an application of push mode of 

data communication into AD-DB database. It 

allows to share own data to other nodes without 

any prior query. 

4.1 The Pull method 

The Pull method represents the standard method of query 

processing in classic distributed database systems. One 

of the nodes sends query to the system and waits for the 

results. 

The method could be used in such  a situation where 

a client does not have to update the data periodically but 

needs to query it once instead. One time search for 

nearby cinemas could be taken as an example of such a 

situation. 

It is also possible to use the pull method as a means 

for data replication but it is much more ineffective than 

using the push method [15]. 

 

 

Figure 2: Query processing using the pull method [2, 3].  

The query principle is shown on Fig. 2. 

Communication is done in the following steps: 

1. Global query optimization. It is important to 

optimize a query to minimize the size of 

resulting data. 

2. Sending a query. The Query node sends 

optimized query using broadcast message. That 

way all of the data nodes in cluster receive the 

query. The query node waits for the specified 

time. 

3. Query fragmentation. Every data node which 

receives the query fragments  searches for 

subqueries that the node is able to execute. 

4. Local subquery optimization. A data node 

optimizes each of the found subqueries and 

prepares it for execution. 

5. Subquery execution. The data node executes 

each of subqueries. 

6. Sending the result. The data node sends back the 

resulting data together with the identification of 

executed subquery using the unicast message. 

7. Results evaluation. After the specified time runs 

out, the query node evaluates all results received 

from the data nodes and merges them to one 

complete result. 

4.2 The push method 

Given that the organization of the network structure is 

changing rapidly in VANET, it is clear that sometimes 

there is a need for querying the same data repeatedly. A 

possibility of using the push method of data 

communication in AD-DB can be handy in such 

situation. 

This is also the reason why the push method is more 

effective to be used in data replication algorithms than 

the pull method [15]. 

 

 

Figure 3: Schematic illustration for push method [3]. 

The schematic principle of push method is shown in 

Fig. 3. The Communication is done in the following 

steps: 

1. Local query optimization. The data node 

optimizes the query and prepares it for 

execution. 

2. Query execution. The data node executes the 

optimized query. 

3. Sending the data. The data node sends resulting 

data packed with the query through VANET as 

broadcast message. 

4. Results evaluation. When the query node 

receives the data, it analyzes the attached query 

to determine whether it needs the data or not. If 
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it needs the data, it forwards the data to the user 

application to process it. 

5 High level communication protocol 

for AD-DB 
Schematic representation of the communication protocol 

used in AD-DB is shown in Fig. 4. The data node can 

process the processQuery message. This is sent by a 

query node in the form of a broadcast message in the pull 

method of communication. 

The query message has following structure [2]: 

 Schema uuid is a unique identifier of the current 

database schema. It is important to include this 

for the data node to be able to determine 

whether it should process the query or not. 

 Serialized query represents the query itself. The 

best way to transfer the query is in a form of 

serialized abstract syntax tree, as it is easy to 

process by the data node. 

There is no need to transfer the session identifier of 

any kind, because the query and uuid could be used as a 

unique identifier of the request. 

The response message structure is as follows [2]: 

 Schema uuid as part of response unique 

identifier. 

 Serialized query as part of response unique 

identifier. It is possible to use the query as part 

of unique identifier because the query processed 

by the database system is expected to be simple 

and short. If this assumption was not true, it 

would still possible to use value computed from 

the query by some hash function instead. 

 Query part is the identifier of the processed 

subquery. 

 Data as a collection of the resulting objects. 

Using the schema uuid and query pair as a unique 

identifier of a request has one advantage over using 

surrogate identification number. This way the response 

message format can by the same for the pull and the push 

methods of communication. 

Important part of a response message is the query 

part identification. It represents a unique identifier of 

query part processed by a data node as a subquery. This 

identifier is needed by a query node to be able to merge 

all responses from all responding data nodes. 

There are two possibilities how to use the same 

system of numbering for all query parts by both the 

query and the data node: 

 Inserting the identifier directly into the 

serialized query. The process of identifier 

inserting is done directly by the query node after 

the global optimization.  

Example of a query with identifiers (syntax of 

the query language used by AD-DB is published 

in multiple publications by authors [2, 3, 8]): 

(1) ⋈ ((2)projects//(λx|x◃name=KANGO),(3)employees) 

where (1) identifies the whole query as one part, 
(2) identifies collection of all projects with the 

name KANGO, and (3) identifies collection of all 

employees. 

 Automatic numbering of all operations by theirs 

priority. The priority of an operation can not 

change as it is defined by the query language, so 

the numbering will be same on both query and 

data node. This system is preferred and it is used 

by AD-DB as it does transfer slightly smaller 

quantity of data between the query and data 

node. 

The push method is using the processResponse 

message. It is sent by the data node in the form of 

broadcast message. 

 

Figure 4: Schematic representation of communication 

protocol used by AD-DB [2]. 

6 The OSACP protocol 
OSACP (Object Structure Aware Communication 

Protocol) is an application protocol designed specifically 

to transfer structured data through VANET. It is designed 

as part of PhD thesis at University of Žilina [9]. OSACP 

is using UDP transport protocol on top of IPv6 network 

protocol. Its design allows it to transfer any structured 

data through VANET and reconstruct it on the other side 

even if part of data was not transferred correctly [10, 3]. 

Missing parts of the structure are replaced by special 

object UNKNOWN to indicate incomplete message. It is 

up to the user of the distributed database (person, or 

another application) to decide whether it can process the 

message or not. 

7 Security of DDBS 
Since VANET is a very dynamically changing system, 

we must pay special attention to the communication 

security. Connections between network elements are 

constantly changing according to the current position of 

the elements and the impact of their communication 

devices. Looking at VANET as a distributed system 

without the possibility of at least partial centralization 

presents a high risk of abuse (threats model, 

authentication, privacy, secure identification of the 

position, etc.). It is necessary for network elements to 

create an appropriate security architecture that will 

protect the participants from various types of attacks. 

Safety aspects that are required in networks can be 

divided into 2 areas: 

 Availability 
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 Authentic information and privacy 

On that basis, we can define commonly known 

security threats and divide them into the following 

categories. 

7.1 Threats to availability 

Denial of service – overload the node resources so it 

is not able to perform other important and necessary 

tasks. It occurs very often as distributed denial of service. 

Similar situation can be made by jamming the channel. 

Black hole attack – an attack by misbehavior of the 

node. It can forcibly redirect network traffic to a non-

existent node by falsifying the routing information, 

causing the data to be lost. 

Malware – malware attacks, such as viruses in 

VANETs, have the potential to cause serious disruption 

to its normal operation. Malware attacks are more likely 

to be carried out by a malicious node. The attacks may be 

introduced into the network when VANET units in cars 

and roadside station receive software updates or special 

plugins. 

GPS spoofing – using GPS simulators to generate 

fraudulent signals so nodes believe they are in different 

location or in different time. 

Broadcast tampering – an attacker can inject false 

traffic safety message into the network. Broadcasting this 

message can cause accidents or manipulating the flow of 

traffic to clear chosen route. 

Spamming – spam messages on VANETs elevate the 

risk of increased transmission latency. The lack of 

centralized administration causes serious problems in 

VANET. 

7.2 Threats to authentication 

Masquerading – an attacker presents itself as 

legitimate node in the vehicular network by using false 

information or by using message fabrication, message 

alteration, or message replay. For example, an attacker 

acts as an emergency vehicle to mislead other vehicles to 

slow down and yield [16]. 

Replay attack – this attack happens when an attacker 

replay the transmission of earlier information to take 

advantage of the situation of the message at time of 

sending [17]. 

Sybil attack – in this attack type, a node sends 

multiple messages to other nodes and each message 

contains a different fabricated source identity in such a 

way that the originator is not known [18, 19]. The basic 

goal of the attack is to provide an illusion to other nodes 

about a traffic jam, and force them to take an alternate 

route 

Message Tampering – this type of attack is changing 

messages while being transferred from a source to theirs 

destination. Everyone within the same zone in VANET 

can listen to all messages sent by other users. Thus, 

malicious users can modify the contents of a message 

before it is received by real destination [20]. 

ID Disclosure – is about disclosing the identity 

information. Using this method, attacker can track the 

current location of his target [20]. 

7.3 Threats classification 

From this point of view we should define which attack 

described in sections 7.1 and 7.2 is mapped to which 

layer of our distributed database system. All of them 

should be expected only on two lowest layers. One can 

expect these type of attack form group of Threats to 

availability to the LIS layer: 

 Denial of service 

 Black hole attack 

 Broadcast tampering 

 Spamming 

From group of Threats to authentication come into 

consideration: 

 Masquerading 

 Reply attack 

On the second level LCS (Local Conceptual Schema) 

it can be form group of Threats to availability: 

 Malware 

 GPS spoofing 

And from group of Threats to authentication: 

 Sybil attack 

 Message Tampering 

 ID Disclosure 

Many of these attacks can be avoided by using PKI 

(Public Key Infrastructure). In conventional database 

systems PKI and cryptography ensure the highest layers. 

The VANET situation is reversed. We need to ensure the 

lowest layers. 

Classic PKI is composed of CA (Certification 

Authority) tree with one root CA. Each CA has a 

network of RA (Registration Authority) to verify the 

applicant's identity certificate. Security is based on 

cryptography. The parent node in the hierarchy “Node 

certificate - CA certificate – root CA certificate” 

guarantees the public key and identifies subordinate by 

form of a certificate that is signed electronically 

document. In the case of private key compromising the 

certificate relevant node or CA needs to be revoked. 

When using PKI in VANET, we must take into 

account the specificities that make it impossible to use 

certain features and protocols used in PKI. 

7.4 Local storage certificates of root CAs 

Many CA roots are expected in VANET and therefore 

fluctuation of CA is very likely. In environment, with 

many root CAs, it is very complicated to store every root 

certificate in local storage in every node. On the other 

hand it is possible to use cross-signed certificates so a 

node in its local storage must have only one or few root 

certificates. When node receives signed message, it 

receives also chain of certificates of CA hierarchy and if 

there is a root CA that believes it (in its local storage), 

message is valid. 
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CA1

CA11

CA2

CA21

Root CA-Certificate:
Issuer: CA1
Subject: CA1
Serial #: 6e5f
SKI: 3e9c

Cross-Certificate:
Issuer: CA1
Subject: CA2
Serial #: b564
SKI: e58a
AKI:
  Issuer: CA1
  Serial #: 6e5f
  KeyID: 3e9c

Root CA-Certificate:
Issuer: CA2
Subject: CA2
Serial #: e5fa
SKI: e58a

Cross-Certificate:
Issuer: CA2
Subject: CA1
Serial #: be53
SKI: 3e9c
AKI:
  Issuer: CA2
  Serial #: e5fa
  KeyID: e58a

Issuer: CA1
Subject: CA11
Serial #: 6148
SKI: f5fe
AKI:
  Issuer: CA1
  Serial #: 635f
  KeyID: 3e9c

User1

Issuer: CA11
Subject: User1
Serial #: 6108
SKI: 7e56
AKI:
  Issuer: CA11
  Serial #: 6148
  KeyID: f5fe

Issuer: CA2
Subject: CA21
Serial #: 6171
SKI: 3323
AKI:
  Issuer: CA1
  Serial #: 6148
  KeyID: e58a

Cross certification

Cross certification

 

Figure 5: N tier cross certificate [21]. 

7.5 Revocation of certificates 

In standard PKI there is a mechanism to revoke 

certificate by issuing CRL (Certification Revocation 

List) by CA. It contains a list of every revoked 

certificate. It can be the absolute list or the differential 

list of revoked certificates from last published CRL. 

There is also OCSP protocol (Online Certificate 

Revocation Protocol), which is used for online checking 

of validity the certificate. In VANET OCSP has very low 

performance [22, 23] and is not very useful. 

For our distributed database system we recommend 

to use the cross-certificate and the absolute CRL. Using 

the absolute CRL we risk very large CRL. It depends on 

the length of certificate validity. The short period of 

validity of the certificate reduces probability of 

compromising the private key, but increases overhead 

and re-applying for the issuance of the certificate. For 

that process it can help implementation of automatic 

renewal of certificates by CA. Choosing a suitable length 

of validity of the certificate depends on the particular use 

of DDBS. 

8 Conclusion 
There is no known distributed database systems that 

would be possible to operate in the VANET 

environment. There are some attempts to do so for 

MANET, but they are unusable for VANET. 

The paper presented the communication system of 

the distributed database system AD-DB. The database 

system is designed to be used in the VANET 

environment and so its basic principles had to be altered 

for such usage. 

In the nearest future we would like to focus on 

enhancing the query optimization algorithms, but there 

are many other areas which would be interesting to 

explore. For example, many of the data in VANET are of 

highly temporal character, e.g. current weather, traffic 

flow speed, traffic obstacles, etc. It would be interesting 

to have a possibility to query current state of those 

temporal data. 

We have some accomplishments in this area even 

now. We have designed system to query visual objects 

recognized by vehicle cameras through VANET [11, 12], 

so the next logical step would be to integrate this system 

into distributed database system AD-DB. 
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Setting out to build a real-time carpool and ride-sharing solution, which would be able to attain a 

global user base and is initially designed as highly-scalable, this paper describes some of the selected 

designed concepts, distribution and cloud computing strategies needed to do so. Our selections were 

based on experiences of others with same or similar-purpose solutions which were developed in the 

previous decade. Some of these solutions were either outdated, mostly by leaving its users with a subpar 

user experiences as their user base grew, or outgrown by having limited client reach, leaving them 

available only to a small portion of mobile client devices or desktop browsers and users. This paper 

presents an implementation of a ridesharing application prototype that follows all of aforementioned 

strategies. The goal of this prototype is to show that it is possible to make very scalable and ubiquitous 

ridesharing application, which is able to successfully reach and serve a global user base. 

Povzetek: Članek predstavlja nov prototipa aplikacije za delitev stroškov prevoza z avtomobilom.  

1 Introduction 
This paper is a follow-up to a paper presented at the 

FedCSIS’13 conference [1] which extends further upon it 

with some experimental data and even more prototype 

implementation details. The aforementioned paper 

explored some currently available positions concerning 

an implementation of any present and future carpooling 

and ride-sharing applications. These applications should 

be real-time, dynamic (more about meaning of dynamic 

in following sections) and scalable enough to reach a 

worldwide audience. The explored positions were chosen 

so that any such application could and should work 

without either omitting support for any future mobile 

platform or leaving its clients with deteriorating quality 

of service as it client base grows. Because of the prior of 

the two just previously noted requirements, we identified 

some novel client web technologies which are or will be 

available on all modern mobile platforms. Therefore, we 

felt confident that any real-time dynamic carpool and 

ride-sharing application built upon these technologies 

could be ubiquitous enough. By ubiquitous we mean 

making it available across both various mobile and 

desktop platforms, current and future ones. Also, because 

of the latter requirement, which was also explored and 

outlined in our previous paper, some effort was also put 

in identifying server side technologies capable of 

producing a low-cost development and maintenance real-

time dynamic carpooling and ridesharing mobile and web 

application. Considering existing solution experiences, 

primary idea was to build a scalable solution that could 

start out small but allow easy growth later. This is to 

accommodate the fact that the ride-sharing industry has 

only recently started becoming globally interesting. 

However, carpooling formally appeared in the US in the 

mid-1970s, after the 1973 oil crisis [2]. At that time the 

rising costs of using a personal vehicle for transportation 

of only one passenger made it prudent to drive more than 

one person, usually co-workers commuting to and from 

same workplace, splitting transportation costs. However, 

the reduction of oil and gas costs in the 1980s and the 

breakdown of a typical 9AM to 5PM workday in the 

1990s led to a spiral down trend in carpooling popularity. 

Federal government in the US tried to counter such a 

trend by incentivising carpooling drivers, growing the 

number of no-toll carpool lanes across many highways. 

Those lanes were also allowing for relief from ever 

growing traffic jams and gridlock, as the number of 

vehicles on the roads increases. In 2000 it exceeded 740 

million globally [3] and projections are there will be over 

2 billion motorized vehicles by 2030 [4]. Large number 

of vehicles creates many well-documented problems for 

urban areas, such as increased traffic, increased 

pollution, parking congestion, and the need for expensive 

infrastructure maintenance. To reduce all of those and 

personal transportation costs also, we set out to create a 

low-cost, ubiquitous and global audience capable real-

time carpool and ride-sharing solution.  

1.1 Problem 

The expenses, both environmental and fiscal, of single 

occupancy vehicles can be reduced by utilizing more of 

the empty seats in personal transportation vehicles. 

Carpooling and ride-sharing targets those empty seats: 

taking additional vehicles off the road thus reducing 

traffic and pollution, whilst providing opportunities for 

social interaction. However, historically carpool 

scheduling often limited users to consistent schedules 

and fixed rider groups–carpooling to the same place at 
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the same time with a set person or a group of people. To 

make that problem worse, the leading problem concerns, 

given in a 2009 survey about why people don’t carpool, 

were difficulty to organize carpools and the 

inconvenience of organization far in advance [5].  

Due to aforementioned reasons, this paper proposes 

some main guidelines and cloud distribution strategies 

that we fell will bring best value for any future global 

carpool and ride-sharing solution.  

The rest of the paper is organized as follows: Section 

2 provides an overview of related work. In Section 3 we 

present overall design concepts and our objectives. 

Section 4 elaborates on our proof-of-concept prototype 

system implementation choices, with subsections 

focusing on several specifics. Section 5 concludes the 

paper and discusses our future work. 

2 Related work 
In this section we present existing ridesharing and 

carpool solutions and research. We have divided this 

section into two main parts: Subsection 2.1 reviews 

carpool and ride-sharing related solutions currently 

available and Subsection 2.2 surveys some of the 

literature and papers on the subject. 

2.1 Current carpool and ride-sharing 

solutions 

Entering carpool and ridesharing search terms in some of 

the largest mobile app store and internet search engines 

returns a great deal of mobile apps and internet websites 

offering either classic or dynamic carpooling and ride-

sharing. By the notion of classic carpool mobile app or 

website, we denote applications within which users just 

schedule and advertise their plans for a trip well in 

advance. This is accomplished effectively through an, in 

essence, a searchable electronic bulletin board, seeking 

other users travelling in the same direction at the same 

time. Although some of those apps and websites, such as 

carpooling.com [6] and its mobile client apps have a 

large user bases, the static routing problems they help 

solve makes their usage fairly limited. 

The inconvenience of having to search though large 

carpools or even smaller but fixed choice driver groups, 

hoping to amongst them find a pre-scheduled and 

advertised trip adequately consistent with one’s schedule, 

makes classic carpooling apps or websites non-practical 

for relatively short and near-immediate on-the-go carpool 

and ride sharing trip plans. It is for that reason that even a 

solution presented on [6] and its large network of 

European subsidiary websites, added advanced time 

constrained search features. These features are used to 

“find a lift”, which to a certain extent alleviate some of 

the inconveniences for their on-the-go passenger users. 

However, the added hourly time-constrained advanced 

searching still inconveniences their vehicle driving users 

to be mindful of their advertised pre-trip given schedules, 

even though that may not always be objectively possible, 

due to unforeseen events such as: road accidents, 

gridlocks, etc. 

Thus, a new form of dynamic carpool and ride-

sharing mobile apps and websites is emerging. They are 

indicated by their use of real-time passenger requests 

along with real-time vehicle driving users’ location data, 

foregoing the need for well in advance pre-scheduled and 

advertised trips. Amongst some of the most known and 

pioneering mobile apps and websites offering dynamic 

carpooling and ride-sharing are Lyft [7] and SideCar [8]. 

Both mobile apps are available for iOS as well as for 

Android, but neither app currently has a web browser 

user interface. This may be intentional since both are 

fully natively written, and by our observations both use 

TCP sockets to communicate with their respective 

backend services. Therefore both would need changes to 

make them web browser-friendly. Unfortunately, those 

code changes could include some rather tedious 

transformations. This is due to the fact that native TCP 

socket traffic has not been well suited for consumption in 

web browsers relying mostly on HTTP, until recently. 

Another popular application and website is Waze [9], 

which isn’t intended for carpool and ride-sharing. Waze 

is used for gridlock traffic reporting and avoidance, but 

accommodates for pickup requests also, and it seems to 

have taken another approach in comparison to the two 

aforementioned applications. Although Waze mobile 

apps are also fully natively written, their website presents 

a "live map" user interface which maps events reported 

by their users. Such events include pickup requests and 

replies of passenger and vehicle driving Waze users who 

are otherwise linked either via a popular social network, 

or through email and SMS. Fortunately, access to those 

real-time events has now been extended from its native 

app users to even non-Waze users through private URLs 

which lead to a live map connected to the Waze backend 

via a GeoRSS [10] feed through HTTPS (Figure 1). 

  

Figure 1: Waze “pick up” and mobile "live map" UI. 

The original GeoRSS XML format is however 

transformed to JavaScript Object Notation (JSON) 

presumably for easier (JavaScript) client-side 

consumption and traffic overhead reduction. However it 

is still limited by a set update interval time. To our 

knowledge, there are no other globally popular websites 
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and mobile apps that currently allow for carpool and 

ride-sharing uses, excluding commercial taxi dispatchers. 

2.2 Current carpool and ride-sharing 

papers 

Because static carpool still represents the majority of 

existing solutions, almost all of the available papers and 

literature on carpool and ridesharing mainly deal with the 

static ridesharing issues. In the static carpooling users 

must pre-schedule their trips, neglecting the dynamic 

aspect. Despite much of the progress experimented on 

dynamic carpooling and ride-sharing concepts, it still 

remains in the early stages regarding publicly available 

works and literature. In order to make up for that 

shortfall, some of the papers which mention carpooling 

and ride-sharing, and even consider the dynamic aspect, 

like [11], also considered other issues at the same time. 

Some papers are especially involved in the concepts of 

traceability, communication and security services. Their 

authors feel that none of the current solutions evoked 

these concepts, identifying the security issues as one of 

the main reasons hindering their success [12]. All cited 

papers provided us with a lot of beneficial ideas and food 

for thought transferred onto this paper. They also 

influenced this paper’s findings and conclusions, and out 

of that still quite disorganized literature, we have 

identified some yet non-tackled issues, laid out in the 

following sections. Mainly, we take issue with web 

browser user interfaces and standardized web 

technologies which seem to be the unifying way forward, 

putting ubiquity in the grasp of every hybrid web and 

mobile application. 

3 Design considerations 
In the previous section we presented some of the 

carpooling and ride-sharing solutions, ideas and issues 

tackled recently. In this section we are building up on 

those solutions and ideas, proposing some of our own 

design concepts for a global dynamic real-time 

carpooling and ride-sharing solution. In Subsection 3.1 

we describe some of design concepts that are suitable for 

a real-time dynamic carpooling and ride-sharing solution. 

Subsection 3.2 further describes our ideas, allowing for 

the proposed real-time solution to tackle the problem of 

being able to serve up to a global user base, adding cloud 

and distribution design concepts. Finally, in Subsection 

3.3 we deal with the ubiquity problem, considering the 

client user interface technology we feel will be future-

proof and available on almost all new mobile and 

desktop platforms. 

3.1 Real-time dynamic solution design 

concepts 

As it was noted in Section 2, real-time dynamic 

carpooling and ride-sharing solutions are becoming more 

common. However it takes more designing effort to 

achieve real-time dynamic capabilities than for mere 

static carpooling and ride-sharing. The reason for the 

recent increase is obviously because real-time dynamic 

solutions are more convenient, and thus more likely to be 

used in greater numbers by end users. Additionally, some 

technologies previously used for seemingly real-time 

communication on the web, have only recently matured 

and have been standardized. 

In the beginning of a so called Web 2.0, at the time 

when real-time updating websites were only just starting 

to appear, most of those websites used Asynchronous 

JavaScript and XML (AJAX) [13]. AJAX is a group of 

interrelated web development techniques used on the 

client-side to create asynchronous, seemingly real-time 

web applications. Most of those techniques relied upon 

regular HTTP, a simple request-response and stateless 

protocol. Having to achieve what was usually two-way 

communication took some effort for websites and web 

applications. Developers were using various 

workarounds, techniques involving the use of the 

browser XmlHttpRequest object or some other web 

browser plugins. 

The first workarounds developed into techniques 

known as: frequent polling, long-polling and the so 

called forever-frames. Although all of those techniques 

were, and still are, very much usable for seemingly real-

time web page updates without requiring full page 

refreshes, they had drawbacks. Their primary drawback 

was the amount of server-side and network resources 

they consume. The server is either forced to respond to a 

large number of frequent requests, or it opens up a 

number of long running responses, which additionally 

occupy its hardware resources. On the other hand, using 

workarounds such as various browser plugins, although 

they used less network and server-side resources, turned 

out to be non-practical, because of the lack of plugin 

support on current mobile devices. For such reasons, new 

techniques were developed, and recently standardized by 

the World Wide Web Consortium (W3C). As part of the 

HTML5 specification Server-Sent DOM Events (SSE) 

were standardized in 2011 [14], but have not yet been 

implemented by all desktop browsers, namely, Internet 

Explorer. However, Web Sockets API [15] was drafted 

back in 2009 and it is currently supported by all major 

web browsers. Web Sockets provide a full-duplex 

communication channel over a single TCP connection, 

thus allowing for a lower network latency time due to 

less traffic overhead compared to HTTP. Compared to 

SSE and other polling techniques, Web Sockets provide 

the best option for building real-time communication on 

the web. Due to aforementioned reasons, this protocol is 

an integral part of our proposed design. 

3.2 Distribution and cloud design concepts 

Having chosen Web Sockets (WS) as a preferred means 

of communication, although helping solve latency issues, 

left another issue unsolved. WS based communication, as 

all others, supports clients’ connections to a single server 

node. Even though a number of users may be greater 

when using WS, it still depends on available server 

hardware resources. Since vertical scaling of server 

hardware resources can be expensive and still ultimately 

limiting, the best solution to the near-infinite scaling 
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problem is horizontal distribution, across multiple server 

nodes. Ideally, any global real-time solution would be 

best served in one’s own server farm, but given hardware 

and its maintenance costs, renting cloud resources is a 

more realistic option. However, for horizontal scaling, 

one needs to be able to scale data also. Since traditional, 

i.e. relational data scaling is much harder [16], we have 

turned to non-relational data (NoSQL). NoSQL databases 

allow easier scaling and offer better performance in data 

writes. Additionally, they offer a possibility of scaling 

reads onto multiple database nodes, combining so called 

sharding and some parallelism approaches. The notion of 

sharding denotes horizontal distribution of data across 

multiple servers. Utilizing aforementioned advantages in 

a document oriented NoSQL data store that supports 

geospatial data indexing would make it a perfect fit for 

our proposed solution and storing our users’ location 

based data. Also, a key-value memory caching NoSQL 

data store could be used as a messaging backplane for 

communication between our individual server nodes, but 

that use and setup is trivial in the case of our chosen real-

time library. 

3.3 User interface architecture design 

concepts 

To make a website or mobile app truly ubiquitous, one 

needs to support as many different desktop and mobile 

platforms as possible, ideally all of them. Although client 

applications can be natively written for each platform, 

there are some unifying user interface technologies for 

almost all current desktop and smartphone mobile 

platforms. 

So, to achieve ubiquity, we propose the usage of 

combined HTML5/CSS3 canvas map and form elements 

for user interface (UI) rendering. Building the UI around 

streamed real-time data flows of state changes created by 

passenger and vehicle driving user events is also why the 

paradigm of reactive programming seems to be the 

perfect choice. Reactive programming should not be 

confused with responsive web design, which is also 

utilized, for same UI reuse across various device screen 

resolution sizes. Any changes in state registered by user 

client applications are asynchronously processed when 

transferred preferably by a Web Socket (as it offers 

lowest latency compared to other real-time web transport 

mechanisms) to cloud server nodes and back again to 

either desktop or mobile clients which are schematically 

displayed in Figure 2. 

4 Prototype implementation 
This section describes in more detail implementation 

choices we made to build the prototype of our 

distributable cloud-based dynamic real-time carpooling 

and ride-sharing solution. Subsection 4.1 describes our 

prototype’s real-time communication transport library. 

Subsection 4.2 deals with our use of geospatial indexed 

data and gives a comparison of the previously used 

relational database solution, along with future used 

NoSQL database and a fast memory caching messaging 

backplane solution. In Subsection 4.3 we present UI 

implementation details. 

4.1 Real-time communication 

During our previous research, we have helped develop 

the first online taxi dispatching solution in Serbia, named 

TaxiProxy [17]. This solution was fully realized in .NET 

and is cloud-hosted on Microsoft Azure. Our 

participation on this project influenced a lot of our 

primary technology choices for the prototype of a real-

time dynamic carpooling and ride-sharing solution 

described in this paper. 

As noted in the design section, the need to have a 

real-time dynamic carpooling and ride-sharing solution is 

imperative, since those solutions are what most users 

currently wish to use. To make our prototype solution 

real-time capable, the choice to implement it using a 

library capable of WS protocol communication in .NET 

came down to a library named SignalR [18]. SignalR is 

an open-source library for ASP.NET adding real-time 

web functionality to .NET applications. It also allows for 

server-side code to push content to the connected clients 

 

 

   cloud Server node 

Memory Cache Messaging Backplane 

Server node 

NoSQL shard NoSQL shard 

Driver HTML5 clients     Passenger HTML5 clients 

Figure 2: Basic architecture design. 
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as it happens, in real-time. SignalR server is capable of 

supporting clients written in several programing 

languages including .NET and JavaScript. The server-

side code can push content to those connected clients by 

a number of transport techniques, most suitable being bi-

directional WS, if available. For a server-side the WS 

transport requirements are either a self-hosted ASP.NET 

4.0+ application or one hosted within Internet 

Information Services (IIS) 8. Server-side hosted on 

earlier versions of IIS falls back to other means of 

message transports. For clients, WS requirement issue is 

a bit lengthier to describe, so it is listed in better detail in 

the client UI subsection. 

SignalR library allows for two types of 

implementation approaches. First, less abstract, uses 

persistent connection, a low level class option, which 

offers basic real-time mechanisms. It just provides 

mechanisms to notify the server-side backend of client 

connection and disconnection, receiving and sending 

asynchronous individual and bulk messages to connected 

clients. However, second option, named SignalR hubs, 

provides an easier to use development interface. It allows 

abstracting away the need to serialize and deserialize 

request and response messages manually. The power and 

ease of use of the second option made it a prudent choice 

for the speedy development of our prototype application. 

Even though SignalR hubs allow for the collective 

segregation of the real-time connected clients into 

groups, such as a driver and passenger group, the 

connected clients’ membership in those groups is 

unfortunately not automatically persisted. Also, a 

dependency resolving GlobalHost server-side object, 

which is just an implementation of the service locator 

pattern, can also be easily used to communicate real-time 

messages from one hub onto another. It is for that reason 

that we decided to split drivers and passenger clients onto 

two distinct SignalR hubs: a Passenger and a Driver 

SignalR hub. That choice allows easy implementation of 

membership persistence later on, which is important 

when scaling the application onto multiple server nodes. 

Persisted group membership allows for a single server 

node instance to fail without losing all of the membership 

data of our perspective clients connected to the failing 

node. As each server node replicates the original driver 

and passenger SignalR hub architecture, any passenger or 

driver clients connected to a failing node server should 

be unaware of any server-side problems, this due to the 

fact that the load balancer would then just instruct them 

to another fully working server node and its SignalR 

hubs. 

4.2 Database implementation and 

performance considerations 

For this prototype implementation we have identified two 

main entities:  

 Driver entity which comprises main identifier, 

position and availability. For each driver, 

SignalR updates drivers’ geospatial coordinates, 

i.e. position, based on a signal it receives from 

drivers’ devices. When a driver picks up enough 

passengers, to utilize desired number of empty 

seats, it becomes unavailable for other 

passengers to join.  

 Passenger entity comprises main identifier and 

position. Passengers’ position is also updated 

through SignalR and data received from 

passengers’ device. 

We have chosen two databases with different data 

models for this prototype implementation. As we have 

already implemented our previous project TaxiProxy on 

Windows Azure platform, we have chosen Windows 

Azure SQL Database (SQL Azure) as relational database 

to test in this research. Additionally, we have decided to 

use one NoSQL database as we plan to make our solution 

scalable and deploy it in a distributed environment. There 

is plethora of available NoSQL databases, but we have 

opted for MongoDB [19] due to our previous experience 

with this database. Since IIS 8 was our prototype’s 

hosting platform of choice, it should be noted that the 

server node could then only have been hosted within the 

Windows 8 / Server 2012 OS platforms. Fortunately, 

Windows Server 2012 was made available to end-users 

on the Windows Azure cloud platform as a virtual 

machine operating system choice since late 2012, and it 

is deployable onto an Extra Small low-cost machine 

instance. Extra Small Windows Azure instance, which 

entails a shared core processor with only 768MB RAM, 

may not be the first choice from a performance 

standpoint. However, it is sufficient for proof-of-concept 

deployments and for limiting cloud-hosting costs. 

SQL Azure was our first choice to store data as we 

have used Windows Azure cloud to implement other 

parts of this prototype. In order to support faster and 

easier distance calculations between drivers’ and 

passengers’ positions, we have used SQLGeography data 

type for columns containing geospatial data. This data 

type offers a number of methods for creating and 

manipulating geospatial data. In order to speed up query 

execution over geospatial data eve further, we have 

created indexes on these SQLGeography columns. 
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One of main motivations to choose MongoDB 

database came from the fact that MongoLab [20] service 

offers up to 500MB of free storage for a single-machine 

instance of MongoDB. This is a major advantage as we 

want to keep our ridesharing system’s costs at minimum 

to allow cost-free usage of our application for end users. 

The only drawback is that it is deployed on a single 

machine which doesn’t fully utilize MongoDB’s 

functions as it is supposed to run on a distributed 

environment. MongoDB is a document oriented NoSQL 

database and thus we have created driver and passenger 

documents to store appropriate data. For each driver and 

passenger data is stored in JSON. Driver’s and 

passenger’s positions are stored as longitude and latitude 

pairs. Similarly to SQL Azure, we have created 

geospatial indexes to speed up execution of queries. 

In order to see which database suits our needs better, 

we have decided to test these databases based on two 

criteria: 

1. Time needed to execute geospatial query. This is 

tested with the most used query in our system 

that finds five nearest drivers for a passenger. 

2. Amount of storage space needed to store all 

passengers and drivers. As the cost of renting 

cloud based storage is proportional to size of 

data, we want to keep cost and thus storage size 

as low as possible. 

To prepare a test environment for testing these two 

database instances, we have set up as similar instances as 

it is possible with two different data models. We have 

populated both databases with the same amount of data: 

10000 drivers and 20000 passengers. Locations are 

randomly assigned to all entities. All locations are 

distributed uniformly within the city area of Novi Sad, 

Serbia. Both servers, Mongo DB and SQL Azure, are 

located in EU-West region (geographically closest to us) 

and are deployed on a single machine. Single machine 

deployment was chosen as we want to keep service costs 

as low as possible. Both databases were accessed from a 

computer with 8GB of DDR3 RAM, 2.67GHz quad core 

CPU and with 10Mbs/1.5Mbs bandwidth. We have 

executed 1000 geospatial queries, querying for five 

nearest drivers to a random location in Novi Sad. Each 

query was executed using an index on geospatial data. 

We have taken into consideration only the queries that 

needed between 50ms and 300ms to execute. 

  

a) MongoDB b) Windows Azure SQL Database 

Figure 3: Query execution time including time needed to open connection to a database 

  

a) MongoDB b) Windows Azure SQL Database 

Figure 4: Query execution time without time needed to open connection to a database 
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In Figures 3 and 4, query execution times are 

depicted for aforementioned databases. In Figure 3 we 

have presented query execution times that include time 

needed to establish and close connections to appropriate 

database. Both databases performed similarly if we take 

average times into consideration. MongoDB needed 

124.22ms to establish connection, execute query and 

iterate over results. For the same process, SQL Azure 

needed 124.83ms. The only difference in these tests is 

the fact that all query execution times on MongoDB had 

a small dispersion unlike SQL Server query times. Of all 

queries on SQL Azure, 33 queries took over 300ms to 

complete, while all queries on MongoDB were 

completed in the required time frame between 50ms and 

300ms. 

In Figure 4 we have presented query execution times 

without taking into consideration time needed to 

establish and close connections databases. MongoDB 

was twice as fast as SQL Azure in these tests. MongoDB 

needed 62.95ms to execute query and iterate over results. 

For the same process, SQL Azure needed 122.43ms. 

Similarly to the test that included time needed to 

establish and close a connection, MongoDB again had a 

small dispersion unlike SQL Azure queries. While 

querying SQL Azure, 20 test cases took over 300ms to 

complete, while all queries on MongoDB were 

completed in the projected time frame. 

In addition to previously described query time 

considerations, other main factor in choosing database 

for final product is the size its data are occupying. Both 

Windows Azure and MongoLab have limitations on the 

amount of data their cheapest options can store. As it is 

already stated, we have populated both databases with 

the same amount of data: 10000 drivers and 20000 

passengers. This data, stored in SQL Azure occupies 

1598 KB. At the same time, data stored in MongoDB 

occupies 3727KB which is twice as many as SQL Azure. 

This is a direct consequence of the overhead that storing 

data in JSON format has. 

As this amount of data is our prediction for a Serbia-

based application, storage size issues are not much of a 

problem as there is more than 500MB left in both 

databases to keep them in the same cost range. Even if 

this application is intended for worldwide use, there is 

still much space for user base growth. Of greater 

significance is the speed of query execution. If a 

connection pool is created to keep connections open, 

MongoDB is the obvious choice as it is two times faster 

than SQL Azure. Even in the case of opening one 

connection per query, MongoDB has more stable 

execution times. Furthermore, as this is single-machine 

instance, we expect even greater improvements by 

deploying MongoDB instance in distributed environment 

thus allowing Map-Reduce algorithm to fully show its 

potential. Therefore, we will use MongoDB for a further 

development of our prototype. 

In addition to databases that store driver and 

passenger data, we have used a NoSQL database to 

support SignalR server nodes. SignalR server-side code 

may be deployed alongside a NoSQL key-value memory 

cache data store named Redis [21]. With the minimum 

amount of 250MB of RAM allocated to Redis, a fully 

functioning server node could be produced. Such a node 

is capable of serving initially large enough number of 

simultaneous users on its own. Since a new server node 

can be cloned, and any cloned node’s Redis object 

instance can then be easily subscribed to an existing 

Redis instance node, we can easily increase the number 

of new server nodes to meet our future scaling needs. 

Scale out is easily achieved in part due to SignalR's in-

built scaling mechanisms, which uses Redis pub/sub 

features for a messaging backplane. Each SignalR server 

node could then be notified of any new WS or other real-

time connection channels opened on any SignalR server 

node through its Redis instance. The load balancer of 

connected computing cloud instances, which is built into 

Windows Azure, takes care of diverting traffic to a most 

appropriate SignalR server node. Such node is chosen 

based on its current traffic, and it is able to process any 

incoming new or reoccurring real-time request. But since 

each node has by then been notified, by its Redis instance 

each connection should be replicable by any other 

SignalR node. Therefore each node is capable of replying 

to any previously opened real-time connection request on 

another SignalR node. 

Table 1: Web browser support for Web Sockets. 

Web browser Supported since 

version 

Supported 

Internet Explorer 10.0 (fully) Yes 

Firefox 4.0 (partially) 

6.0 (fully) 

Yes 

Chrome 4.0 (partially) 

14.0 (fully) 

Yes 

Safari 5.0 (partially) Yes 

6.0 (fully) 

Opera 
11.0 (partially) Yes 

12.1 (fully) 

iOS Safari 
11.0 (partially) Yes 

12.1 (fully) 

Opera Mini 
- No 

Android Browser 
- No 

BlackBerry Browser 
7.0 (fully) Yes 

Opera Mobile 
11.0 (partially) Yes 

12.1 (fully) 

Crome for Android 
25.0 (fully) Yes 

Firefox for Android 
19.0 (fully) Yes 

Firefox OS 

Boot2Gecko 

1.0.0-prerelease (fully) Yes 

Tizen OS 
2.0.0a-emulator (fully) Yes 
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4.3 User interface 

Finally, for ubiquity reasons, our choice of prototype 

client’s UI rendering was LeafletJS [22]. LeafletJS is an 

open-source library that provides HTML5 Canvas [23] 

mapping. Encouraged by the results of our previous 

project, TaxiProxy, we felt confident that 

HTML5/PhoneGap was a right choice. PhoneGap [24] 

allows a developer to develop a fully functional 

HTML5/CSS UI and then generate native mobile 

applications. Therefore, this client could be used on both 

desktop and mobile devices and have an ubiquitous UI. 

In both desktop and mobile web client, sharing the same 

JavaScript logic codebase offers a unified access to a 

geolocation [25] feature of the device clients are running 

on. That is a necessary feature for a dynamic carpooling 

and ride-sharing applications, but also although the look 

and feel across smaller resolutions changes accordingly, 

it is not drastically changed. The learning curve for using 

clients across multiple platforms is thereby reduced by 

utilizing a responsive CSS3 web design incorporated in 

Twitter’s Bootstrap [26] library. 

As we have previously mentioned in Subsection 4.1, 

real-time request and response messages used by clients 

to communicate with the SignalR server-side backend are 

in JSON format. LeafletJS utilizes this format for 

encoding a variety of geographic data structures named 

GeoJSON [27]. JSON and its derivatives tend to be 

lightweight, compared to XML, in an attempt to reduce 

the latency caused by the need to parse out data from 

server requests and responses. Additionally, reducing any 

network latency is also achieved by an attempt to support 

Web Socket transport, as it is data just sent at the TCP 

instead of HTTP level but still accessible by the browser. 

However, support for WS as a mean of 

communication transport, depends primarily on a 

platform web browser’s capabilities which is for current 

desktop and mobile web browsers given in Table 1. 

5 Future work and conclusion 
Having described our prototype application, of which the 

early-development stage UI is depicted in Figure 5, our 

future work and plans envision for it to be deployed and 

further tested in the real-world. Since the prototype 

clients were based on previous work done for a 

commercial online taxi dispatcher, it will initially be 

tested and deployed as part of that solution to a limited 

number of taxi drivers. Early adopters of the online taxi 

dispatching service will then get the benefit of being able 

to track a few assigned taxis in real-time. The drivers of 

those taxis will be either issued mobile devices with pre-

installed HTML5/PhoneGap web clients or those client 

apps will be installed on their own devices. Such real-

world tests will hopefully lead to identifying problems 

not yet foreseen. Once a stable solution is reached, the 

prototype application could and will become a standalone 

service, open for public use and not just for taxi 

dispatching and the cost of its operational maintenance 

could then also be better estimated. If deemed low 

enough to be offset by ad support according to [28], its 

use could be free for end users unlike currently popular 

services like Lyft and SideCar [7, 8]. 

To reach that point however, some other issues, such 

as security and privacy, will also need to be tackled. In 

[29] the solution for the security and privacy issue was 

implied by use of a 3rd party location based service 

(LBS). This LBS used claims based authentication 

protocol OAuth to authenticate and subsequently 

authorize which exact set of users would be allowed 

access to the authorizing user’s location. Unfortunately, 

from February 2013 the 3rd party LBS was shut down, 

and an alternative solution should either be found or 

developed a standalone service. 

Trying to avoid the repeat of having to find 

alternatives to a 3rd party components not being 

operational any more, the focus in this paper was on 

starting to build up our own LBS features respective of 

privacy using NoSQL. Additionally, our goal in the 

future would be to also rely on information which can be 

provided from popular social networks for user 

authentication. To aid us in that endeavour, instrumental 

part of the puzzle could be Windows Azure built-in 

Access Control Service (ACS), allowing for users to 

Figure 5: Prototype app screenshot on WP8 and Android platforms, respectfully showing passenger and driver UI 
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single sign-on to the proposed carpool and ride-sharing 

service just as if they were signing into the selected 

social networks. If those users comply, their location data 

could then only be made accessible to a subset of their 

social network friends, a widely acceptable solution from 

a current privacy standpoint. 

This paper tried to underscore the need for 

developing dynamic real-time carpool and ride-sharing 

solutions, instead of already outdated static ones. Our 

approach comprises novel web technologies and 

approaches. Since a prototype has been successfully 

developed following the outlined design concepts, 

distribution and cloud strategies, it is obviously possible 

to build other such solutions using the same approaches. 

Especially interesting is the possibility to develop a web 

platform application that runs across multiple devices 

and their web browsers, be they mobile or desktop. Using 

an open-source Bootstrap library and Apache Cordova 

[30] mobile developer platform, which was derived from 

PhoneGap, is our main topic of interest. We feel this 

approach could be the unifying tool for any future service 

supposedly usable across multiple operating systems, 

current and future. Combining those with some other 

frameworks which use the HTML5 UI elements such as 

the canvas element thus adding the ability to render 

graphical data such as street level maps for carpool 

should, by our position, be the leading way forward. 
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In this paper, a tiny low-power wireless sensor network (WSN) node based on msp430 microcontroller
is introduced. The node should be serving the needs of a special WSN used for traffic monitoring, or
more precisely for the indication of vehicle’s presence. The single vehicle detection is based on the uti-
lization of magnetometer sensor, where the change of Earth’s magnetic field, caused by the movement of
passing vehicle, is measured. Communication subsystem of the node is based on the low-power sub-GHz
transceiver cc1101 implemented together with the special, energy-efficient communication protocol in 868
MHz ISM band. In line with low-power architecture, environment friendly power consumption of the node
was reached. It is equal on average to 300uA, when transmitting period is 1s and magnetometer data col-
lection rate is equal to 20Hz.

Povzetek: Opisan je novi senzor oz. senzorsko omrežje za zaznavanje prometa.

1 Introduction

Traffic monitoring becomes very important with the grow-
ing number of registered motor vehicles. Based on [1],
there are more than 250 million vehicles on the European
roads and this number tends to increase. The higher this
number is, the higher is the probability of accidents on the
roads. Therefore, in modern society, both traffic monitor-
ing systems that monitor different road networks and inter-
sections, as well as other intelligent transportation systems
(ITS) are implemented. These systems substitute the role
of humans.

Conventional methods utilized for the vehicle’s detection
are based on the use of video cameras or magnetic loops in
roadway [2]. In [2], where these methods are described in
detail, it is also pointed that disadvantages of these meth-
ods are not inconsiderable. Beside the fact that the camera
systems are very expensive and the magnetic loops require
roadway cut, both methods require external power supply
because of their high power consumption.

In [3], other disadvantages of such systems are depicted,
from the ineffectiveness of magnetic-loops or camera-
based solutions, up to uncertainties brought along with the
new technologies, such as magnetometers or microradars.
Moreover, if such systems are utilized for traffic data col-
lecting on local roads, the costs connected with their instal-
lation are quite significant though dependant on the type
of installation, either portable which offers short-duration
counts (up to 48 hrs) or permanent which could work up
to one year [4]. In this case, the cheapest solutions are the
portable ones, though their acquisition costs are still high.
According to [5], if the sensors are utilized for the traffic
volume, vehicle’s length and average speed classifications,

video- and radar-based solutions provide the lowest aver-
age percentage errors. However, as it was already men-
tioned in [2], these solutions are quite energy demanding
and thus not suitable for long-time measurements. It could
be assumed that the special low-power variations of these
technologies could bring the desired performance.

Therefore, with respect to [6], other technologies come
to the forefront allowing utilisation of such systems even
at places without electricity. One of this low-power meth-
ods for correct vehicle detection is based on the utilization
the Earth magnetic field disturbance [7]. As it was out-
lined in [7], a tiny three-axis magnetometer can be used for
this purpose. With regards to [5], if only traffic volume is
measured, magnetometric error-rate is really similar to the
classification errors of other technologies. And since the
magnetometric measures are really power-friendly, appli-
cation of this technology for the purposes of the traffic vol-
ume monitoring, even at places without electricity, could
be feasible. This assumption was successfully verified in
[8] as well, where a kind of magnetometer-based vehicle
classification method was introduced.

Therefore, upon the findings mentioned, as well as with
considerations of [9], the prototype of a special low-power
sensor node was developed embedding magnetometer as
the main sensing tool for the vehicle’s presence monitor-
ing. The node is a part of a special wireless sensor net-
work (WSN), which was partly described in [10]. The
WSN is based on the multihop principle, using multiple
places for sensing and broadcasting information about ve-
hicle’s presence to the server station. This approach was
chosen because of the high power efficiency as well as low
computational requirements of the sensor nodes. In order
to minimize the power consumption and maximize operat-
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ing range of the network during communication, sub-GHz
868MHz ISM band was used as the communication fre-
quency of the WSN protocol [11].

2 Node hardware
WSN network consists of several nodes communicating on
868MHz free ISM band. As a communication unit, a low-
power sub-1 GHz RF transceiver TI CC1101 unit was used.
Power consumption of the receiver and the transmitter in
operating mode is ca. 16 - 20mA, however when all clocks
are stopped and the module is in the sleep mode, the power
consumption is 0.7uA.

As a main control unit, we used ultra-low power 16-
bit microcontroller (MCU) TI MSP430F2232 (16MHz,
8kB Flash, 512B RAM) with power consumption about
270uA@1 MHz in active mode, about 30uA when just
ACLK is active (1024Hz), and 0.1uA in LPM4 mode where
all clocks are stopped [12].

For the purposes of magnetic field detection, three-axis
digital low power magnetometer (MAG) MAG3110 from
Freescale was used. It is measuring the three components
of the local magnetic field. All the mentioned modules
comprise the main parts of the developed sensor node. A
summary of the power consumption of all the node parts is
provided in the table below.

Device Active Mode
[uA]

Low-power
Mode [uA]

MSP430f2232 270 30
CC1101 16400-tx

18400-rx
0.7

MAG3110 137.5 @10Hz
rate

2

Table 1: Node parts - power consumption

The node has been designed so that the board space and
power consumption were as small as possible (Figure 1).
Keeping the node compactness, the device can be powered
from a single cell Li-Pol battery, which has @ 1000mAh
capacity and also relatively small dimensions.

Considering the node design, MAG module was placed
as far as possible from the transceiver so that the noise
brought along with the magnetic field sensing could be
reduced. MAG communicates with MCU via I2C bus @
100kHz clock rate. It can trigger the data-ready interrupt,
which can be used for the MCU waking up. For correct
working MAG needs only three ceramic external capaci-
tors.

For correct functioning, the transceiver needs an output
LC filter as well as a balun circuit for unbalanced Whip an-
tenna. Additional band stop filter may be added to build
an optional filter to reduce emission at 699MHz. For pre-
cise frequency synthesis the integration of 27MHz crystal
is necessary.

Figure 1: 3D model of the node

MCU was in this application clocked on 1MHz. For the
debugging purposes, two led diodes and the UART inter-
face were hooked up.

The hardware of the node is shown in the figure below.

Figure 2: HW of the developed node - communication test-
ing

3 Firmware
The control software of the node manages the magne-
tometer data reading as well as single packet transmit-
ting/receiving tasks. When we write this as an infinite
while(1) { } loop, the power consumption will be notice-
ably high, since everything will be done in power-on mode.
By this approach we also can not ensure the real-time pro-
cessing of asynchronous incoming packets. The solution is
to write the software as an event-driven, when the crucial
tasks of the program are determined by the events. Nowa-
days microcontrollers have refined an event-driven support
within the interrupts. Therefore, the firmware of the node
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was based on the implementation of the timer interrupts as-
suring execution of a certain event at a given frequency in
the defined time intervals. This approach allows the nodes
to fall into the sleep mode and hence save the energy con-
siderably.

The firmware was then implemented as follows: after
MCU’s GPIO initialisation, timer_0 was set to 1024Hz pe-
riodic interrupt. The frequency was divided from an ex-
ternal 32.768kHz crystal which was configured as ACLK
clock. When the timer triggers, MCU reads magnetome-
ter control registers and increments the software counter.
When magnetometer control register sets the data ready,
the data are read through I2C bus into the digital filter.

The software counter counts from 0 to 1023 with the 1s
time interval of one loop. There are few important time
moments within the loop:

1023 - MCU wakes up the radio to receive;

0 - MCU waits for an incoming packet;

1 - power down radio;

16 - MCU wakes up the radio and trasmits the packet;

other - in the other time slots MCU sleeps;

The end of packet reception or transmission is reported
via GPIO interrupt. MCU then does not need to poll and
synchronously read CC1101 registers. Thus, the sleep time
of nodes can be maximized. Moreover, due to the preser-
vation of enough space for the received packet processing
in the time slot 0, the packet transmitting was defined to be
done each time in the 16th time slot. Thanks to this, every
node knows when to ask for a data.

3.1 The synchronization of the nodes
Since the system is functioning on an event-driven princi-
ple utilizing the triggering from the timer interrupt, TDMA
method (Time Division Multiple Access) was used as the
channel access method of WSN. As it was already men-
tioned, one program time loop takes 1 second and it is di-
vided into 1024 time slots. Every time slot has then un-
ambiguously defined specific task which should be done
according to the implemented crystal frequency. In order
to ensure the proper functioning of every node within the
network, all nodes have to be synchronized so that they
transmit/receive the data only when the neighbouring nodes
are awaken. Therefore, in the network, there is always one
master node, which is always synchronized with itself, and
which is periodically sending packet to its antenna, so that
other nodes could synchronize according to it. The address
of the master node was set to 0x01.

All other "slave" network nodes synchronize according
to the previous node synchronization packet with the ad-
dress node_adr-1. This means that the master node syn-
chronizes the most close node, which synchronizes the fol-
lowing one, etc. When the synchronization packet is re-
ceived, after the packet receiving is done, software counter

of each node sets the time slot to 1. Next, in the time
slot 16, it transmits the node synchronization packet to the
next nodes. This approach allows the implementation of
the master/slave tree network architecture. In our appli-
cation a "string" network architecture was however used.
This architecture implies placement of all nodes in one log-
ical subnet, where the current node synchronizes only next
node. Within this structure, the data from master can be
shifted to the last node in the string. Network depth is in
this case limited by clock precision, and receiving time-
window width.

3.2 Data filtering
Whilst the sensors are planned to be deployed in a rush,
noisy environment of traffic roads, the magnetometer data
output needs to be filtered. In the vehicle-detecting appli-
cation, only fast magnetic field changes just within X and Y
axis have to be monitored. To prevent slow magnetic field
fluctuations, sensor moving, or parameters floating in time,
the long term magnetic field process has to be recorded.
This can be done by using a low pass filter with a very long
response time, e.g. 0.5 .. 2 seconds.

For Z coordinate, a simple filter can be a written as

Y (z) =
α(1− z−1)X(z)

1− αz−1
(1)

where α is time constant in range (0, 1), X(z) is a filter
input and Y(z) filter output. For field change, derivation
(difference in discrete domain) can be used. After rewriting
into time domain we have

y(t) = αy(t) + α(x(t)− x(t− 1)) (2)

We can see that slow changing signal will be zeroed, but
fast signal change will produce high output amplitude for
signal change duration, or low pass filter response time.
The final output from N axis will be produced as:

m(t) =

N∑
i=0

|y(t)i| (3)

where y(t) is a vector result from all three filtered axis of
magnetometer. Vehicle presence is in this case defined as
the threshold m(t) with a constant value.

From the equations above it is obvious that the uti-
lized filter is really simple, almost trivial. This approach
was chosen because of the minimisation of the computa-
tional power of a node that is necessary for the signal pre-
processing. Correctness of the filter was investigated in
a set of measurements, where the straight movement of a
common vehicle (in our case Skoda Octavia 1.9TDi) was
monitored (Figure 3).

The sensor was placed with the X-axis set in parallel ac-
cording to the vehicle’s movement, so the highest signal-
change should be observed within the Y axis of the sen-
sor, which was placed orthogonally. The vehicle then per-
formed three two-way rides forward and backward (six in
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Figure 3: Evaluation of the filter functioning

total), at constant speed ca. 20km/h along with the sensor.
The drives were distanced stepwise 0.5m, 1m, 3.5m from
the sensor.

In the figures below, the output filter results of magne-
tometer car detection with α = 0.9 and 20Hz sampling
frequency are depicted. The superposed DC value on all
three axis - Earth magnetic field - can be observed too.

Figure 4: Magnetometer output

3.3 System architecture
In the final implementation, there are three node types [10]:

1 Sensor node,

2 Retransmitting node,

3 Signal node.

All three node types have the same hardware, they differ
only by the firmware implemented within the main control
unit.

Figure 5: Filtered result

The sensor node is used for the single vehicle detection,
so its proper placement is the most critical task. As shown
in test measurements @20km/h vehicle speed, magnetome-
ter detection works well at the distance 1m. Therefore, it
could be assumed that by its installation on the edge of the
road, full coverage of one road traffic line could be assured.

Retransmitting nodes work just like repeaters since they
only re-send the received message to the next node. As
it was shown in [10], nodes are synchronized and wake up
only for a short time. When a node receives a message from
another neighbour, it just modifies the packet destination
address by its incrementing by one and resends the packet
further. Because the linear network structure is applied,
each node abut on two neighbours.

The signal node is utilized for the signalling purposes
to inform/warn other traffic participants about the presence
of the vehicle. It can be implemented either as the LED
road sign [10], or as the server/data-logger when sending
the data into computer via UART interface. In this case,
integration of UART to USB converter is mandatory.

4 Conclusion
The tiny node for a vehicle presence detection, described in
this study, represents a good solution for the data collection
at the places without mains power. The main advantages of
this solution are: low power consumption, tiny dimensions
as well as a simple communication protocol. Small mod-
ification of the node, reached by the integration of other
different sensing units, such as accelerometer or sensors
for measuring temperature, humidity, pressure, etc., within
the node’s layout, allows the mutuation of its functioning
according to the direct needs of the WSN. Therefore, apart
from the transportation domain, it could be applied also
within different other application domains, such as rails vi-
brations monitoring, building temperature/humidity sens-
ing, shopping center’s traffic monitoring, etc.

However, the developed prototype has also some defi-
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ciencies. As far as the node layout is concerned, the node
needs two crystals and many LC components for proper
functioning. Utilization of an external antenna is also not
an ideal solution, especially from the final price of the prod-
uct viewpoint. Integrated PCB or ceramic antenna will be
in this case better. Also, even though the software is written
so as to minimize the time delay, its hardware dependency
is still too high. Therefore, in the next releases the firmware
will be rewritten more modularly.

For the massive production, the best solution is to imple-
ment the node control unit within ASIC or FPGA integrated
circuits, whilst the sensor signal processing can be imple-
mented more effectively by using logic gates and parallel
processing [13]. The ratio between computing power and
power consumption will increase then. Utilization of alter-
native power sources, as these described in[14] or [15] is in
this case worth considering.
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Authors propose new genetic algorithm for solving the planar p-median location problem and k-means
clustering problem. The ideas of the algorithm are based on the genetic algorithm with greedy heuristic
for the p-median problem on networks and information bottleneck (IB) clustering algorithms. The pro-
posed algorithm uses the standard k-means procedure or any other similar algorithm for local search. The
efficiency of the proposed algorithm in comparison with known algorithms was proved by experiments on
large-scale location and clustering problems.

Povzetek: Razvit je nov algoritem za gručenje in lokalizacijo s hitro požrešno hevristiko.

1 Introduction
The aim of a continuous location problem [18] is to deter-
mine the location of one or more new facilities in a contin-
uum of possible locations. Main parameters of such prob-
lems are the coordinates of the facilities and distances be-
tween them [54, 19, 22]. Examples of the location prob-
lems include the location of warehouses [22], computer
and communication networks, base stations of wireless net-
works [44, 30], statistical estimation problems [41], sig-
nal and image processing and other engineering applica-
tions. In addition, many problems of cluster analysys
[21, 34, 47] can be considered as location problems [37, 32]
with squared Euclidean [21, 26], Euclidean [37, 48] or
other distance functions [23].

The Weber problem [52, 54] is the problem of searching
for such a point that a sum of weighted Euclidean distances
from this point to the given points (existing facilities which
are also called "demand points" or "data vectors" in case of
a clustering problem) is minimal:

arg min
X∈R2

F (X) =

N∑
i=1

wiL(X,Ai). (1)

Here, L(·) is a distance function (norm), Euclidean in case
of Weber Problem.

For solving this problem (serching for its center), we
can use an iterative Weiszfeld procedure [53] or its im-
proved modifications [51, 17]. Analogous problems with
Manhattan and Chebyshev distances are well investigated
[55, 50, 11]. Convergence of this algorithm is proved for
various distance metrics [40].

One of possible generalizations [22, 14] of the Weber
problem is the p-median problem [22] where the aim is to

find optimal locations of p new points (facilities):

argminF (X1, ..., Xp) =

N∑
i=1

wi min
j∈{1,p}

L(Xj , Ai). (2)

Here, {Ai|i = 1, N} is a set of the demand points (data
vectors), {Xj |j = 1, p} is a set of new placed facilities, wi
is a weight coefficient of the ith demand point, L(·) is a dis-
tance function defined on a continuous or discrete set [24].
In this paper, we consider continuous problems in an n-
dimensional space. In the simplest case, L(·) is Euclidean
norm. In this case, the Weiszfeld procedure is implemented
up to p times at aech iteration of the the iterative alternating
location-allocation (ALA) method [13].

If the distance function (metric norm) is squared Eu-
clidean (l22) then the solution of the single-facility problem
(1) is the mean point (centroid) [22]:

xj =

N∑
i=1

wiai/

N∑
i=1

wi. (3)

Here, we assume that X = (x1, ..., xd), Ai =
(ai,1, ..., ai,d) ∀i = 1, N .

The simplest and probably most popular clustering [9,
49] model is k-means [33, 34] which can be formulated as
a p-median problem (2) where wi = 1 ∀i = 1, N and L(·)
is squared Euclidean norm l2:

L(X,Y ) =

d∑
i=1

(x1 − y1)2

where X = (x1, ..., xd) ∈ Rd, Y = (y1, ..., yd) ∈ Rd.
Searching for the centroid takes less computational re-
sourses than searching iteratively for the center in case of
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the Weber problem and the ALA method works faster in
this case.

The p-median problem with Euclidean (l2), squared Eu-
clidean (l22) or other lp distances [16] is a problem of
global optimization: the objective function is not concave
nor convex [13]. The ALA method and analogous algo-
rithms can find one local minimum of the objective func-
tion, their result depends on the initial solution. Moreover,
such global optimization problems are proved to be NP -
hard [20, 2, 35] for both continuous and discrete location
[45, 46, 25] which makes usage of a brute force meth-
ods impossible for large datasets. Therefore, many heuris-
tics [39] are used to improve the obtained results. One of
widely used heuristics for initial seeding is k-means++ [8].
Most popular ALA procedures for the k-means problem
are based on an algorithm proposed by Lloyd [33]. The al-
gorithm known as standard k-means procedure [34] is fast
local search procedure based on Lloyd’s procedure. How-
ever, many authors proposed faster methods based on this
standard procedure [56, 12, 1] for datasets and continuous
supplemented data streams.

Many authors propose approaches based on data sam-
pling [38]: solving reduced problem with randomly se-
lected part of the initial dataset and using this result as the
initial solution of the ALA algorithm on the whole dataset
[15, 29, 43]. Analogous approach was proposed for dis-
crete p-median problems [6].

Many authors propose various genetic algorithms (GA)
for improving the results of the local search [28, 36, 31,
42]. Most of such algorithms use evolutionary approach for
recombination of the initial solution of the ALA algorithm.

Hosage and Goodchild [27] proposed the first genetic
algorithm for the p-median problem. Genetic algurithms
are based on the idea of recombination of elements of a
set ("population") of candidate solutions called "individu-
als" coded by special alphabet. In [10], authors propose
a genetic algorithm providing rather precise results but its
convergence is slow. Alp et al. [3] proposed a quick and
precise genetic algorithm with special "greedy" heuristic
for solving discrete p-median problems on networks which
was improved by Antamoshkin and Kazakovtsev [4]. This
algorithm can be used for generating the initial solutions
for the ALA algorithm [42]. The idea of the "greedy heuris-
tic" is as follows. After selecting two "parent" solutions,
new infeasible solution (a candidate solution) is composed
as the union of the facility sets of the "parent" solutions.
From new solution, the facilities are eliminated until the
solution becomes feasible. At each step, algorithm elimi-
nates such facility that its elimination gives minimal addi-
tion to the objective function. If this algorithm is used for
the continuous p-median problem, it generates the initial
solution for the ALA algorithm [42] which must be imple-
mented at each step to estimate the result of eliminating of
each facility from the candidate solution.

In this paper, we present a new genetic algorithm with
floating point alphabet based on the ideas of algorithm pro-
posed by Alp et al. [3]. Original Alp’s algorithm uses inte-

ger alphabet (number of vertices of the network) in "chro-
mosomes" (interim solutions) of the GA. Its version for pla-
nar location problems [42] uses integer alphabet for coding
numbers of data vectors used as initial solutions of the ALA
algorithm. In our algorithm, we use floating point alpha-
bet. Elements of "chromosomes" of our genetic algorithm
are coordinates of centers or centroids of the interim solu-
tion which are altered by steps of the ALA algorthm and
eliminated until a feasible solution is obtained. Such com-
bination of the greedy heuristic and ALA procedure allows
the algorithm to get more precise results.

In case of continuous locating problems, the greedy
heuristic is a computationally intensive procedure. We
propose new procedure which allows eliminating sets of
the centers or centroids from the candidate solution which
gives multiple reduce of the running time.

2 Known algorithms
The basic idea of the alternating location-allocation ALA
is recalculating the centers or centroids of the clusters and
reallocating of the data vectors to the closest center or cen-
troid:

Algorithm 1. ALA method [28].

Require: Set V = (A1, ..., AN ) of N data vectors
in d-dimensional space, A1 = (a1,1, ..., a1,d), ..., AN =
(aN,1, ..., aN,d), initial solution: a set of centers or cen-
troid of p clusters X1 = (x1,1, ..., x1,d), ..., Xp =
(xp,1, ..., xp,d).

1: For each data vector, find the closest centroid:

Ci = arg min
j=1,p

, L(Ai, Xj) ∀i = 1, N.

2: For each cluster Cclustj = {i ∈ {1, N}|Ci = j}, re-
calculate its center or centroidXj . In the case of Euclidean
(l2) metric, Weiszfeld procedure or its advanced modifi-
cation can be used. In the case of squared Euclidean (l22)
metric, equation (3) is used to obtain each of d coordinates.

3: If any center or centroid was altered at Step 2 then go
to Step 1.

4: Otherwise, STOP. X1, ..., Xp are local minima.

To improve the performance of Algorithm 1, recalcula-
tion of the centers or centroids are performed for the altered
clusters only. In the case of Euclidean metric l2, this allows
to avoid running Weiszfeld procedure for each of the clus-
ters at each iteration.

In case of the squared Euclidean metric l22, this algorithm
is called Standard k-means procedure.

The ALA methods is a local search procedure, its result
depends on proper selection of the initial solution. In the
simplest case, p data vectors can be randomly selected as
the initial centers or centroids. A popular procedure called
k-means++ for initial seeding [8] guaranteesO(log(p)) ac-
curacy by proper choosing initial centers. The idea of this
method is based on probability change of choosing data
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vectors as the initial centers depending on distances to the
closest previously chosen vectors. Analogous method for
discrete location problems was proposed in [4]. The k-
means++ algorithm is as follows:

Algorithm 2. k-means++ [8].

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters.

1: Initialize the probabilitiy distributions vector P =
(p1, ..., pN ) with equal values (e.g. 1). Initialize the set
of centroids χ = ∅.

2: Chose one data vector X from the set of data vec-
tors V at random using weighted probability distribu-

tions P : calculate S =
N∑
i=1

pi, generate a random value

r ∈ [0;S) with the uniform distribution and use imin =
argmini∈{1,N}:

∑i
j=1 pi<r

i. Set χ = χ ∪ {Aimin}.
3: For each i ∈ {1, N} set pi = minX∈χ L(X,Ai).

Here, L(·) is the distance metric.
4: If |χ| < p then go to Step 2.
5: Otherwise, STOP. χ is the initial set of centers or cen-

troids.

The idea of sampling k-means [38, 15] is very simple:

Algorithm 3. Sampling k-means.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, parameter s ∈ (0; 1).

1: Choose randomly s data vectors from V and form
new set Vs.

2: Initialize the set of initial centers or centroids χ. To
improve the results, k-means++ procedure (Algorithm al-
gkplus) can be performed.

3: Run Algorithm 1 with the initial set χ and set of data
vectors Vs. After this procedure, we have the modified set
χ.

4: Run Algorithm 1 with the initial set χ for the whole
set of data vectors V .

5: STOP.

In [15], authors propose a method of choosing an optimal
value of the parameter s.

Sampling k-means approach, k-means++ initial seeding
and other techniques improve the results of the k-means
procedure, however, they do not eliminate its most impor-
tant flaw: all of them perform local search. The simplest
approach used for global optimization is random multistart
[5]. In this case, the local search procedure runs with var-
ious randomly generated initial data. For the p-median or
k-means problem, this algorithm is as follows.

Algorithm 4. Random multistart.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters.

1: Set F ∗∗ = +∞.
2: Initialize the sets of data vectors indexes χ : χ ⊂

{1, N}, |χk| = p. Uniform random generation or k-
means++ procedure can be used.

3: Perform the ALA procedure with the initial solution
χ and obtain a local minimum F ∗ of the objective function
(2) and a set of corresponding centers or centroids χ∗. In-
stead of the "pure" ALA procedure, sampling k-means can
be used in case of a large dataset.

4: If F ∗∗ > F ∗ then set F ∗∗ = F ∗;χ∗∗ = χ∗.
5: Check the stop conditions. If they are not reached

then go to Step 2.
6: Otherwise, STOP. The solution is χ∗∗.

The scheme of the genetic algorithm with greedy heuris-
tic proposed by Alp et al. for continuous location problems
is as follows [3, 42].

Algorithm 5. GA with greedy heuristic.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, popultion size Np.

1: Initialize Np sets of data vectors indexes χ1, ...χNp :

χi ⊂ {1, N}, |χk| = p ∀k = 1, Np. For each k ∈ {1, Np},
calculate the fitness function. In case of the continuous p-
median problem, to obtain the fitness function value for χk,
algorithm performs the ALA procedure with initial solution
χk and calculate

Fk = F (χ∗k) =

N∑
i=1

wi min
X∈χ∗

k

L(X,Ai). (4)

Here, χ∗k is the result of running the ALA procedure with
the initial solution χk.

2: If the stop conditions are reached then go to Step 7.
3: Choose randomly two "parent" sets χk1 and χk2 ,

k1, k2 ∈ {1, Np}, k1 6= k2. Running special crossover pro-
cedure with greedy heuristic, obtain "child" set of indexes
χc. Calculate the fitness function value Fc in accordance
with (4).

4: If ∃k ∈ {1, Np} : χk = χc then go to Step 2.
5: Choose index kworst = argmaxk=1,Np

Fk. If
Fwotst < Fc then go to Step 2.

6: Replace χkworst with χc, set Fkworst = Fc and go to
Step 2.

7: STOP. The result is a set χ∗k, k∗ = argmink=1,Np
Fk.

In the above version of this algorithm, at Steps 5 and 6,
the worst solution χworst is replaced by new solution. In
our experiments, we used other procedure at Step 5 (sim-
plest tournament selection): choose randomly two indexes
k1 and k2, k1 6= k2; set kworst = argmaxk∈{k1,k2} Fk.
This version of Step 5 gives better results.

In both random multistart and genetic algorithms, vari-
ous stop conditions can be used. We used maximum run-
ning time limit.

Unlike most genetic algorithms, this method does not
use any mutation procedure. However, the crossover pro-
cedure uses a special heuristic:

Algorithm 6. Greedy crossover heuristic.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, two "parent" sets of centers or centroids χk1 and
χk2 .
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1: Set χc = χk1 ∪ χk2 . Note that p ≤ |χc| ≤ 2p, i.e.,
the candidate solution χc is not feasible.

2: If |χc| = p then STOP and return the solution χc.
3: Calculate j∗ = argminj∈χc F (χc \ {j}).
4: Set χc = χc \ {j∗}.
5: Go to Step 2.

At each iteration, one index of the center or centroid is
eliminated (Step 4). At Step 3, Algorithm 6 chooses the
index of a center or centroid which can be eliminated with
minimum change of the fitness function. To estimate the
fitness function, ALA procedure must be performed. Thus,
Step 3 of Algorithm 6 is computationally intensive. In case
of Euclidean metric, iteratice Weiszfeld procedure must run
at each iteration of the iterative ALA procedure performed
|χc| times.

Therefore, Algorithm 6 is a computationally intensive
procedure, slow for very large datasets in case of k-means
problem and almost inapplicable in case of large-scale con-
tinuous p-median problems with Euclidean metric. Idea of
this heuristics correlates to ideas of the information bottle-
neck (IB) clustering method [48]. In the IB algorithms, at
the start, all data vectors form individual clusters. At each
step, one cluster is eliminated, its members join other clus-
ters. To choose such cluster, for each of them, algorithm
calculates the "information loss". In the case of "geomet-
ric" clustering based on distance metrics, this loss can be
estimated as the distance function increase. The compu-
tational load in case of the IB clustering allows to imple-
ment this method to small datasets only (N < 1000). This
form of the method proposed by Alp et al. for continuous
location problems is a compromise between the IB cluster-
ing simpler heuristics like traditional genetic algorithms or
random multistart.

This algorithm can be used for solving a discrete p-
median problem (2) with an additional condition:

Xj ∈ V ∀j ∈ {1, p} (5)

which can be used as an initial solution of the ALA method.

Algorithm 7. Greedy crossover heuristic for initial seed-
ing.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, two "parent" sets of centers or centroids χk1 and
χk2 .

1: Set χc = χk1 ∪ χk2 .
2: If |χc| = p then STOP and return the solution χc.
3: Calculate j∗ =

argmink∈χc
N∑
i=1

(minj∈(χc\{k}) wiL(Ai, Aj)).

4: Set χc = χc \ {j∗}.
5: Go to Step 2.

In this case, the ALA method always starts from a lo-
cal minimum of the discrete problem (2) with an addi-
tional constraint (5). This version of the algorithm is much

faster, it gives better results than the random multistart (Al-
gorithm 4) for most popular test datasets (see Section 4).
However, such results can be improved.

We propose two modifications. One of them decreases
the computational intensiveness of the algorithm, the sec-
ond one improves its accuracy. Their combination makes
new algorithm faster and more precise in case of large
datasets.

3 Our contribution
Let us consider Steps 3 and 4 of Algorithms 6 and 7. At
each iteration, Step 3 selects one index of data vectors and
eliminates it from the candidate solution. Let us assume
that at some kth iteration, j∗th index is eliminated and at
(k + 1)th iteration, algorithm eliminates j∗∗th index. Our
first modification is based on the supposition that if Aj∗
is distant from Aj∗∗ (i. e. L(Aj∗ , Aj∗∗) > Lmin, Lmin is
some constant) then the fact of eliminating or keeping j∗∗th
index "almost" does not depend on the fact of elimination
or keeping of j∗th index at previous iteration.

If the facts of choosing of indexes of two distant data
vectors at Step 3 in two successive iterations are indepen-
dent then the decisions on their eliminating (or keeping)
can be made simultaneously. We propose the following
modification of Steps 3 and 4.

Algorithm 8. Fast greedy heuristic crossover: modified
steps of the greedy heuristic procedure (Algorithm 6).

3: For each j ∈ χc, calculate δj = F (χc \ {k}).
4.1: Sort δi and select a subset χelim = {e1, ..., enδ} ⊂

χc of nδ indexes with minimal values of δi. Value nδ ∈
{1, |χc| − p} must be calculated in each iteration. Maxi-
mum number of the extra data elements of set χc must be
eliminated in the first iterations and only one element in the
final iterations (final iterations coincide with Algorithm 6
or 7):

nδ = max{[(|χc| − p) ∗ σe], 1}. (6)

We ran Algorithm 8 with σe = 0.2. Smaller values (σe <
0.0) convert it into Algorithm 6 and make it work slower.
Big values (σe > 0.3) change the order of eliminating the
clusters and reduce the accuracy.

4.2: From χelim, remove close data vectors. For each
j ∈ {2, |χelim|}, if ∃k ∈ {1, j − 1} : L(Aej , Aek) <
Lmin then remove ej from χelim.

4.3: Set χc = χc \ χelim.

Algorithm 6 performs up to p iterations. For real large
datasets, computational experiments demonstrate that p or
p−1 iterations are performed in most cases (data vectors of
the "parent" solutions at Step 3 of Algorithm 5 do not co-
incide). In each iteration, ALA algorithm runs |χc| times.
Thus, ALA algorithm runs up to 2p+ (2p− 1) + ...+ 1 =
2p2 − p + 1 times. Popular test datasets, BIRCH 1–3 are
generated for testing algorithms on problems with 100 clus-
ters. Thus, the ALA algorithm must run up to 19901 times.
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Depending on parameter Lmin, in each iteration of Al-
gorithm 8 eliminates up to σe · p members from χc. If
Lmin is big and σe = 0.2, in the first iteration, ALA runs
2p times, in the second iteration [1.8p] times, then [1.64p],
[1.512p] times etc. In case of 100 clusters and big Lmin,
the ALA procedure runs 200 + 180 + 164 + 152 + 142 +
134+ 128+ 123+ 118+ 116+ 113+ 111+ 109+ 108+
107+106+105+104+103+102+101 = 2626 times only.
Taking into account computational intenseness or the ALA
procedure such as standard k-means algorithm which is es-
timated O(N34p34 log4(N)/σ6) in case of independently
perturbed data vectors by a normal distribution with vari-
ance σ2 [7], reducing number of runs of the local search
procedure is crucial in case of large-scale problems.

Step 3 of Algorithm 7 can be modified as follows.

Algorithm 9. Fast greedy heuristic crossover for initial
seeding: modified steps of the greedy heuristic procedure
(Algorithm 7).

3: For each j ∈ χc, calculate δj =
N∑
i=1

(minj∈(χc\{k}) wiL(Ai, Aj)).

4.1: Sort δi and select a subset χelim = {e1, ..., enδ} ⊂
χc of nδ indexes with minimal values of δi.

4.2: For each j ∈ {2, |χelim|}, if ∃k ∈
{1, j − 1} : L(Aej , Aek) < Lmin then remove ej from
χelim.

4.3: Set χc = χc \ χelim.

The aim of Step 4.2 of Algorithm 8 is to hold the order
of elimination of the clusters provided by Algorithms 6 or
7. In Fig. 1, two cases of running Algorithm 8 are shown.
Let us assume that p = 4 and distances between the centers
of clusters 1 and 3, 3 and 4, 1 and 4, 6 and 7 are less than
Lmin. Let us assume that parameter σe allows eliminating
up to 3 clusters simultaneously in the 1st iteration. After
Step 3 of Algorithm 8 and sorting δi, we have a sequence
of clusters 4, 3, 6, ... . If Step 4.2 is included in Algo-
rithm 8 then only one of clusters 1, 3 and 4 can be removed
in the 1st iteration (Case A). Thus, only two clusters (4 and
7) are eliminated in the 1st iteration. If we remove Step 4.2
from our algorithm or assign big value to Lmin then the si-
multaneous elimination of clusters 3 and 4 is allowed (Case
B) which gives worse value of the squared distances sum.
If the original Algorithm 7 runs, it eliminates cluster 4 first,
then cluster 6. In its 3rd iteration, Algorithm 7 eliminates
cluster 1 and we have the set of clusters shown in Fig. 1,
Case A after two iterations which coincides with the result
of Algorithm 8.

Algorithm 6 starts the ALA procedure many times, it is
a precise but slow method. Having included Algorithm 8
into Algorithm 6, we reduce the number of starts of the
ALA procedure, however, as explained above, at least 2626
starts of the local search algorithm in each iteration of the
genetic algorithm in case of 100 clusters make using this
method impossible for very a large dataset, especially for
the Euclidean metric. Algorithm 7 optimizes the fitness

Figure 1: Succeeding and simultaneous elimination of
clusters.

function calculated for the initial seeding of the ALA pro-
cedure. This approach is fast, however, an optimal value of
the fitness function for the initial seeding does not guaran-
tee its optimal value for the final result of the ALA proce-
dure.

We propose a compromise version of two algorithms
which implements one step of the ALA procedure after
each elimination of the clusters. Since the result of the
ALA procedure does not coincide with the data vectors Ai
(in general), using integer numbers as the alphabet of the
GA (i.e. for coding the solutions forming the population of
the GA) is impossible and we use real vectors (coordinates
of the interim solutions of the ALA procedure) for coding
the solutions in the population of the GA. The whole algo-
rithm is as follows.

Algorithm 10. GA with greedy heuristic and floating point
alphabet.
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Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, population size Np.

1: Initialize Np sets of coordinates χ1, ..., χNp : chii ⊂
Rd, |χk| = p ∀k = 1, Np with solutions of the ALA
algorithm initialized by the k-means++ procedure (Algo-
rithm 2). Thus, each χi is a local minimum of (2). Store
corresponding values of the function 2 to arrayF1, ...,FNp .

2: If the stop conditions are reached then go to Step 7.
3: Choose randomly two "parent" sets χk1 and χk2 ,

k1, k2 ∈ {1, Np}, k1 6= k2. Running Algorithm 11, obtain
"child" set of coordinates χc which is a local minimum of
(2). Store the value of (2) to Fc.

4: If ∃k ∈ {1, Np} : χk = χc then go to Step 2.
5: Choose index kworst = argmaxk=1,Np

Fk. If
Fwotst < Fc then go to Step 2.

6: Choose randomly two indexes k1 and k2, k1 6= k2;
set kworst = argmaxk∈{k1,k2} Fk.

6: Replace χkworst with χc, set Fkworst = Fc and go to
Step 2.

7: STOP. The result is a set χ∗k, k∗ = argmink=1,Np
Fk.

The greedy heuristic procedure is modified as follows.

Algorithm 11. Greedy crossover heuristic with floating
point alphabet.

Require: Set V = (A1, ..., AN ) ∈ Rd, number p of
clusters, two "parent" sets of centers or centroids χk1 and
χk2 , parameters σe and Lmin.

1: Set χc = χk1 ∪χk2 . Run the ALA procedure for |χc|
clusters starting from χc. Store its result to χc.

2: If |χc| = p then run the ALA procedure with the
initial solution χc, then STOP and return its result.

2.1: Calculate the distances from each data vector to the
closest element of χc.

di = min
X∈χc

L(X,Ai) ∀i = 1, N.

Assign each data vector to the corresponding cluster with
its center in an element of χc.

Ci = arg min
X∈χc

L(X,Ai) ∀i = 1, N.

Calculate the distances from each data vector to the second
closest element of χc.

Di = min
Y ∈(χc\{Ci})

L(Y,Ai).

3: For each X ∈ χc, calculate δX = F (χc \ {X}) =∑
i:Ci]X

(Di − di).

4.1: Calculate nδ in accordance with (6). Sort δX and
select a subset χelim = {X1, ..., Xnδ} ⊂ χc of nδ coordi-
nates with minimal values of δX .

4.2: For each j ∈ {2, |χelim|}, if ∃k ∈
{1, j − 1} : L(Xj , Xk) < Lmin then remove Xj from
χelim.

4.3: Set χc = χc \ χelim.

4.4: Reassign data vectors to the closest centers or cen-
troids.

C∗i = arg min
X∈χc

L(X,Ai) ∀i = 1, N.

For each X ∈ χc, if ∃i ∈ {1, N} : Ci = X and C∗i 6=
X then recalculate center or centroid X∗ of the cluster
CclustX = {Ai|C∗i = X, i = 1, N}. Set χc = (χc\{X∗})∪
{X}.

5: Go to Step 2.

An important parameter of Algorithms 8 and 11 is Lmin.
Performed series of experiments on various data, we pro-
pose the following method of its determining for each pair
of centers or centroids Xj and Xk (see Step 4.2 of Algo-
rithm 11):

Lmin = min
X∈χc

{max{L(X,Xj), L(X,Xk)}}.

We ran this algorithm with large datasets and proved its
efficiency experimentally.

4 Computational experiments

4.1 Datasets and computing facilities
For testing purposes, we used real data and generated
datasets collected by Speech and Image Processing Unit
of School of Computing of University of Eastern Finland1

and UCI Machine Learning Repository2. Other authors use
such problems for their experiments [56, 1, 43]. Number of
data vectors N varies from 150 (classical Iris plant prob-
lem) to 581013 (Cover type dataset), number of dimen-
sions d varies from 2 to 54, number of clusters from 3 to
1000. In addition, we used specially generated datasets for
p-median problems (uniformly distributed data vecrots in
R2, each coordinate in interval [0; 10) with uniformly dis-
tributed weights in range [0; 10)).

Computational experiments were performed for prob-
lems with Euclidean (l2) and squared Euclidean (l22 )
distances (p-median and k-means problems, correspond-
ingly).

For our experiments, we used a computer Depo X8Sti
(6-core CPU Xeon X5650 2.67 GHz, 12Gb RAM), hyper-
threading disabled and ifort compiler with full optimization
and implicit parallelism (option -O3).

For algorithms comparison purposes, we ran each algo-
rithm with each of datasets 30 times.

4.2 Algorithm parameters tuning
An important parameter of the genetic algorithm is num-
ber of individuals (candidate solutions)Np in its population
(population size). Running Algorithm 10 for the generated
datasets (d = 2, N = 1000 and N = 10000, p = 10 and

1http://cs.joensuu.fi/sipu/datasets/
2https://archive.ics.uci.edu/ml/datasets.html
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Figure 2: Results of Algorithm 10 with various population sizes.

p = 100) and real datasets (MissAmerica1 with p = 100)
show that large populations (Np > 50) slow down the con-
vergence. Analogously, running with very small popula-
tions (Np < 10) decrease the accuracy.

Results of running our algorithm for a generated prob-
lem with squared Euclidean metric are shown in Fig. 2. In
this diagram, we fixed the best results achieved by the al-
gorithms and the spent time after each improvement of the
results in a special array. This diagram shows the average
or worst results of 30 starts of the algorithms.

Experiments show that a population of 10–25 individuals
is optimal for all tested problems for all greedy crossover
heuristics considered in this paper (Algorithms 6, 7, 8 and
11). There is no obviois relation between d and Np, p and
Np norN andNp. In all experiments below, we usedNp =
15.

4.3 Numerical results
For all datasets, we ran the genetic algorithm with greedy
heuristic (Algorithm 5) with various crossover heuristics
(Step 3 of Algorithm 5): its original version proposed by
Alp et al. [3, 42] (Algorithm 6), its version for initial clus-
ter centers seeding only (Algorithm 7), our modifications
allowing elimination of many cluster centers in one step
(Algorithm 8) and our new genetic algorithm with floating
point alphabet (Algorithm 11).

Results for each of datasets are shown in Tables 1 and 2.
We used the sampling k-means procedure (Algorithm 3)

for datasets with N ≥ 10000 as the ALA procedure at
Step 1 of Algorithms 5, 10 and 11. For smaller datasets,
we ran all algorithms without sampling. However, running
algorithms without sampling k-means procedure for large
datasets equally delays the genetic algorithm with all con-
sidered greedy crossover heuristics.

Computation process with each of the algorithms was
performed 30 times. Time limit shown in the first column
was used as the stop condition. Value of this maximum

running time was chosen so that adding equal additional
time does not allow to obtain better results in case of us-
ing the original greedy crossover heuristic for initial seed-
ing (Algorithm 7) in at least 27 attempts of 30. In addi-
tion, for the problems listed in Table 1, we fixed the av-
erage time needed for achieving the average result of the
original genetic algorithm with greedy crossover heuristic
(Algorithm 5 + Algorithm 6, see [3, 42]). For more com-
plex problems listed in Table 2 where the original greedy
crossover procedure is inapplicable due to huge computa-
tional complexity, we fixed the average time needed for
achieving the average result of the original genetic algo-
rithm with greedy crossover heuristic applied for optimiz-
ing the fitness function value of the initial dataset of the
ALA procedure (Algorithm 5 + Algorithm 7).

Algorithm 5 with the original greedy crossover heuris-
tic (Algorithm 6) proposed by Alp et al. [3, 42] shows
excellent results for comparatively small datasets (see Ta-
ble 1). For the least complex problems (”Iris” dataset), us-
ing the algorithm proposed in this article (Algorithm 10,
Problems 1 and 3) reduces the accuracy of the solution in
comparison with the original algorithm of Alp et al. [3, 42]
(Algorithms 5 and 6). For larger datasets, new algorithm
(Algorithm 10+Algorithm 11) is faster and more precise.

Moreover, using the original greedy crossover heuristic
is impossible for large datasets (for all larger gatasets with
p > 30, N ≥ 10000) due to very intensive computation
at each iteration. For such datasets, we used the algorithm
of Alp et al. applied for optimizing the fitness function
value of the initial dataset of the ALA procedure (Algo-
rithms 5 and 7) for comparison purposes. In this case, for
all solved large-scale test problems with both Euclidean
(l2, planar p-median problem) and squared Euclidean (l22,
k-means problem) metrics, our Algorithm 10 with float-
ing point alphabet and modified greedy crossover heuristic
(Algorithm 11) works faster and gives more precise results
than Algorithm 5 with greedy heuristic implemented for
the initial seeding only (Algorithm 7, [3, 42]).
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Table 1: Results of running new Algorithm 11 and original genetic algorithm with greedy crossover heuristic.

Dataset, Dis- Method Avgerage Average Worst Avg.
and its tance result time needed result speedup

parameters, for reaching (new vs.
time limit result of the original

original method)
method, sec.

Iris l22 Original 1.40026039044 0.0096 1.40026039044
(n = 150, d = 4, · 1014 · 1014

p = 3), ALA mult. 1.40026039044 0.0103 1.40026039044
100 sec. · 1014 · 1014

New 1.400262 · 1014 - 1.4002858 · 1014 -
Iris l22 Original 46916083985700 2.4 46916083985700

(n = 150, d = 4, ALA mult. 46917584582154 - 46935815209300
p = 10), New 46916083985700 2.5 46916083985700 -
100 sec. - -

MissAmerica1 l22 Original 105571815.061 603 105663081.95
(n = 6480, d = 16, ALA mult. 105714622.427 - 106178506.965

p = 30), New 105440299.602 13.8 105440299.601 43.69
1500 sec. - -
Europe l22 Original 1099348562.46 1050.8 1099355026.03

(n = 169309, ALA mult. 1099345009.09 15.6 1099345033.08
d = 2, p = 10), New 1099345067.99 123.8 1099345210.55 8.48

1500 sec. - -

Note:”Original” algorithm is Algorithm 5 with original greedy crossover heuristic (Algorithm 6),
”ALA mult.” algorithm is multiple start of the ALA procedure (Algorithm 4),
”New” algorithm is the genetic algorithm with floating point alphabet (Algorithm 10 with Algorithm 11 as the greedy crossover procedure).

To illustrate the dynamics of the solving process, we
present the timing diagrams which show the average re-
sults of 30 runs of each algorithm for various datasets in
Fig. 3 and 4. Diagrams show that new algorithm with
floating point alphabet allows to increase the accuracy at
early stages of the computation process in comparison
with known methods which allows to use it for obtaining
quick approximate solutions. In addition, results of the fast
greedy heuristic (Algorithm 8) are shown in the diagrams.
Using this heuristic without other modifications to the ge-
netic algorithm can reduce the accuracy of the results.

5 Conclusion

New genetic algorithm based on ideas of the p-median ge-
netic algorithm with greedy heuristic and two original pro-
cedures can be used for fast and precise solving the large-
scale p-median and k-means problems. For the least com-
plex problems, the results of our method are less precise
than the original GA with greedy heuristic proposed by Alp
et al. However, new algorithm provides more precise re-
sults in appropriate time for the large-scale problems.
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Cognitonics is a new science which looks at ways to reconcile human socio-spiritual development with 

increasingly rapid human intellectual development in the new context of technological advances and 

increased cultural homogeny. This is particularly relevant in areas such as education and informatics 

where children are found to be increasingly capable to control and adapt to new technological advances 

yet often suffer from a lack of social development or are unable to engage with aspects of their own 

cultural heritage. In this study we consider the application of a cognitonics based approach to the 

problems of the Oaxacan education system, particularly for indigenous children who suffer from a loss 

of culture and diminished provision of education due to a lack of resources and regular teacher strikes. 

Specifically, we look at how the introduction of face-to-face collaborative video games can help develop 

academic, information-technology and social skills together while promoting spiritual well-being and 

cultural identity.   

Povzetek: Predstavljena je kognitonska metoda učenja v mehiški državi Oaxaca. 

1 Introduction 
Oaxaca State is located in the south west of Mexico 

bordering Puebla and Veracruz to the north, Guerrero 

and Chiapas to the East and West, with the Pacific Ocean 

to the south. The overall population is around 3.5 million 

with about a third of the population speaking one of 

sixteen formally recognised indigenous languages. 

Around half of these do not speak Spanish and the 

remaining two-thirds of the population are predominantly 

mixed or indigenous peoples who have lost their 

language. The rugged terrain and linguistic or cultural 

differences mean that people often live in small secluded 

communities. Many of these communities suffer from 

limited access to services and employment opportunities. 

Overall, 53% of the population live in rural areas [1] and 

67.2% live in poverty [2]. 60% of the population are 

under 30 and more than a third of the total population are 

enrolled in the educational system. Around 700,000 of 

these are children in primary education [3]. 

Despite their rich cultural heritage and the resilience 

of Oaxacan people to general hardship, they are currently 

faced with a number of serious social and economic 

challenges. Primary education is particularly problematic 

with Mixtec municipalities accounting for the majority of 

the 80% in Oaxaca not adhering to minimum 

requirements set by the Mexican government [4]. Only 

5% of indigenous persons in the state attain a grade 

beyond primary school level and over 21% of the overall 

state population is illiterate [4]. These problems can be 

attributed to a number of factors including low family 

income [5], disruption of family structures due to high 

rates of migration [4, 5] and the large percentage of the 

population that live in remote rural areas [6]. There is 

also the significant problem that many indigenous 

teachers have not received formal training [7] and a 

strong sense that the education system is not properly 

adapted to best serve the indigenous population.  
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Most of these social, economic and political 

problems have their roots in, and are exacerbated by, 

corruption, which is endemic in Mexico as a whole [8]. 

Corruption at the fundamental level is the illegitimate use 

of public power to benefit private interest. This is when 

individuals expect illicit payback for services or 

preferential treatment. While this occurs on different 

levels with different grades of severity, the result is that 

people are denied access to opportunities and official 

structures fail to function in an efficient or just manner. 

This leads to inequality that leads to frustration, social 

unrest and criminal activity. 

A lack of altruistic community spirit [9] or, at a very 

basic level, a lack of common compassion is at the root 

of corruption. A tendency toward corrupt behaviour is 

not however a natural attribute of the Mexican people but 

rather a result of the social conditions such as economic 

hardship and marginalization caused by factors such as 

the large scale migration of people to urban areas and the 

subsequent loss of established community structures. 

Our proposal for working toward a partial solution to 

this problem is to support the provision of innovative 

education methods such as collaborative learning. 

Collaborative learning is where two or more students 

learn together by working on the same problem. This 

allows the students to learn through shared experience 

and face-to-face interaction, in effect capitalising on the 

inherent social nature of learning [10]. Many of the 

attributes promoted by collaborative learning are 

important for promoting community spirit and tackling 

the root causes of corruption. Important aspects of 

collaborative learning are positive interdependence, 

individual accountability, face-to-face promotive 

interaction, social skills and group processing (or self-

analysis of the group) [11]. Our hope is that by 

developing these abilities at an early age, when young 

people begin to define themselves as individuals and 

develop intellectually, we can help avoid the 

development of the converse negative traits later in life.  

Specifically, we look at how collaborative 

educational videogames can be used to help primary 

school children develop collaborative and proper social 

skills while achieving learning objectives that would 

normally be taught in a traditional classroom 

environment. This combines the teaching of the 

classroom syllabus with an introduction to information-

technology and the development of essential social skills 

so as to balance the development of the intellectual and 

socio-spiritual sides of the student in accordance with the 

philosophy of cognitonics [12].  

2 Related work 
Cognitonics aims, in particular,  to help people adapt to 

and use technology by improving cognitive mechanisms 

of processing information and developing the emotional 

sphere of the personality [12-14]. Examples of 

cognitonics in education are the use of broadband tele-

conferencing to allow young people to interface with 

public figures [15], using technology for the self-

evaluation of history lessons [16] and building a mental 

model of student online activity in an online e-learning 

environment [17]. Collaborative face-to-face videogames 

also fall within the scope of cognitonics,  since they  aim 

to promote a more sociable and culturally relevant 

learning experience [18-20]. While the concept of using 

collaborative videogames for cognitonics is a relatively 

new development, there is a long history of technology 

being used in Mexican education and in many regards 

collaborative games can be seen as a logical progression 

from these technologies. 

2.1 Distance learning 

Over the years various Mexican governments have 

recognized the problems of delivering education in 

remote and marginalized areas and sought to remedy 

these problems through the application of technology 

[21]. The most successful programs have been in the area 

of distance learning [22] supported by television 

networks and courses delivered through the mail. 

Computer based learning has been somewhat less 

successful due to problems of IT infrastructure and the 

cost of equipment. 

In the late nineties Ernesto Zedillo introduced a 

program of Distance Education aimed at bringing quality 

education to remote areas without the necessity for 

students to relocate or travel large distances to attend 

classes. Since then, three distinct projects have been put 

into place to provide Distance Learning in Mexico. These 

are the Educational Satellite Television Network 

(EDUSAT) [23] which provides support for the training 

and development of teachers, the Red Escolar (Scholar 

Network) [24] which provides education in information 

technologies and Telesecundaria (Tele-secondary school) 

[25] providing general and technical secondary 

education.  

The provision of computer based distance learning 

material is limited in Mexico and its usefulness is 

questionable as very few Mexicans stand to benefit from 

this type of education in its traditional form. 

Traditionally, computer based distance learning means 

learning at home and few Mexicans have a suitable 

computer at home. According to the INEG, as of 2006, 

only 58.7% of the population have access to a personal 

computer with only 45% having access to the internet 

[26]. These figures are likely to be a lot worse for less 

advantaged sections of the population who stand to 

benefit the most from distance learning programmes. 

2.2 Computer based distance learning 

Enciclomedia [27] is the Mexican governments most 

committed effort in the area of computer based distance 

learning to date. This was released in the 1990s, 

incorporating videos, text, virtual visits, sounds and 

images to complement free textbooks. Later versions of 

the service incorporated content from Encarta [28] 

provided by Microsoft and integrated resources, activities 

and audiovisuals generated by projects such as the Red 

Escolar [24], Biblioteca Digital, Sec 21 and Sepiensa 

[29]. However, the project was not generally considered 

a success. Teachers found the material to be inconsistent 
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and, according to primary teachers in the nation capital, 

the program ceased to be used altogether from the 2010 

when as part of the Basic Education Reform the content 

free textbook was changed without the program being 

updated [30]. 

Other private initiatives tended to concentrate on the 

provision of computer equipment in the classroom. In 

2009, Mexican billionaire Carlos Slim donated 50,000 

laptops for use in Mexican schools from the One Laptop 

per Child (OLPC) program [31]. Kids on Computers [32] 

is another important program, working in Oaxaca to 

recycle used computers for use in rural schools. A 

general criticism of these types of program is that they 

can do little to serve the immediate needs of the 

population such as the supply of food and availability of 

clean water [33]. This isn’t so much of an issue however 

in nations such as Mexico where the problems of 

development are more to do with organization and 

infrastructure rather than resources. In the Mexican 

context these programs certainly have a great potential to 

improve conditions for the general population. 

2.3 Collaborative learning games 

The use of collaborative games is a form of learning that 

has already shown promise to improve the education of 

children while at the same time helping to develop 

positive character traits. This is reflected in the vast 

majority of research on the subject which indicates that 

students learn more effectively when they work 

collaboratively [34]. Several studies point out benefits of 

using collaborative methods in education [35]. These 

include that; 

 Students learn more. 

 Students are more positive about school, subject 

areas, and teachers or professors. 

 Students are more positive about each other 

regardless of differences in ability, ethnic 

background, or physical disability. 

 Students are more effective interpersonally as a 

result of working cooperatively: students with 

cooperative experiences are more able to take the 

perspective of others, are more positive about taking part 

in controversy, have better developed interaction skills, 

and have a more positive expectation about working with 

others. 

These results aren’t surprising since we already 

know that students tend to learn more in social situations  

[10], and collaborative learning is intrinsically social. 

Moreover, there is strong evidence that indigenous 

Mesoamerican peoples in particular have a cultural 

disposition to collaborative learning rather than the 

traditional directed approach [36], and children with this 

background may not adapt well to the more authoritarian 

European-American classroom model [37]. These are all 

reasons to assume that collaborative learning games 

might form part of a successful strategy to improve 

primary education in Oaxaca. 

3 Collaborative face-to-face 

videogames in the state of Oaxaca 
Over-and-above the aforementioned pedagogical benefits 

of collaborative learning, there are a number of practical 

reasons why collaborative videogames could form part of 

a realistic solution to the problems of the Oaxacan 

education system. Videogames do not depend on 

supervision or on language, they are also relatively cheap 

to implement and maintain, and suit the way that children 

naturally learn. Collaborative games can also help 

children learn how to work together. This ability to work 

together is in itself an important life-skill that’s often 

neglected in the traditional model of classroom education 

where children strive toward individual merit over the 

good of the group. By encouraging students to develop 

team working skills at an early age we feel this should 

better equip them to grow into adults who are more able 

to work together towards resolving some of the more 

entrenched problems of Oaxaca and Mexican society.  

Developing these skills at the same time as they 

learn to use new technologies should also allow the 

students to develop a more wholesome relationship with 

technology and suffer less from adverse effects such as 

isolation and retarded social skills [13, 38]. 

 

 
 

Figure 1. Setup of the games. Left, custom games stand set at 45 degrees and, right, children playing the games 

with a robot assistant. 
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3.1 Methodology 

Our experiments to investigate how collaborative 

videogames might be used in Oaxaca involved six groups 

of three children aged eight to ten years. Each group 

spent two hours in total playing three educational 

videogames. Games were played on a forty-two inch 

multi-touch screen angled at forty-five degrees and raised 

between waist and head height to be ergonomically 

accessible (see figure 1). The children were observed 

through two-way glass with audio and video recorded 

throughout the sessions to give us a permanent record of 

results. The groups consisted of four groups all female 

and two groups all male.  

Each child was tested immediately before, 

immediately after and four days after their session. The 

exams used for testing included three five minute 

sessions testing mathematics, languages and reading. The 

students were also asked to fill in questionnaires to 

provide us with more subjective information relating to 

how they felt about the games and working as a team. In 

addition to this, observations made during the tests 

allowed us to assess the dynamics of the groups telling us 

how the students interacted and how collaboration 

strategies evolved. 

3.2 Videogame design 

The three educational games developed for our 

experiment supported the learning of mathematics, 

languages and reading. In order for the games to be both 

accessible and challenging for children with different 

levels of learning, we incorporated a gradually increasing 

level of difficulty for each game. Other key aspects of 

game design were promotion of inter-student interaction, 

cultural relevance and age appropriateness. Here we tried 

to ensure that the games were non-violent and did not 

enforce gender stereotypes while encouraging the 

children to identify with elements of their native Mixtec 

and Mexican culture.  

Two of the three educational videogames developed 

for the project (those designed for mathematics and 

language learning) make use of graphics based on Mixtec 

codices (see figure 2). The codices are a form of 

colourful hieroglyphic used by the early Mixtecos to 

record their history. While these are no longer used today 

for writing, they remain a strong symbol of Mixtec 

culture used in logos, books and t-shirt designs. Parts of 

the costumes seen in the codices are also used in 

traditional ceremonies and festivals. The codices used in 

the games are the jaguar, the eagle, the muerte, and the 

Mixtec man. Muerte can be literally translated as death,  

and the character used in our game represents a dead 

friend or relative returning to visit the living. To western 

eyes this might seem a morbid character to include in a 

video game for young children, but the Mixtecos have a 

somewhat different attitude to the symbolism 

surrounding death. Mixtecos consider the ‘day of the 

dead’, when the dead are said to return to visit their loved 

ones, as a happy occasion to be celebrated with bright 

colours and loud music.   

The mathematics game developed for the project 

 

Figure 2: Mixtec codices used as characters in the mathematics and languages videogames: Jaguar, eagle, muerte 

and mixteco. 

 

 

 

 
 

 

 
 

 

Figure 3. Screenshots of the educational videogames; left mathematics, top right languages and bottom right reading. 
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(figure 3 left) is a simple ‘tower defence’ type game 

where the students have to solve mathematical equations 

to fire eagles and prevent the muertes from reaching the 

perimeter wall of their ‘tower’ and draining their energy. 

The character of the user, the jaguar, sits at the left hand 

side of the screen. Below this character is a keypad and 

to the right a list of sums. To the right of the sums is a 

vertical wall and beyond the wall are the muertes. Each 

muerte advances slowly from right to left toward a sum 

and if a muerte reaches the wall it stops and begins to 

drain the health of the user. When the health of the user 

reaches zero, the game is over.  In order to stop muertes 

reaching the wall, the user can answer sums to fire 

eagles. The user can press on different sums to answer 

them using the keypad. If a sum is answered incorrectly,  

health is drained, and if a sum is answered correctly, an 

eagle is fired from the wall toward the right hand side of 

the screen. When a muerte is hit by an eagle, it is pushed 

back away from the wall. Pushing back muertes also 

adds to the users score and causes the level-up bar to rise. 

When the level up bar is full, every sum fires an eagle to 

push all the muertes back, and the user progresses to the 

next level. As the level increases, the muertes begin to 

speed up, and it becomes gradually more difficult to do 

all the sums on time to keep the muertes away from the 

wall. 

The languages game help students to learn the names 

of animals in English (figure 3 top right). This game is 

another ‘tower defense’ type game similar to that used to 

learn mathematics described above. However, instead of 

doing sums to fire eagles, the students have to match 

words in English to their Spanish translations. When 

words are matched correctly eagles are fired from both 

words and health is drained when words are matched 

incorrectly. The game begins with a small number of 

words for more common animals such as cats and dogs. 

As the game advances, the difficulty level increases with 

a wider variety of gradually more obscure animal names. 

If the children are not already familiar with the names of 

these animals in English, they can normally find the 

translations out by trial and error and learn from their 

mistakes.  

The reading game (figure 3 bottom right) aims to 

help the children with reading by asking them to 

complete a story by replacing missing verbs. Literature 

and authors are held in particular esteem in Mexico, and 

Latin America in general, with popular authors often 

considered as national heroes. This game encourages the 

children to explore the Mexican national side of their 

identity by using an adaptation of the short story ‘Mi 

vida con la ola’ by Mexican Nobel laureate for literature 

Octavio Paz. 

3.3 Results 

Our experiments provided us with three types of results. 

Firstly, short exams taken by the students immediately 

before, immediately after, and four days after the 

experiments allowed us to assess how the games 

contributed towards specific short-term learning 

objectives. In addition to these exams, the students were 

asked to fill in questionnaires to provide us with more 

subjective information relating to how the students felt 

about working as a team throughout the sessions. Finally, 

observations made during the tests allowed us to observe 

the dynamics of the groups, and how strategies evolved 

during the sessions.  

3.4 Exams 
 

Table 1 summarizes the improvement in the children’s 

performance in the exams after the session with the 

educational games. Here we can see that the children’s 

performance did not improve significantly, or 

deteriorated, immediately after their session with the 

games. This was most likely due to the children being 

tired and over-stimulated after playing the games for two 

hours. When the students were tested again, four days 

after the tests, there was a significant improvement in 

their performance. This improvement was particularly 

marked for mathematics where the student’s performance 

showed an increase of 21.9%. The improvement for 

languages was 4.3% and the students regressed slightly 

in their reading (by 2.1%). In order to statistically 

validate our results and account for inter-sample 

variance, we performed a single-tailed t-test. This gave a 

p-value of 0.016 for the second test to indicate that it was 

highly likely the children’s improvement was due to their 

exposure to the games rather than variation of the 

children’s scores overall. The p-value for improvement 

in the mathematics test was 0.0018, indicating a greater 

probability that the children’s improvement was due to 

their exposure to the games. The p-value for the language 

test was marginal at 0.20 (0.089 for the boys), indicating 

Table 1.  Improvement in child performance assessed by exams administered after a session with collaborative 

educational games. 

 

Improvement in performance 

Immediately after the test four days after the test 

Maths Languages Reading All Maths Languages Reading All 

girls 
% 10.00% 0.96% 0.00% 3.65% 22.08% 2.56% 1.04% 8.56% 

p-value 0.111 0.421 0.500 0.243 0.012 0.215 0.500 0.393 

boys 
% 9.17% -0.64% -25.00% -5.49% 21.67% 7.69% -8.33% 7.01% 

p-value 0.065 0.468 0.005 0.130 0.012 0.089 0.282 0.016 

all 
children 

% 9.7% 0.4% -8.3% 0.6% 21.9% 4.3% -2.1% 8.0% 

p-value 0.067 0.458 0.148 0.439 0.002 0.198 0.387 0.031 
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that there is insufficient evidence to conclude that 

exposure to the games caused an improvement in the 

children’s results (using the standard p-value threshold of 

0.05). Results also indicate that there is insufficient 

evidence to conclude that the drop in reading 

performance was due to exposure to the reading game 

(with a p-value of 0.38). 

3.5 Questionnaires and observations 
 

The questionnaires filled in by students and observations 

made during the experiments provided us with more 

subjective information regarding the benefits of our 

educational games. The first thing we noticed was the 

short time the children took to learn how to play the 

games. On average it took around two minutes for the 

children to develop an understanding of how each game 

worked. During the following five or ten minutes the 

children would develop basic game strategies and 

continue developing these while playing the games. The 

students also developed collaboration strategies such as 

coordinated turn taking, task delegation and thinking 

aloud. In general, the boys tended to prefer the 

mathematics game while the girls preferred the reading 

game. The boys and girls also tended to use different 

strategies for the reading game. The girls would read 

larger sections of the text aloud, following the story. 

Boys tended to use a more direct strategy of reading 

individual sentences and trying to use grammatical rules 

to choose a word. The boys also tended to be more 

competitive, celebrate more when an answer was correct, 

and argue more over whose turn it would be to operate 

the interface. All of the student groups spent around 

about equal time playing each of the different games and 

tended to spend around twenty minutes or half an hour 

playing a game before moving on to the next. 

The positive feelings the children had toward the 

games were reflected both in observed behaviour and 

questionnaire results. At the end of the sessions the 

children wanted to continue playing even after two hours. 

In the questionnaires the children told us they enjoyed 

the gaming sessions and would be very happy to use the 

games for future learning. The children particularly 

enjoyed being able to learn together with their fellow 

students and found the graphical nature of the games 

stimulating. They recognized the characters from the 

codices and felt this helped them relate to the games. The 

story used in the reading game was not familiar to the 

students but those who followed the text in the session 

expressed an interest in learning more about the story.    

4 Conclusion 
The results of the evaluation presented in this paper 

demonstrate the potential of collaborative games to 

improve the educational experience of children in the 

Mixtec region of Mexico. This includes the development 

of academic abilities and inter-personal skills together so 

as to realise a more balanced learning experience and 

prevent more negative personality traits such as isolation 

and anti-social tendencies that might otherwise be the 

result of less interactive education models such as private 

study with a computer [13, 14]. 

Evaluating exam scores before and after gaming 

sessions showed a statistically significant improvement 

of over 20% in results for mathematics. Results for the 

languages were positive though not conclusive due to the 

small sample size and natural variation between student 

grades. While the exam results did not show an 

improvement for reading, a number of children involved 

in the study felt encouraged to develop an interest in the 

story presented during the game.  

More importantly, the games allowed the children to 

develop important team working skills and encouraged 

them to identify with different aspects of their native 

culture. While it is normal for students to interact during 

playtime, interaction during class-time is relatively 

scarce, and since team working is such an important skill 

in the modern work-place, we feel that this would make 

our collaborative videogames a valuable addition to the 

children’s schooling.  

It is also important that the games worked well with 

children working together while using information 

technology. We believe that this type of working can 

move children away from the idea of computing as a 

solitary anti-social activity and towards a more positive 

outlook where computers are seen as a tool for helping 

rather that replacing human interaction. The exercise also 

prepares the students for new computing paradigms such 

as ubiquitous computing and augmented reality that are 

likely to involve concurrent collaborative working in the 

future.  

Acknowledgements 

The authors of this paper would like to acknowledge the 

help of the following persons without whom we could 

not have been able to realise the experiments described in 

this paper. Firstly, we would like to thank the teachers, 

students and the parents of students at Escuela Primaria 

Rural Benito Juárez in Acatlima Oaxaca for participating 

in and facilitating our experiments and tests. We would 

also like to thank Carlos Martinez and Mario Moreno for 

helping us to use the excellent UsaLab facility at the 

Universidad Tecnológica de la Mixteca, and José Aníbal 

Arias Aguilar, Ana Delia Olvera Cervantes, Ariadna 

Benítez Saucedo, Jessica Santos and Mario Alberto 

Cortes for help during the experiments. Also at the UTM, 

we would like to thank Rodolfo Palma Guzman and his 

team at de Taller de Metal Mécanica for the design and 

construction of the adjustable large screen display stands 

used in the experiments. Finally, this article would not 

have been possible without the generous funding of 

Proyecto Conacyt 152 008 teorías, métodos y modelos de 

la complejidad social. 

References 
[1]  I. Inegi, "Conteo de población y vivienda 2005," 

Indicadores del censo general de Población y 

vivienda, Ed. INEGI, México, 2005. 



A Cognitonics Approach to Computer Supported Learning in… Informatica 38 (2014) 241–248 247 

[2]  C. N. d. E. d. l. P. d. D. Social, "Informe Ejecutivo 

de Pobreza: México 2007," CONEVAL México, 

2007. 

[3]  L. Sørensen, "Report on Education in Oaxaca-The 

social conflict between the Mexican government 

and the Teachers Union," 2006. 

[4]  A. M. A. Juárez, "Migración y pobreza en Oaxaca," 

El cotidiano, vol. 148, pp. 85, 2008. 

[5]  D. R. Pioquinto, "Migración y cambios 

socioeconómicos en la comunidad de Zoogocho, 

Oaxaca," Estudios Demográficos y Urbanos, pp. 

313-345, 1991. 

[6]  J. P. Schmal, "Oaxaca: A land of diversity". An 

educational project of the Houston Institute for 

Culture, 2006; http://www.houstonculture.org/ 

mexico/oaxaca.html; retrieved April 21, 2014. 

[7]  N. de Bengoechea Olguin, "10+1 ≠1+10 o de cómo 

los indios cuentan mejor que los otros," La Vasija, 

vol. 1, pp.  81-90, 1998. 

[8]  L. Ionescu, "Mexico's pervasive culture of 

corruption," Economics, Management, and 

Financial Markets, pp. 182-187. 

[9]  S. D. Morris and J. L. Klesner, "Corruption and 

trust: Theoretical considerations and evidence from 

Mexico," Comparative Political Studies, vol. 43, pp. 

1258-1285, 2010. 

[10]  C. D. Lee and P. Smagorinsky, Vygotskian 

perspectives on literacy research: Constructing 

meaning through collaborative inquiry: Cambridge 

University Press, 2000. 

[11]  D. W. Johnson and R. T. Johnson, "An educational 

psychology success story: Social interdependence 

theory and cooperative learning," Educational 

researcher, vol. 38, pp. 365-379, 2009. 

[12]  V. A. Fomichov and O. S. Fomichova, 

"Cognitonics as a New Science and Its Significance 

for Informatics and Information Society", 

Informatica. An International Journal of Computing 

and Informatics (Slovenia), Vol. 30, pp. 387-398. 

[13]  V. A. Fomichov and O. S. Fomichova, "An 

Imperative of a Poorly Recognized Existential Risk: 

Early Socialization of Smart Young Generation in 

Information Society," Informatica. An International 

Journal of Computing and Informatics (Slovenia), 

2014, Vol. 38, No. 1, p. 59-70. 

[14]  O. Fomichova and V. Fomichov, "Cognitonics as 

an Answer to the Challenge of Time" , Proceedings 

of the 12th International   Multiconference 

Information Society - IS 2009, Slovenia, Ljubljana, 

12 – 16 October 2009. The Conference 

Kognitonika/Cognitonics. Jozef Stefan Institute, 

2009, pp. 431-434; available online at 

http://is.ijs.si/is/is2009/zborniki.asp?lang=eng; 

retrieved 27.04.2014 

[15]  T. B. Kane, "David and Leviathan: Forming 

Cognitive Tunnels between Classrooms and 

Artificial People in the Real World," in Gams, M., 

Piltaver, R., Mladenic, D. et al., Eds.  (2013). 

Proceedings of the 16th International 

Multiconference Information Society – IS 2013, 

Slovenia, Ljubljana, 7 – 11 October 2013. The 

Conference Kognitonika/Cognitonics. Jozef Stefan 

Institute, pp. 453-459; http://is.ijs.si/is/is2013/ 

zborniki.asp?lang=eng; retrieved 15.04.2014 

[16]  A. Labus and M. Miljković, "Self-evaluation of 

history lessons and some related aspects of 

citizenship education," in Gams, M., Piltaver, R., 

Mladenic, D. et al., Eds.  (2013). Proceedings of the 

16th International Multiconference Information 

Society – IS 2013, Slovenia, Ljubljana, 7 – 11 

October 2013. The Conference Kognitonika/ 

Cognitonics. Jozef Stefan Institute;  pp. 443-446; 

http://is.ijs.si/is/is2013/zborniki.asp?lang=eng; 

retrieved 15.04.2014 

[17]  T. M. Gabriela, M. M. Cristian, and D. D. 

Burdescu, "Building professor's mental model of 

student's activity in on-line educational systems," in 

Gams, M., Piltaver, R., Mladenic, D. et al., Eds.  

(2013). Proceedings of the 16th International 

Multiconference Information Society – IS 2013, 

Slovenia, Ljubljana, 7 – 11 October 2013. The 

Conference Kognitonika/Cognitonics. Jozef Stefan 

Institute;  pp. 472-475; http://is.ijs.si/is/is2013/ 

zborniki.asp?lang=eng; retrieved 15.04.2014 

[18]  P. Craig, N. Roa-Seïler, M. Martínez Díaz, and F. 

Lara Rosano, "Assessing the Potential of 

Colaborative Video Games to Improve Education in 

La Mixteca Region of Mexico," in Gams, M., 

Piltaver, R., Mladenic, D. et al., Eds.  (2013). 

Proceedings of the 16th International 

Multiconference Information Society – IS 2013, 

Slovenia, Ljubljana, 7 – 11 October 2013. The 

Conference Kognitonika/Cognitonics. Jozef Stefan 

Institute;   pp. 413-446.;  http://is.ijs.si/is/is2013/ 

zborniki.asp?lang=eng; retrieved 15.04.2014 

[19]  P. Craig, N. Roa-Seïler, F. L. Rosano, and M. M. 

Díaz, "The Role of Embodied Conversational 

Agents in Collaborative face to face Computer 

Supported Learning Games," in Proc. 26th 

International Conference on System Research, 

Informatics & Cybernetics. Baden-Baden, 

Germany, 2013. 

[20]  P. Craig, N. Roa-Seïler, M. M. Díaz, and F. L. 

Rosano, "Evaluating the Case for Computer 

Supported Face to Face Collaborative Learning to 

Suppliment Traditional Primary Learning in the 

Mexican State of Oaxaca," in INTED. Valencia, 

Spain, 2014. 

[21]  J. Batista and G. Rumble, "Educación a distancia en 

América Latina: análisis de costo-efectividad," 

Documento técnico del Instituto de Desarrollo 

Económico del Banco Mundial (disponible en: 

http://www.wds.worldbank.org/servlet/ 

WDS_IBank_Servlet, 1992. 

[22]  L. G. Aretio, "La educación a distancia," De la 

Teoría a la Práctica. Barcelona, Editorial Ariel, 

2001. 

[23]  G. Vega, "La educación continua a distancia en 

México: transformaciones y retos," Revista de la 

Educación Superior, vol. 34, pp. 133, 2005. 

[24]  M. Herrera and J. Díaz, "Descripción especifica del 

estudio evaluativo acerca de la gestión y uso óptimo 

http://is.ijs.si/is/is2009/zborniki.asp?lang=eng
http://www/


248 Informatica 38 (2014) 241–248 P. Craig et al.  

 

de los recursos de la red escolar Fe y Alegría," 

Documento inédito, Caracas, Unesco-Cendes-Cice, 

1991. 

[25]  A. B. Heldt, Cien años en la educación de México: 

Ed. Pax-México, 1972. 

[26]  J. G. Sánchez, "La falacia de la ampliación de la 

cobertura educativa mediante la utilización de las 

NTIC y la educación a distancia en la educación 

superior en México," Revista iberoamericana de 

educación, pp. 123-140, 2007. 

[27]  A. M. P. Hernández, A. E. Huerta, and F. J. P. 

Ochoa, "Enciclomedia. Un programa a debate," 

Revista Mexicana de Investigación Educativa, vol. 

11, pp. 209-224, 2006. 

[28]  N. Cohen, "Microsoft Encarta dies after long battle 

with Wikipedia," The New York Times, vol. 30, 

2009. 

[29]  F. Díaz Barriga, "en López Portillo, SEPIENSA, 

México [sepiensa.org.mx]," Disponible en, 1998. 

[30]  R. Ramirez-Velarde, D. Dolan, and J. Perez-

Cazares, "Strategies for Sustainable E-Learning 

Projects," Technological Advances in Interactive 

Collaborative Learning, pp. 203, 2012. 

[31]  B. Einhorn, "Intel inside the third world," 

BusinessWeek Online, vol. 9, 2007. 

[32]  "Kids on Computers. Setting up computer labs for 

kids worldwide", 2014; 

http://www.kidsoncomputers.org/; retrieved April 

27, 2014.. 

[33]  M. Warschauer and M. Ames, "Can One Laptop per 

Child Save the World's Poor?," Journal of 

International Affairs, vol. 64, 2010. 

[34]  T. Roger and D. W. Johnson, "An overview of 

cooperative learning", Originally published in: 

J. Thousand, A. Villa and A. Nevin 

(Eds), Creativity and Collaborative Learning; 

Brookes Press, Baltimore, 1994. 

[35]  http://teachers.henrico.k12.va.us/staffdev/mcdonald

_j/downloads/21st/comm/BenefitsOfCL/Overview

OfCoopLrng_Benefits.html; retrieved April 17, 

2014. 

[36]  D. W. Johnson and R. T. Johnson, Learning 

together and alone: Cooperative, competitive, and 

individualistic learning: Prentice-Hall, Inc, 1987. 

[37]  R. Paradise, "El conocimiento cultural en el salón 

de clases: Niños indígenas y su orientación hacia la 

observación," Infancia y aprendizaje, pp. 73-86, 

1991. 

[38]  S. U. Philips, The Invisible Culture: 

Communication in Classroom and Community on 

the Warm Springs Reservation: ERIC, 1983. 

[39]  V. A. Fomichov and O. S. Fomichova, "A 

Contribution of Cognitonics to Secure Living in 

Information Society," Informatica: An International 

Journal of Computing and Informatics (Slovenia), 

vol. 36, No. 2, pp. 121-130, 2012.; 

www.informatica.si/vol36.htm#No2. 

 

 

http://teachers.henrico.k12.va.us/staffdev/mcdonald_j/downloads/21st/comm/BenefitsOfCL/OverviewOfCoopLrng_Benefits.html
http://teachers.henrico.k12.va.us/staffdev/mcdonald_j/downloads/21st/comm/BenefitsOfCL/OverviewOfCoopLrng_Benefits.html
http://teachers.henrico.k12.va.us/staffdev/mcdonald_j/downloads/21st/comm/BenefitsOfCL/OverviewOfCoopLrng_Benefits.html
http://www.informatica.si/vol36.htm#No2


 Informatica 38 (2014) 249–261 249 
 

A Chaotic Charged System Search Approach for Data Clustering 

Y. Kumar and G. Sahoo 

Department of Computer Science and Engineering, Birla Institute of Technology, Mesra, Ranchi, Jharkhand, India 

E-mail: yugalkumar.14@gmail.com, gsaho@bitmesra.ac.in 

 

Keywords: chaos theory, clustering, Coulomb law, charge particles, Gauss Law, Newton Law 

Received: February 19, 2014 

 

Data clustering is a key technique in the field of data mining, pattern recognition, bioinformatics and 

machine learning which concerns the organization and unexplored relationship between the huge 

amounts of data. It can analyse the data without knowing the size and distribution. Thus, this paper 

presents a new approach based on the charged system search (CSS) with chaotic map for partition 

clustering. The aim of this method is to achieve the global optimum solution by minimizing an objective 

function.   The chaotic charge system search algorithm (CCSAA) utilizes the concept of CSS algorithm 

and chaos theory to obtain the desired results.  The quality of the proposed algorithm is evaluated on 

seven datasets and then compared with other well-known algorithms in data mining domain. From the 

simulations results, it is observed that the proposed algorithm delivers more efficient and effective 

results than the other methods being compared. 

Povzetek: Razvita je nova metoda gručenja s pomočjo kaotičnega učenja. 

1 Introduction 
The aim of clustering is to discover a subset of items in a 

given dataset which are more alike than others using 

similarity measures. The various authors have applied 

different criteria or similarity measures to identify the 

items in the clusters. But, the Euclidean distances is 

widely accepted similarity measure for clustering 

problems. Cluster analysis has proven its significance in 

many areas such as pattern recognition [47, 49], image 

processing [41], process monitoring [45], machine 

learning [1], quantitative structure activity relationship 

[8], document retrieval [17], bioinformatics [15], image 

segmentation [34] and many more. Due to wide area of 

clustering in diverse domains, a large number of 

algorithms have been developed by various researchers 

and applied successfully for clustering task. Generally, 

clustering algorithms can be classified into two groups- 

Hierarchical clustering algorithms and Partition based 

clustering algorithms [4, 5, 26, 30]. In hierarchical 

algorithms, a tree structure of data is formed by merging 

or splitting data based on some similarity criterion. In 

partition based algorithms, clustering is achieved by 

relocating data between clusters using some clustering 

criterion i.e. Euclidean distance. From the literature, it 

has been found that partition based algorithms are more 

efficient and popular than hierarchical algorithms [18]. 

The most popular and commonly used partition based 

algorithm is K-means algorithm [29]. It is easy, fast, and 

simple to implement. In addition to it, also have one 

more characteristic that is linear time complexity [10, 

19]. In K-means algorithm, a dataset is divided into k 

number of predefined clusters and the clustering 

objective is to minimize the intra-cluster distance [18]. 

Nonetheless, this algorithm has some limitations such as 

the results of k-means algorithm is highly dependent on 

the initial cluster centers and also get stuck in local 

minima [20, 38]. Thus, in order to overcome the pitfalls 

of the K-means algorithm, several heuristic algorithms 

have been developed. K-harmonic mean algorithm was 

also proposed for clustering task instead of K-Means 

[48]. A simulated annealing (SA) based approach has 

been developed in [39]. A tabu search (TS) based method 

was introduced in [2, 42]. A genetic algorithm (GA) 

based methods was presented in [6, 16, 27, 31, 32]. A 

comparison has been performed to investigate the 

computational performance of K-Means, SA, TS and GA 

for data clustering [3].  Fathian et al., in 2007 have 

developed a clustering algorithm based on honey-bee 

mating optimization (HBMO) [9]. An ant colony 

optimization (ACO) based approach for clustering is 

proposed in [40]. Particle swarm optimization (PSO) is 

applied for clustering in [46]. Whereas Hatamlou et al. 

employed a big bang-big crunch algorithm for data 

clustering in [12]. Karaboga and Ozturk presented a 

novel clustering approach based on artificial bee colony 

(ABC) algorithm in [21]. A data clustering based on 

gravitational search algorithm was presented in [13, 14]. 

For the effective clustering, a teacher learning based 

optimization method is applied in [35, 36]. But every 

algorithm has some drawbacks, for example, K-Means 

algorithm sucks in local optima, convergence is highly 

dependent on initial positions in case of genetic 

algorithm, in ACO the solution vector has been affected 

as the number of iterations increased etc. 

So,the aim of this research work is to investigate the 

capability of chaotic charged system search (CCSS) 

algorithm for data clustering. This algorithm is the 

combination of the chaotic map and charge system search 

algorithm. The chaotic maps are required for chaotic 

search. Several chaotic maps have been reported in the 

literature such as the logistic map, tent map and so on. 

These maps are used to produce a sequence of numbers 
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to substitute the random parameters ri, 

rand, rand1 and rand2 of the CSS algorithm. Thus, in 

this paper a logistic map is considered for chaotic search 

with charge system search algorithm (CSS) and called it 

chaotic charge system search algorithm (CCSSA).  On 

the other side, the CSS algorithm is the latest meta-

heuristic optimization technique developed in [22]. This 

technique is built on three principles: Coulomb law, 

Gauss law and Newton second law of motion. Every 

meta-heuristic algorithm contains two unique features i.e. 

exploration and exploitation. The exploration is referred 

to generate promising searching space while the 

exploitation can be defined as determination of the most 

promising solution set. Thus, in CCSS, the exploration 

process is carried out using Coulomb and Gauss laws 

while Newton second law of motion is applied to 

perform exploitation process. The performance of the 

proposed algorithm has been tested on two artificial 

datasets and several real datasets from the UCI repository 

and compared with some existing algorithms in which 

the quality of the solution is improved using CCSS 

algorithm. 

2 Background 

2.1 Charge system search (CSS) algorithm 

CSS is the latest meta-heuristic algorithm developed by 

the Kaveh et al. based on movement of charged particles 

in D-dimensional search space [22]. The position of the 

ith charged particle in search space is described as 𝑋𝑖 =

(𝑋𝑖,1, 𝑋𝑖,2, 𝑋𝑖,3, … … … … 𝑋𝑖,𝐷). The velocity of the ith 

charged particle is represented as 𝑉𝑖 =

 (𝑉𝑖,1, 𝑉𝑖,2, 𝑉𝑖,3, … … . 𝑉𝑖,𝐷). It is suggested that the position 

and velocities of the charged particle should be in the 

range of [𝑋𝑚𝑖𝑛 , 𝑋𝑚𝑎𝑥]𝐷and [𝑉𝑚𝑖𝑛 , 𝑉𝑚𝑎𝑥]𝐷 respectively. 

Initially, it is assumed that the velocities of all charged 

particles are set to 0. The main steps of the CSS 

algorithm are as follows. 

Begin 

 Randomly initialize charge particle in D-dimensional 

search space using equation 1. 

𝑋𝑖,𝑗 = 𝑋 𝑚𝑖𝑛,𝑖 + 𝑟𝑖 ∗ (𝑋𝑖,𝑚𝑎𝑥 − 𝑋𝑖,𝑚𝑖𝑛)              (1) 

   Here, 𝑋𝑖,𝑗 represents the initial value of the ith variable 

for the jth CP; 𝑋 𝑚𝑖𝑛,𝑖 and 𝑋𝑖,𝑚𝑎𝑥  are the minimum and 

the maximum values for the ith variable; 𝑟𝑖 is a random 

number in the interval [0,1] and the initial velocities 

of charged particles are zero. 

 𝑉𝑘 = 0,                  𝑘 = 1, 2, … . . 𝐾                         

While (The stopping criterion is not met) 

 Evaluate fitness of each charged particle, compare the 

values of fitness function and sort them into 

increasing order. 

 Store the positions of initial charged particles (Ck) 

into a variable, called CM. 

For n = 1 to number of charged particles 

 Compute the value of moving probability for each 

charged particle using the following equation. 

𝑝𝑖𝑘 = {
 1        

𝑓𝑖𝑡(𝑖) − 𝑓𝑖𝑡(𝑏𝑒𝑠𝑡)

𝑓𝑖𝑡(𝑗) − 𝑓𝑖𝑡(𝑖)

    0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                    
      

               (2) 

             If,  
𝑓𝑖𝑡(𝑖)−𝑓𝑖𝑡(𝑏𝑒𝑠𝑡)

𝑓𝑖𝑡(𝑗)−𝑓𝑖𝑡(𝑖)
> 𝑟𝑎𝑛𝑑 𝑉 𝑓𝑖𝑡(𝑗) > 𝑓𝑖𝑡(𝑖), 

    Here, fit (i) represents the fitness of ith instance of 

dataset while fit (best) represents the best fitness value 

and fit (j) represents fitness value of jth data instance 

of the dataset and rand is a random number in 

between [0, 1].  

 Determine the value of actual electric force (F) using 

the equation 3. 

𝐹𝑗 = 𝑞𝑗 ∑ (
𝑞𝑖

𝑎3
∗ 𝑖1 +

𝑞𝑖

𝑟𝑖𝑗
2 ∗ 𝑖2)

𝑖,𝑖≠j

∗ 𝑝𝑖𝑗 ∗ (𝑋𝑖 − 𝑋𝑗), 

  {

𝑗 = 1, 2, 3, … . . 𝐾
𝑖1 = 1, 𝑖2 = 0 ↔  𝑟𝑖𝑗 < 𝑎

𝑖1 = 0, 𝑖2 = 1 ↔  𝑟𝑖𝑗 ≥ 𝑎
                              (3) 

Here, qi and qj represents the fitness of ith and jth CP, ri,j 

represents the separation distance between ith and jth 

CPs, i1 and i2 are the two variables whose values are 

either 0 or 1, ‘a’ represents the radius of CPs and it is 

assumed that each CPs has uniform volume charge 

density but changes in every iteration. The value of qi, 

ri,j and  ‘a’ are evaluated using the equation 12, 13 and 

14. 

End for 

For d = 1 to number of dimensions of charged particles 

 Update the positions and velocities of charged 

particles using equation (4) and (5) respectively. 

𝑋𝑗,𝑛𝑒𝑤   = 𝑟𝑎𝑛𝑑1 ∗ 𝑍𝑎 ∗
𝐹𝑗

𝑚𝑗
∗ ∆𝑡2 + 𝑟𝑎𝑛𝑑2 ∗ 𝑍𝑣 ∗ 𝑉𝑗 𝑜𝑙𝑑 ∗

∆𝑡 + 𝑋j 𝑜𝑙𝑑                                (4) 

𝑉𝑗 𝑛𝑒𝑤 =
𝑋𝑗 𝑛𝑒𝑤 − 𝑋𝑗 𝑜𝑙𝑑

∆𝑡
                                         (5)                                                                       

   where, rand1 and rand2 are the two random functions 

whose values lie in between [0, 1], Za and Zv are the 

control parameters which control the influence of 

actual electric force and previous velocities, mj is the 

mass of jth CPs which is equal to the qk and ∆𝑡 

represents the time step which is set to 1. 

 If charged particles cross its boundary limit then 

correct its position using HS based method. 

End for 

 Determine the fitness function of new generated 

charged particles and compare it to the charged 

particles stored into CM. 

 Exclude the worst charged particles from CM. 

End while 

 Obtain the desired results 

End  

In short span of time, the CSS algorithm is applied in 

various research domain which shows its potency [22, 

23, 24, 25, 44, 28]. 
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2.2 Chaos theory 

Recently, chaos has fascinated researchers and 

academicians from all over the world from different 

fields of sciences like chaos control, synchronization, 

pattern recognition, optimization theory and many others. 

Chaotic optimization algorithm (COA) can be defined 

overall as the one which uses chaotic variables in place 

of random variables [37]. From the extended literature 

survey, it came to revelation that chaos has unpredictable 

irregular behavior in the long term.  

Whereas, nature inspired algorithms viz. ABC [21], CSS 

[22], GSA [13], SA [39], GA [16] and so on, as their 

name indicates are motivated by the biological living 

systems, swarms characteristics and natural phenomena’s 

where order (regular and self-organized) replaces the 

disorder (irregular and unorganized) [43]. But, the chaos 

and nature inspired optimization algorithms shares two 

basic characteristics like self-organization and evolution, 

so, amalgamation of these two may enhance the 

performance of the optimization algorithm by replacing 

the random number with the chaotic variable. In 1976, 

May brought the concept of the logistic map, which is 

popular one among the chaotic maps [33]. It appears in 

nonlinear dynamics of biological population evidencing 

its chaotic behavior. The logistic map is a well-known 

polynomial chaotic map which can be described as:  

𝑐𝑚𝑎+1 = 𝛼 × 𝑐𝑚𝑎(1 − 𝑐𝑚𝑎)                         (6) 

Where cma is the ath chaotic number and “a” denotes the 

current iteration number. Clearly, cma ϵ (0, 1), it is 

simple to indicate that if 0 < 𝛼 ≤ 4 then the interval (0, 1) 

is mapped into itself i.e. cm0 ϵ (0, 1), then cma ϵ (0, 1). 

Mathematically, it is already established that when α=4, 

then all the values generated by the chaotic map will lie 

in the range of 0 -1 except that cm0 ɇ (0, 0.25, 0.50, 0.75, 

1). In this paper, α=4 has been used to perform the 

experiment.  

3 Proposed CCSS algorithm for 

clustering 
This section describes the working of CCSS algorithm 

for clustering task. A chaotic (logistic) map is applied to 

tune the CSS parameters in three different ways to 

enhance the performance of the CSS algorithm as well as 

global search especially for clustering problems. These 

modifications are described as: 

CCSSA-1: The quality of the clustering algorithms 

depends on the initial cluster centers. In CSS algorithm, 

the initial positions of charged particles (CPs) are 

determined using the equation 1 which contains a 

random parameter (ri). The Parameter (ri) of equation 1 is 

updated using the chaotic map (cm) during iterations and 

the modified equation is rewritten as: 

     𝐶𝑘 = 𝑋 𝑚𝑖𝑛,𝑖 + 𝑐𝑚𝑎 ∗ (𝑋𝑖,𝑚𝑎𝑥 − 𝑋𝑖,𝑚𝑖𝑛), 

 𝑤ℎ𝑒𝑟𝑒 𝑖 = 1, 2 … 𝑛 𝑎𝑛𝑑 𝑘 = 1,2 … 𝐾                       (7)  

In the standard CSS algorithm, ri presents a random 

number in between 0 and 1. In CCSSA-1, the ri is 

replaced by the chaotic number (cmi) whose values also 

lies in between 0 and 1,Ck represents the number of 

cluster centers, Xmin, i and Xmax, i represent the minimum 

and maximum value of the ith attribute in the dataset 

respectively; K is the total number of cluster centers in 

the given dataset. 

CCSSA-2: The selected chaotic map is introduced in 

equation 2 which is used to compute the value of the 

moving probability of particles towards the charged 

particle. The modified equation can be given as follows. 

𝑝𝑖𝑘 = {
 1        

𝑓𝑖𝑡(𝑖) − 𝑓𝑖𝑡(𝑏𝑒𝑠𝑡)

𝑓𝑖𝑡(𝑘) − 𝑓𝑖𝑡(𝑖)

    0      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                    
      

                      (8) 

If,  
𝑓𝑖𝑡(𝑖)−𝑓𝑖𝑡(𝑏𝑒𝑠𝑡)

𝑓𝑖𝑡(𝑘)−𝑓𝑖𝑡(𝑖)
> 𝑐𝑚𝑎 𝑉 𝑓𝑖𝑡(𝑘) > 𝑓𝑖𝑡(𝑖), 

In the standard CSS algorithm, randi is the random 

number between 0 and 1. In CCSSA-2, it is replaced by 

chaotic number cmi which ranges in between 0 and 1. 

CCSSA-3: The parameters rand1 and rand2 of the 

position update equation 4 is altered using selected 

chaotic map and the modified equation can be given as. 

𝐶𝑘,𝑛𝑒𝑤   = 𝑐𝑚a,1 ∗ 𝑍𝑎 ∗
𝐹𝑘

𝑚𝑘
∗ ∆𝑡2 + 𝑐𝑚a,2 ∗ 𝑍𝑣 ∗ 𝑉𝑘 𝑜𝑙𝑑 ∗

∆𝑡 + 𝐶𝑘 𝑜𝑙𝑑                                                       (9) 

In the standard CSS algorithm, rand1 and rand2 present 

the random number in between 0 and 1. The chaotic map 

cma,1 and cma,2  are used instead of rand1 and rand2. 

3.1 Algorithm details 

In this section, CCSS algorithm is explained to solve the 

clustering problem. The aim of this algorithm is to find 

the optimal cluster points to assign N numbers of items 

to K cluster centers in Rn. Euclidean distance is taken as 

the objective function for clustering problem and items 

are assigned to a cluster center with minimum Euclidean 

distance.  

The algorithm starts with defining the initial positions 

and velocities of K number of charged particles (CPs). 

The initial positions of CPs are defined in random 

manner. Here, CPs are assumed to be a charged sphere of 

radius ‘a’ and its initial velocity is set to zero. Thus, the 

algorithm starts with randomly defined initial cluster 

centers and ended with optimal cluster centers. Consider 

Table 1 which illustrates a dataset used to explain the 

working of CCSS algorithm for clustering with N=10, 

n=4 and the number of cluster centers (K) is 3. To obtain 

the optimal cluster centers, the CPs uses resultant electric 

force (attracting force vector), mass and moving 

probability of particles and cluster centers.  After the first 

iteration, the velocities of CPs are determined and 

locations of CPs are also moved. The objective function 

is calculated again using the new positions of CPs and 

also compared with the old CPs positions that are stored 

in the memory pool, called as charged memory (CM). 

The CM is now updated with the new positions of CPs 

and excludes the worst CPs from CM. As the algorithm 

grows, the positions of CPs are updated along with the 
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content in CM is also updated. This process progresses 

until the maximum iteration or no better position of CPs 

will be generated. 

As described earlier, the algorithm starts with the 

identification of the initial positions and velocities of CPs 

in random fashion. Thus, the equation 7 is used to 

initialize the initial positions of randomly defined CPs 

(cluster centers) and the initial positions of CPs are given 

in Table 2. The initial velocities of these CPs are set to 

zero. The CPs are described as charged spheres that 

contain some mass. Thus, the mass of each CP is 

calculated using the following equation.  

𝑚𝑘 =
𝑓𝑖𝑡(𝑘) − 𝑓𝑖𝑡(𝑤𝑜𝑟𝑠𝑡)

𝑓𝑖𝑡(𝑏𝑒𝑠𝑡) − 𝑓𝑖𝑡(𝑤𝑜𝑟𝑠𝑡)
                              (10) 

Where, fit (k) represents the fitness of kth instance of 

dataset while fit (best) represents the best fitness value 

and fit (worst) represents worst fitness value of dataset. 

The mass of initial positioned CPs are 1.2576, 1.714 and 

0.94176. 

Table 1: Illustrate a dataset to explain the CCSS 

algorithm for clustering with N=10, n=4 and K=3. 

N 
n 

1 2 3 4 

1 5.1 3.5 1.4 0.2 

2 4.9 3 1.4 0.2 

3 4.7 3.2 1.3 0.2 

4 4.6 3.1 1.5 0.2 

5 5 3.6 1.4 0.2 

6 5.4 3.9 1.7 0.4 

7 4.6 3.4 1.4 0.3 

8 5 3.4 1.5 0.2 

9 4.4 2.9 1.4 0.2 

10 4.9 3.1 1.5 0.1 

Table 2: shows the position of initial CPs using equation. 

K 
i 

1 2 3 4 

1 4.459 3.281 1.5889 0.12854 

2 5.0672 3.1964 1.5394 0.14556 

3 4.8364 2.9127 1.3916 0.1791 

7. 

Euclidean distance is used as objective function to find 

the closeness of particles to CPs and assigned the 

particles to CPs with minimum objective value. Table 3 

provides the value of objective function of initial 

positioned CPs for our example dataset. Euclidean 

distance can be given as. 

𝑑𝑖,𝑘 = ∑ ∑ ∑ √‖𝑋𝑗,𝑖 − 𝐶𝑘,𝑖‖
2𝑛

𝑖=1

𝑁

𝑗=1

𝐾

𝑘=1
          (11) 

Table 3: Normalized value of objective function. 

N 
K 

1 2 3 

1 0.70682 0.34008 0.64416 

2 0.56056 0.29821 0.11036 

3 0.39144 0.44174 0.33163 

4 0.25624 0.48175 0.32117 

5 0.65969 0.43567 0.70688 

6 1.1639 0.83447 1.1985 

7 0.31484 0.55047 0.55501 

8 0.56552 0.22469 0.52577 

9 0.43529 0.74525 0.43714 

10 0.48574 0.20218 0.23904 

The information contained in the given string is used to 

arrange the items into different clusters which are given 

below.  

2 3 3 1 2 2 1 2 1 2 

From the above string, it is observed that the first, fifth, 

sixth, eighth and tenth particles belong to the cluster 2nd; 

second and third and tenth particles belong to cluster 3rd ; 

fourth, seventh and ninth particles belong to cluster 1st . 

Hence at this step, the dataset is divided into three 

different clusters and store the values of positions of CPs 

in a new variable called charge memory (CM) which can 

be used to memorize the positions of CPs. Later on, these 

CPs positions will be used for comparisons with newly 

generated CPs positions and the best positions are 

included in the CM and excluded the worst positions 

from CM. Here, the size of CM is equal to the N/4. The 

main work of CM is to keep track of the number of good 

positions of CPs which are obtained during the execution 

of CSS algorithm and after the execution of algorithm; 

the optimal number of CPs positions (i.e. K number of 

CPs) are determined using minimized objective function 

values. The above discussion relates to the initialization 

of the proposed algorithm for clustering problem. 

As the study of various meta-heuristic algorithms, it is 

found that every meta-heuristic algorithm contains two 

approaches i.e. exploration and exploitation in which one 

approach initiated local search while the other approach 

carried out the global search. The local search tends to 

the exploration of random search space such that the 

most promising solution space can be obtained while the 

global search refers to the exploitation of good solution 

vectors from the promising solution space. Hence in case 

of CCSS algorithm, the local search i.e. exploration is 

initiated using Coulomb and Gauss laws while the global 

search i.e. exploitation is performed by Newton second 

law of motion. The local search of CCSS algorithm starts 

by measuring the electric force (Ei,k) generated by CP. 

The electric force (Ei,k) generates at a point is either 

inside the CPs or outside CPs. So, this direction of force 

is described as moving probability (Pi,k) of CPs. While 
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the Coulomb and Gauss laws are applied to measure the 

total electric force generated on a CP , called it actual 

electric force (Fk). The moving probability Pi,k for each 

CPs can be determined using the equation 8. The value of 

moving probability (Pi,k) is either 0 or 1 and it gives the 

information about the movement of CPs. Table 4 shows 

the moving probability (Pi,k) values for each particles to 

each cluster centers. 

The Coulomb and Gauss laws are employed to determine 

the value of actual electric force (Fk) generated on CPs. 

The Coulomb law is used to calculate the force outside 

the CP and Gauss law is used to calculate the force inside 

the CP. The equation 3 is used to determine the actual 

electric force (Fk).  

𝑞𝑖 =
𝑓𝑖𝑡(𝑖) − 𝑓𝑖𝑡(𝑤𝑜𝑟𝑠𝑡)

𝑓𝑖𝑡(𝑏𝑒𝑠𝑡) − 𝑓𝑖𝑡(𝑤𝑜𝑟𝑠𝑡)
 , 𝑖 = 1, 2, … 𝑁      (12) 

𝑟𝑖𝑘 =
‖𝑋𝑖 − 𝑋𝑘‖

‖(𝑋𝑖 + 𝑋𝑘) 2⁄ − 𝑋𝑏𝑒𝑠𝑡‖+∈
                          (13) 

𝑎 = 0.10 ∗ 𝑚𝑎𝑥{𝑥𝑖,𝑚𝑎𝑥 − 𝑥𝑖,𝑚𝑖𝑛| 𝑖 = 1, 2 … 𝑛}  (14) 

Table 4: Moving probability Pik of each CPs with each 

items of dataset. 

N 
K 

1 2 3 

1 0 0 0 

2 0 1 0 

3 1 1 0 

4 1 1 0 

5 0 0 0 

6 0 0 0 

7 0 1 0 

8 0 0 0 

9 1 0 1 

10 0 1 0 

Table 5: values of magnitude of charge (qi) of each CPs 

and separation distance (ri,k). 

N qi 

Separation Distance (ri,k) 

K 

1 2 3 

1 1.8833 1.991 0.61468 2.4197 

2 1.1833 0.2648 1.3881 1.7242 

3 0.93333 0.80968 1.0094 1.352 

4 1.2333 0.45338 1.4435 1.1904 

5 1.8833 2.0875 0.59338 2.2831 

6 4 3.1051 1.9508 3.3476 

7 1.6167 1.3312 0.55961 1.3142 

8 1.9333 1.8999 0.42761 2.3886 

9 0.58333 4.1443 4.1107 3.9615 

10 1.2 0.80915 0.78601 1.9357 

Tables 5,6 and 7 provide the values of qi, ri,k, i1, i2, “a” 

and (Xi-Ck) variables which are used to calculate the 

actual electric force (Fk), applied on the CPs and the 

value of ‘a’  is 0.4459, 0.9526 2 and 1.4363 which is 

calculated using equation 14. Thus, the values of the 

actual electric force (Fk) generated on initial CPs (cluster 

centers) is 0.32832, 1.1605 and 0.20691.The values of 

electric force (Fk) are used with Newton second law of 

motion to determine the new position of CPs and 

velocities of CPs. 

The Newton second law of motion is employed to get the 

new positions and velocities of CPs. This is referred to as 

exploitation of solution vectors from the random space 

search. 

Table 6: values of I1 and I2.  

N 
K (I1) K (I2) 

1 2 3 1 2 3 

1 1 0 1 0 1 0 

2 0 0 1 1 1 0 

3 0 0 0 1 1 1 

4 0 1 0 1 0 1 

5 1 0 1 0 1 0 

6 1 1 1 0 0 0 

7 0 0 0 1 1 1 

8 1 0 1 0 1 0 

9 1 1 1 0 0 0 

10 0 0 1 1 1 0 

Table 7: values of Xi-Ck for each cluster center K. 

N 
K 

1 2 3 

1 0.74245 0.25143 0.88023 

2 0.042448 0.44857 0.18023 

3 0.057552 0.54857 0.080228 

4 0.057552 0.54857 0.080228 

5 0.74245 0.25143 0.88023 

6 1.9424 1.4514 2.0802 

7 0.24245 0.24857 0.38023 

8 0.64245 0.15143 0.78023 

9 0.55755 1.0486 0.41977 

10 0.14245 0.34857 0.28023 

Thus, the new positions of CPs and velocities are 

obtained from equation 9 and 5 respectively. Za and Zv 

act as the control parameters which are used to control 

the exploration and exploitation process of the algorithm. 

These parameters also affect the values of previous 

velocities and actual resultant force generated on a CP. 

These values may be either increased or decreased. Thus, 

Za is the control parameter belongs to the actual electric 

force Fk and controls the exploitation process of CSS 

algorithm. The large value of Za increases the 
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convergence speed of the algorithm while small value 

increases the computational time of the algorithm. Zv is 

the control parameter for the exploration process and acts 

with the velocities of CPs. Here, it is noted that Za is the 

increased function parameter while Zv is the decreased 

function parameter. Table 8 provides the new positions of 

CPs which are evaluated using CCSS algorithm. The new 

positions of CPs are mentioned in Table 8 and the values 

of control parameters Za and Zv are determined using the 

equation 14. The new velocities (V k,new) of each CPs is 

0.21599, 0.46049 and 0.10449. 

        𝑍𝑎 = (1 − 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑥⁄ ),  

 𝑍𝑣 = (1 + 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑥⁄ )       (14) 

Table 8: New position of CPs. 

K 
i 

1 2 3 4 

1 4.513 3.335 1.6429 0.18253 

2 5.1823 3.3115 1.6545 0.26068 

3 4.8625 2.9388 1.4177 0.20523 

Hence from the above discussion, the process of the 

algorithm can be categorized into three sections: 

Initialization, Search and Termination condition. The 

initialization section deals with the CCSS algorithm 

parameters; positions and velocities of the initial CPs; 

determine the value of objective function and rank them; 

store the positions of CPs into CM. In the search section, 

the new positions and velocities of CPs are determined 

using moving probability (Pi,k) and actual electric force 

(Fk). The value of objective function is evaluated using 

newly generated CPs, compared with previous CPs; rank 

them and store the best CPs in CM. The termination 

condition of the algorithm is either maximum number of 

iterations or repeated positions of CPs.  

3.2 Pseudo code of CCSS algorithm for 

clustering 

Step 1: Load the dataset and specify the number of initial   

            cluster centers (K). 

Step 2: \* initialize the initial positions and velocities of  

            charged particles (CPs) * / 

      For each charged particles k=1 to K    

         For each j=1 to m  

    Determine the value of initial position of    

    CPs (Ck) using equation 7; 

     Calculate the value of mass for each Ck  

                   using equation 10;  

  End for 

      End for 

 Vk=0; \* velocities of each CP*/ 

 Iteration =0; 

Step 3: Evaluate the value of objective function using    

            eq. 11 and assign the items to the clusters with  

            minimum objective function values. 

Step 4: Store the positions of initial charged particles 

(Ck)  

            into a variable, called CM. 

Step 5: while (the termination conditions are not met), do 

            \ * Calculate the value of moving probability Pi,k   

                  for each charged particle Ck * / 

      For each charged particles k=1 to K 

          For each i=1 to n 

    Determine the value of fitness of each     

    instance (qik) with each CP (Ck) using eq. 8; 

          End for 

          If (fit (qik) > fit (k)) 

         Pik  1; 

          Else 

                       Pik  0; 

          End if 

           End for 

Step 6: \ * Determine the value of actual electric force                    

                  (Fk)*/ 

            Determine the value of mass for each instance qi  

            using eq.12; 

            Calculate the value of radius ‘a’ using eq. 14; 

     For each charged particles k=1 to K 

         Calculate the value of separation distance (ri,k)  

                using eq. 13; 

         If (ri,k < a) 

    i11 

 Else    

    i20 

 End if  

 If (ri,k ≥ a) 

 i21 

 Else   

 i10 

 End if 

    End for 

    For each charged particles k=1 to K 

         Determine the value of actual electric force  

               (Fk) using eq. 3; 

    End for 

Step 7: Calculate the new positions and velocities of  

             CPs using eq. 9 and 5 respectively; 

Step 8: Compute the value of objective function using  

             new positions of CPs; 

Step 9: Compare the value of objective function of  

            newly generated CPs to CPs reside in CM; 

Step 10:  Memorize the best solution achieved so far 

             Iteration= Iteration +1; 

          End while 

Step 11: Output the best solution obtained. 

4 Experimental results   
This section describes the results of the CCSS algorithm 

for data clustering problem. To assess the performance of 

CCSS algorithm, it is applied on ten datasets. These 

datasets are ART1, ART2, iris, wine, CMC, glass, breast 

cancer wisconsin, Liver disease (LD), thyroid and vowel 

in which iris, wine, CMC, glass. Liver disease (LD), 

thyroid, vowel and breast cancer wisconsin datasets are 

real that are downloaded from the UCI repository while 

rest of two datasets are artificial i.e., ART1 and ART2. 

The characteristics of these datasets are discussed in 

Table 9. The proposed algorithm is implemented in 
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Matlab 2010a environment on a core i5 processor with 4 

GB using window operating system. For every dataset, 

the algorithm is run 100 times individually to check the 

effectiveness of the proposed algorithm using randomly 

generated cluster centers. The parameter settings for 

CCSS algorithm are mentioned in Table 10. The sum of 

intra cluster distance and f-measure parameters are used 

to evaluate the quality of solutions for clustering 

algorithm. The sum of intra cluster distances can be 

defined as distances between the instances placed in a 

cluster to the corresponding cluster center. The results are 

measured in terms of best case, average cases, worst case 

solutions and standard deviation.  The quality of 

clustering is directly related to the minimum of the sum 

of distances. The accuracy of clustering is measured 

using f-measure. To ensure the effectiveness and 

adaptability of CCSS algorithm in clustering domain, the 

investigational results of CCSS algorithm are compared 

with K-Means, GA, PSO, ACO and CSS algorithms 

which are given in Table 11.   

4.1 Datasets 

4.1.1 ART1 

It is two dimensional artificial dataset, generated in 

matlab to authenticate the proposed algorithm. This 

dataset includes 300 instances with the two attributes and 

three classes. Classes in dataset are disseminated using μ 

and λ where μ is the mean vector and λ is the variance 

matrix. The data has generated using μ1 = [3, 1], μ2 = [0, 

3], μ3 = [1.5, 2.5] and λ1 = [0.3, 0.5], λ2 = [0.7, 0.4], λ3 

= [0.4, 0.6]. The Figure 1(a) depicts the distribution of 

data into ART1 and figure 1(b) shows the clustering of 

same data using CSS method. 

4.1.2 ART2 

It is three dimensional artificial data which includes 300 

instances with three attributes and three classes. The data 

has generated using μ1 = [10, 25, 12], μ2 = [11, 20, 15], 

μ3 = [14, 15, 18] and λ1 = [3.4, -0.5, -1.5], λ2 = [-0.5, 

3.2, 0.8], λ3 = [-1.5, 0.1, 1.8]. The Figure 2(a) represents 

the distribution of data in ART2 dataset and Figure 2(b) 

shows the clustering of same data using CCSS method. 

4.1.3 Iris Dataset 

Iris dataset contains three variety of the iris flower which 

is setosa, versicolour and virginica. The dataset contains 

150 instances with three classes and four attributes in 

which each class contains of 50 instances. The attributes 

of iris dataset are sepal length, sepal width, petal length, 

and petal width. 

4.1.4 Wine Dataset 

It contains the chemical analysis of wine in the same 

region of Italy using three different cultivators. This 

dataset contains 178 instances with thirteen attributes and 

three classes. The attributes of dataset are alcohol, malic 

acid, ash, alcalinity of ash, magnesium, total phenols, 

flavanoids, nonflavanoid phenols, proanthocyanins, color 

intensity, hue, OD280/OD315 of diluted wines and 

proline. 

4.1.5 Glass 

This dataset consists of six different types of glass 

information. The dataset contains 214 instances and 7 

classes. It contains nine attributes which are refractive 

index, sodium, magnesium, aluminum, silicon, 

potassium, calcium, barium, and iron. 

4.1.6 Breast Cancer Wisconsin 

This dataset characterizes the behavior of cell nuclei 

present in the image of breast mass. It contains 683 

instances with 2 classes i.e. malignant and benign and 9 

attributes. The attributes are clump thickness, cell size 

uniformity, cell shape uniformity, marginal adhesion, 

single epithelial cell size, bare nuclei, bland chromatin, 

normal nucleoli, and mitoses.  Malignant class consists 

of 444 instances while benign consists of 239 instances.  

4.1.7 Contraceptive Method Choice 

It is a subset of National Indonesia Contraceptive 

Prevalence Survey data that had been performed in 1987. 

This dataset contains information about married women 

who were either pregnant (but did not know about 

pregnancy) or not pregnant. It contains 1473 instances 

and three classes i.e., no use, long term method and short 

term method. Each class contains 629, 334 and 510 

instances respectively. It has nine attributes which are 

Age, Wife's education, Husband's education, Number of 

children ever born, Wife's religion, Wife's now working, 

Husband's occupation, Standard-of-living index and 

Media exposure. 

4.1.8 Thyroid  

This dataset contains the information about the thyroid 

diseases and classifies the patient into three classes- 

normal, hypothyroidism and hyperthyroidism. The 

dataset consists of 215 instances with five features. The 

features are the medical tests which have been used to 

categorize the patients. The features are Tresin, 

Thyroxin, Triiodothyronine, Thyroidstimulating and 

TSH value. 

4.1.9 Liver Disorder  

This dataset is collected by BUPA medical research 

company. It consists of 345 instances with six features 

and two classes. The features of the LD dataset are 

mcv,alkphos, sgpt, sgot, gammagt and drinks. 
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4.1.10 Vowel 

This dataset consists of 871data instances of Indian 

Telugu vowel sounds with three features which 

correspond to the first, second, and third vowel 

frequencies and six classes.   

4.2 Performance measures 

4.2.1 Sum of intra cluster distances 

It is sum of distances between the data instances present 

in one cluster to its corresponding cluster center. 

Minimum the sum of intra cluster distance indicates the 

better the quality of the solution.  The results are 

measured in terms of best, average and worst solutions. 

Table 9: Characteristics of datasets. 

 Dataset Classes Features 
Total 

instances 

Instance in 

each classes 

ART 1 3 2 300 (100, 100, 100) 

ART 2 3 3 300 (100, 100, 100) 

Iris 3 4 150 (50, 50, 50) 

Glass 6 9 214 
(70,17, 76, 13, 

9, 29) 

LD 2 6 345 ( 145, 200) 

Thyroid 3 3 215 (150, 30, 35) 

Cancer 2 9 683 (444, 239) 

CMC 3 9 1473 (629,334, 510) 

Vowel 6 3 871 
(72, 89, 172, 

151, 207, 180) 

Wine 3 13 178 (59, 71, 48) 

4.2.2 Standard Deviation 

This parameter gives the information about the 

dispersion of data present in the cluster from its cluster 

center. The minimum value of standard deviation 

indicates that the data are close to its center while a large 

value indicates the data are far from its center points.  

4.2.3 F-Measure 

 F-measure is calculated by the recall and precision of an 

information retrieval system [7, 11]. It is weighted 

harmonic mean of recall and precision. To determine the 

value of F –measure, every cluster describes a result of 

the query while every class describes as a set of 

credentials for the query. Thus, if each cluster j consists a 

set of nj data instances as a result of a query and each 

class i consists of a set of ni data instances require for a 

query then nij gives the number of instances of class i 

within cluster j. The recall and precision, for each cluster 

j and class i is defined as 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑟(𝑖, 𝑗)) =
𝑛𝑖,𝑗

𝑛𝑖

 and  

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑝(𝑖, 𝑗)) =
𝑛𝑖,𝑗

𝑛𝑗

                           (13) 

The value of F-measure (F (i, j)) is computed as 

 
Figure 1(a): Distribution of data in ART1 dataset. 

 
Figure 1(b): Clustered the ART1 dataset using CCSS. 

Figure 2 (a): Distribution of data in ART2 dataset. 

 
Figure 2(b): Clustered the ART2 data using CCSS. 
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𝐹(𝑖, 𝑗) =
2 ∗ (𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)

(𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛)
            (14) 

Finally, the value of F-measure for a given clustering 

algorithm which consist of n number of data instances is 

given as 

𝐹(𝑖, 𝑗) = ∑
𝑛𝑖

𝑛
. maxi (𝐹(𝑖, 𝑗))

𝑛

𝑖=1

                         (15) 

Table 10: Parameters setting for CCSS algorithm 

Parameters Value 

No. of CPs No. of Clusters 

c 0.1 

∈ 0.001 

Table 11: Comparisons of different clustering algorithm with CCSS algorithm. 

Dataset Parameters K-means GA PSO ACO CSS CCSS 

ART 1 

Best 157.12 154.46 154.06 154.37 153.91 152.69 

Average 161.12 158.87 158.24 158.52 158.29 157.32 

Worst 166.08 164.08 161.83 162.52 161.32 159.86 

Std. 0.34 0.281 0 0 0 0 

F-Measure 99.14 99.78 100 100 100 100 

ART2 

Best 743 741.71 740.29 739.81 738.96 737.91 

Average 749.83 747.67 745.78 746.01 745.61 745.36 

Worst 754.28 753.93 749.52 749.97 749. 66 748.78 

Std. 0.516 0.356 0.237 0.206 0.209 0.182 

F-Measure 98.94 99.17 99.26 99.19 99.43 99.54 

Iris 

Best 97.33 113.98 96.89 97.1 96.47 96.38 

Average 106.05 125.19 97.23 97.17 96.63 96.52 

Worst 120.45 139.77 97.89 97.8 96.78 96.69 

Std. 14.631 14.563 0.347 0.367 0.14 0.11 

F-Measure 0.782 0.778 0.782 0.779 0.787 0.791 

Wine 

Best 16555.68 16530.53 16345.96 16530.53 16282.12 16183.94 

Average 18061 16530.53 16417.47 16530.53 16289.42 16218.42 

Worst 18563.12 16530.53 16562.31 16530.53 16317.67 16268.73 

Std. 793.213 0 85.497 0 10.31 43.16 

F-Measure 0.521 0.515 0.518 0.519 0.529 0.535 

LD 

Best 11397.83 532.48 209.15 224.76 207.09 205.98 

Average 11673.12 543.69 224.47 235.16 228.27 223.87 

Worst 12043.12 563.26 239.11 256.44 242.14 238.84 

Std. 667.56 41.78 29.38 17.46 18.54 13.29 

F-Measure 0.467 0.482 0.493 0.487 0.491 0.494 

Cancer 

Best 2999.19 2999.32 2973.5 2970.49 2946.48 2937.56 

Average 3251.21 3249.46 3050.04 3046.06 2961.16 2954.41 

Worst 3521.59 3427.43 3318.88 3242.01 3006.14 2978.34 

Std. 251.14 229.734 110.801 90.5 12.23 19.23 

F-Measure 0.829 0.819 0.819 0.821 0.847 0.856 

CMC 

Best 5842.2 5705.63 5700.98 5701.92 5672.46 5663.86 

Average 5893.6 5756.59 5820.96 5819.13 5687.82 5692.23 

Worst 5934.43 5812.64 5923.24 5912.43 5723.63 5727.18 

Std. 47.16 50.369 46.959 45.634 21.43 24.76 
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F-Measure 0.334 0.324 0.331 0.328 0.359 0.367 

Thyroid 

Best 13956.83 10176.29 10108.56 10085.82 9997.25 9981.48 

Average 14 133.14 10218.82 10149.7 10108.13 10078.23 10054.32 

Worst 146424.21 10254.39 10172.86 10134.82 10116.52 10102.74 

Std. 246.06 32.64 27.13 21.34 49.02 47.28 

F-Measure 0.731 0.763 0.778 0.783 0.789 0.792 

Glass 

Best 215.74 278.37 270.57 269.72 203.58 241.08 

Average 235.5 282.32 275.71 273.46 223.44 256.45 

Worst 255.38 286.77 283.52 280.08 241.27 265.29 

Std. 12.47 4.138 4.55 3.584 13.29 8.38 

F-Measure 0.431 0.333 0.359 0.364 0.446 0.453 

Vowel 

Best 149422.26 149513.73 148976.01 149395.6 149335.61 149326.74 

Average 159242.89 159153.49 151999.82 159458.14 159128.19 159012.39 

Worst 161236.81 165991.65 158121.18 165939.82 164537.08 164286.97 

Std. 916 3105.544 2881.346 3485.381 3128.023 3316.58 

F-Measure 0.652 0.647 0.648 0.649 0.649 0.656 

 

Table 12: Cluster center generated using CCSS method for ART1 and ART2 dataset. 

Dataset Center1 Center2 
 

Dataset Center1 Center2 Center3 

ART1 

0.7036 3.1243 
 

ART2 

10.8915 20.0376 15.7924 

1.8296 2.4327 
 

14.9639 14.9693 17.8362 

2.9504 0.9212 
 

9.2168 24.9836 12.9167 

 

Table 13: Cluster center of Iris, Wine and CMC dataset using CCSS algorithm. 

Dataset Center1 Center2 Center3 
 

Dataset Center1 Center2 Center3 

Iris 

5.01476 5.92624 6.75143 
 

Wine 

13.94261 12.62849 12.85965 

3.36827 2.73618 3.06485 
 

1.86138 2.34257 2.573642 

1.46534 4.43953 5.63867 
 

2.43564 2.33089 2.38526 

0.24169 1.41694 2.12363 
 

18.06218 20.95385 19.86478 

CMC 

24.96782 33.57356 43.75427 
 

106.47693 98.69536 92.87932 

3.04023 3.15648 2.86549 
 

2.87896 2.14357 2.08431 

3.87451 3.56795 3.47264 
 

3.24652 1.78643 1.47298 

1.76986 3.65193 4.60256 
 

0.27138 0.43738 0.42846 

0.96258 0.78947 0.79624 
 

2.01853 1.44086 1.41791 

0.79371 0.69826 0.77486 
 

5.63729 4.34576 5.79516 

2.30346 2.10543 1.82644 
 

1.07814 0.95393 0.86541 

2.97296 3.29489 3.43257 
 

3.02437 2.47285 2.26429 

0.03826 0.05987 0.09278 
 

1138.0563 465.3951 688.0637 
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Table 14: Cluster center of Glass dataset using CCSS algorithm. 

Dataset Center1 Center2 Center3 Center4 Center5 Center6 

Glass 

1.55643 1.53278 1.52736 1.51864 1.51961 1.52875 

12.98963 13.16383 13.09752 14.9486 14.10576 15.86713 

3.46978 0.25842 3.53789 0.06579 2.43568 3.73632 

1.03678 1.41572 1.34384 2.23528 2.63459 2.98763 

72.01356 72.9382 72.59836 73.6853 71.26418 74.45752 

0.27906 0.31646 0.57812 0.05127 2.59642 5.1922 

9.46573 12.01694 8.3824 8.7243 6.02568 14.63761 

0.03548 0.05182 0.003929 1.03263 1.3356 2.6271 

0.05593 0.05673 0.05904 0.01861 0.01268 0.43456 

 

Table 15: Cluster center of Cancer dataset using CCSS algorithm. 

Dataset Cancer 

Center1 2.89264 1.12476 1.21938 1.16893 1.99784 1.12856 2.06953 1.15432 1.07583 

Center2 7.12836 6.64249 6.62812 5.61532 5.27268 8.23549 6.12637 6.10794 2.37681 

 

Table 16: Cluster center of Thyroid dataset using CCSS algorithm. 

Dataset Thyroid 

Center1 0.9386 -1.1452 -0.4298 0.9786 4.1683 

Center2 1.6832 -1.6678 -1.0207 2.3346 0.8634 

Center3 -0.1723 0.1591 0.2596 -0.3010 -0.2206 

 

Table 17: Cluster center of Vowel dataset using CCSS algorithm. 

Dataset Center 1 Center 2 Center 3 Center 4 Center 5 Center 6 

Vowel 

506.47598 407.6284 624.21692 356.82783 376.54276 437.90257 

1839.1372 1016.2586 1308.9836 2291.01353 2153.6867 990.76184 

2555.97546 2314.362 2332.9563 2976.8596 2676.4656 2661.53974 

 

Table 18: Cluster center of LD dataset using CCSS algorithm. 

Dataset Center 1 Center 2 Center 3 Center 4 Center 5 Center 6 

LD 
87.92621 69.86842 25.85635 22.04346 27.10362 2.89347 

91.23956 75.06531 59.18264 38.92736 129.86542 5.96174 

  

From Table 11, it can be seen that the results obtained 

from the CCSS algorithm are better as compared to the 

other algorithms. The best values achieved by the 

algorithm for iris, wine, cancer, CMC, glass, LD, thyroid 

and vowel datasets are 96.38, 16183.94, 2937.56, 

5663.86, 241.08, 205.98, 9981.48 and 149326.74. The 

CCSS algorithm gives better results with most of the 

datasets. From the simulation results, it is also observed 

that CCSS algorithm achieve minimum value to the best 

distance parameter for the LD dataset and worst distance 

parameter for vowel dataset among all methods being 

compared. The standard deviation parameter shows how 

much the data are far from the cluster centers. The value 

of standard deviation parameter for CCSS algorithm is 

also smaller than other methods. Moreover, the CCSS 

algorithm provides better f-measure values than others 

which show higher accuracy of the said algorithm. To 

prove the viability of the results given in Table 11, the 

best centers obtained by the CCSS algorithm are given in 

Tables 12–18. 

5 Conclusion 
In this paper, a chaotic charged system search algorithm 

is applied to solve the clustering problem. In the 
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proposed algorithm, Newton second law of motion is 

used to get the optimal cluster centers but it is the actual 

electric force (Fk) and chaotic map which plays a vital 

role to obtain the optimal cluster centers. Hence, the 

working of the proposed algorithm is divided into two 

steps. First step involves the tuning of the CSS 

parameters using chaotic map.  In the second step, the 

optimal cluster centers using Newton second law of 

motion are obtained. The CCSS algorithm can be applied 

for data clustering when the number of cluster centers 

(K) is already known. The performance of the CCSS 

algorithm is tested on the several datasets and compared 

with other algorithms; in which proposed algorithm 

provides better results and the quality of solutions 

obtained by the proposed algorithm is found to be 

superior in comparison to the other algorithms.       
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We are on the verge of developing artificial intelligences that may dwarf the capabilities of human 

intelligence.  How we will interact and thrive alongside such intelligence will be a pressing societal 

problem.  This paper addresses the question of the intelligence of “artificial persons” (organisations of 

people) that already exist in our modern world.  A particular issue – social exclusion from the artificial 

persons of top professions – is explored.  The paper shows how cognitonics, using telepresence, 

cognitive tunnelling and an advanced dialogic framework, based on the viva voce form of the Turing 

test, can support society in opening up pathways to its advanced professions for all of its youngsters; 

and at the same time train its artificial persons to work harmoniously with the other members of society. 

Learning how to have meaningful social dialogue with artificial persons, may be of societal value as we 

prepare to live among artificial persons that employ their own artificial intelligence. 

Povzetek: Opisan je nov pristop v informacijski družbi s pomočjo kognitivnih tunelov. 

1 Introduction 
Over the last few decades, it has become possible to 

observe a large number of distortions in the development 

both of the personality and of society caused by the rapid 

development of information and communication 

technologies (ICT), globalization processes, and the 

preponderance of commercialized values. As a reaction 

to this situation, a new scientific discipline (and 

simultaneously a branch of the humanities) called 

cognitonics has emerged [1 - 6]. 

 The principal aim of cognitonics is to combine the 

efforts of scholars working in various fields in order to 

find systemic solutions to compensate for the distortions 

and to establish preconditions for the harmonic, well-

balanced development of the personality. 

This paper explores an issue in the field of 

education. When a teenager is close to graduation from 

high school, he/she needs to possess well developed 

cognitive skills of processing information and to possess 

a broad mental outlook in order to understand what is 

his/her calling. Following Fomichova and Fomichov [7], 

calling could be described as the most important work 

the person could do, in which he/she would be most 

difficult to replace.  

However, by the end of high school, a very 

considerable number of teenagers have a rather narrow 

mental view of the possibilities before them, and don’t 

consider many professions where they may be able to 

find a calling. There are complex reasons for this, both 

personal and societal. 

In the case of youngsters from state education 

systems, a contributing factor might be that societal tools 

of our modern cultures, the institutions of our advanced 

professions, are inadvertently colluding with complex 

education systems to exclude talented youngsters from 

fully developing while they are at school, thus rendering 

them unfit for tertiary education, or for reaching the 

height of their natural potential within the advanced 

professions. The result of which, being to contribute to 

social immobility throughout society. 

Within Artificial Intelligence is the notion of 

Singularity [8], the point at which computer intelligence 

will finally exceed human intelligence. Ray Kurzweil, 

who has predicted that the moment of this achievement 

will be in 2045, has also predicted that in that world, it 

will be possible for humans to decide how long they 

want to live, merge with technology, and participate in 

unimaginable adventures of the imagination.  

Although the Singularity is still some way off, we 

already live in a world of artificial persons - 

organisations of people.  The artificial persons of our 

modern world (national authorities, local authorities, 

education systems, businesses, affiliations) are tools of 

society. They can be composed of a few, or thousands, or 

even millions, of people at the same time. They have 

their own reasons for existing, have relations with natural 

and artificial persons, they offer services and have codes 

of conduct with which their members must conform. 

These persons operate a functional, artificial intelligence, 

in our societies. 

This paper presents a dialogic framework, an 

adaptation of the Turing Test[9], suitable for establishing 

Turing Test-like dialogue between artificial persons and 
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natural persons in a communications-rich world of social 

networking and telepresence. The framework sees the 

intelligence test lodged in the real-world, and put in the 

hands of stakeholders who are involved in the issues of 

intelligence being explored and for whom the dialogue 

explores contextual and time-critical issues. If the 

experience is recorded, then the record can be analysed 

by multiple stakeholders. 

We are also in a philosophical era that questions 

whether we have wholly "brainbound" minds, or 

extended minds[10] which overlap between the organic 

being and cognitive tools in the real-world around us. 

Andy Clark compellingly argues that human beings are 

natural-born cyborgs[11]. He also notes that as mind 

extension technologies develop, "It is simply up to us, in 

these critical years, to try to guarantee that human-

centred technology really means what it says: that human 

means all of us and not just the lucky few."  

Artificial persons of our society are supra-cognitive 

tools capable of working with many natural minds for a 

range of functional purposes. Perhaps these artificial 

persons have become adept at exploiting multiple forms 

of intelligence, by successfully inhabiting the minds of 

other beings for their own intelligent, self-serving, 

purposes.  Dealing respectfully with such artificial 

persons, and the difficult societal questions they raise -  

exploring them and their relationships with natural 

persons; might help us to deal with the Kurzweillian 

forms of intelligence that are evolving artificially. This 

paper focuses on probing intelligence that already exists 

within an artificial person, and exploring the 

organisational extended-mindedness that sees natural and 

artificial persons use many minds in pursuing their goals. 

Telepresence technologies can now connect 

functioning parts of the world together in a way that was 

unimaginable even 5 years ago. The proposal in this 

paper is that societal functions actively seek to employ 

these technologies to cognitively link operational parts of 

society with the educational parts of society so that all 

pupils have a chance to develop higher language skills, 

feel their way into professions, network, and understand 

the world around them as it is. Such work will open real-

world opportunities to pupils at school and could help to 

challenge the negative effects of social immobility in an 

immediate way and with intelligence. 

2 Telepresence and cognitive 

tunnelling 
Minsky [12] introduced the word ``telepresence'' into the 

language. He imagined people at work physically 

controlling apparatus that is far away from them (perhaps 

it could be roving mining equipment that is present on 

Mars; perhaps it could be control functions that are 

present in a nuclear power station that is flooded with 

radiation) with a sense of connectedness. Today, 

telepresence is a term that is sometimes used for 

immersive videoconferencing. Types of 

videoconferencing that could be described as 

telepresence in Minsky's terms include situations where 

young people need to be protected from the 

overwhelming nature of an event, such as giving 

evidence at a criminal prosecution, and are allowed to 

give evidence from abroad. In such cases, the important 

part of the link is that the young person is both present 

and absent at the same time.  

A major task of such telepresence links is to keep the 

contributing environments within their normal work 

routine, and to construct protocols of expression that 

allow the fullest possible means of communication. In 

terms of telepresence, a great deal of parallel effort, 

operating at different organisational levels, is employed 

to produce the necessary conditions. Too much of 

educational videoconferencing is currently showcase 

activity - where dialogue is made inferior to the 

importance of broadcast; questions are allowed in time 

slots at the end of a presentation; events describe issues 

not of the moment, but of the past; where presentation 

professionals rather than educationalists or the 

professionals who do the work are involved in the link.  

In order to guard against the inauthenticity of such issues 

we focus on creating a telepresence at events as they are 

happening, and with the people who are involved. 

 

Figure  1: Producers of a Real-world Link. 

Real-world educational videoconferencing falls into 

two types of activities: production activities, and 

educational activities. A successful real-world link 

involves a partnership between four artificial persons: 

educational authority, a content provider, a school group, 

technical services provider, and a separate programme 

co-ordinator (who may be a natural or artificial person).    

Note that all of these organisational levels are 

contributory stakeholders in the link. They have different 

points of view on the importance of different aspects of 

the link. All of the contributing factors can be explored 

dialogically by persons within their own organisational 

silo, and by other persons who are outside of it.   

In the simplest videoconferencing setup two 

environments are linked. At each site there is a camera, 

an eye, and a microphone (an ear) that can be used to 

focus the attention of the other, and a number of ICT 

items that can be used to deliver semiotic images to the 

other side.    

A communal communication model that takes into 

account a variable number of people in each contributing 
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point, and the multiple ways of sending, receiving and 

contemplating the utterances of the dialogues makes it 

clear that the members of the school classroom form a 

single artificial person. If we imagine that each natural 

person is given a hat for each artificial person that they 

can represent, we see that each pupil has, for example, a 

school hat, a particular classroom hat, a person hat, a 

social background hat. Each professional in dialogue 

with the class has at least the following hats: a unique 

natural person hat, one hat for each Artificial Person that 

they are a member of (as many as are appropriate to the 

link), a personal environmental hat, etc. The task of 

analysis is to be aware that there are multiple natural and 

artificial persons being represented in each real-world 

link.  The educational task is to navigate the pupil 

through the process of learning about the real-world in a 

way that is consistent with pupils pursuing the 

requirements of the school curriculum. 

The communication model needs to encapsulate the 

artificial person that is the classroom, and the artificial 

person that is the real-world content provider, in such a 

way as to allow these to unfold into the various natural 

people who are participating. That model needs also to 

allow parallel transmission and reception of all forms of 

communicable message that can be captured by the 

telepresence equipment -- and to allow participants to 

acknowledge and record impressions. 

Figure 3 shows two artificial persons joined in a link.  

Each has  

 a receiving function that receives all inputs that 

have been transmitted,  

 a collegiate group function that produces the 

utterance that represents the dialogic response to 

received signals,  

 a production function, that sends a fresh set of 

messages back.  

Many messages can be sent at the same time, and 

anything that can be detected and transmitted can be 

reckoned as part of a potential communication. 

 

Figure 2: Communications Between Artificial Persons. 

In examining all communicatable signals to be read 

in parallel as part of the communication, we bring a very 

interesting problem to Bakhtinian analysis. With 

appropriate questions, we make the task open to the 

extended Turing Test much more valuable to those who 

seek to understand the world of artificial entities of 

multiply contributed intelligences. 

2.1 Cognitive tunnelling 

Telepresence allows us to link pupils to a place of work 

where cognitive capacities are called upon, and for a 

while to join the classroom environment with that 

external environment. (For some young people the 

cognitive distance between their living environment and 

these external working spaces might as well be the 

distance to the moon.) The task is to focus on material 

that minimises the cognitive obstacles that lie between 

work pupils are currently capable of doing in class and 

the work they would be expected to perform if they were 

in the external place of employment.  

Classroom learning areas transform to a stage upon 

which pupils can perform, and from which they can draw 

on school objects and achievements. Similarly, the 

working environment becomes a stage, and working 

materials of an expert can be brought into a link.  Each 

stage setting is slightly removed from the working 

environment to satisfy the requirements of the link. 

  

 

Figure 3: Art Gallery with Art-Classroom. 

The challenge is to develop appropriate educational/real-

world scaffolding [13]: to allow the contact to be an 

authentic engagement between pupils and the real-world, 

to remain in the pupil's mind, and to familiarise the 

young people with professional activities that they 

themselves might perform later in life as a result of their 

education and professional development. We describe the 

work in this area as “cognitive tunnelling”. 

With suitable educational scaffolding, young people 

can be asked to engage with the real-world as it is (and, 

even, as it changes), and for the real-world to engage 

with pupils as they are developing. A key issue in 

working with socially excluded pupils is in joining the 

environmental languages of the pupils -- their local 

accents, idioms, dialects - and the professional languages 

-- technical terms, idioms, jargon - of working spaces 

using Bakhtinian [14] techniques of hybridization and 

dialogue. 

3 Anatomy of a real-world link 
The city of Glasgow has linked all of its 29 state high 

schools into a shared videoconference service network 

that allows business quality links to any classroom in any 

high school in the city. The link we are dissecting was \ 

part of a programme called ``Listening to Young 

People''. The programme engaged young people in 

schools throughout Glasgow with the Scottish Parliament 

and with the Civil Service. This school involved in this 
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link was Holyrood High School – one of the largest high 

schools in Europe. 

Educational Authority -- Glasgow City Council 

Education Department had the vision, relationships, 

power and financial ability to promote the endeavour and 

make a link viable (within all social obligations) and 

interesting.  This is a level of Leviathan which is below 

city government level.  

Real-World Content Provider -- The Scottish 

Parliament, an artificial person, provided a real-world 

scenario for the schools as an educational experience. 

Understanding the parliament forms part of the school 

curriculum. The link was with a Member of the Scottish 

Parliament, Frank MacAveetie, who had been a teacher 

at Holyrood High School; and with one of the 

parliamentary education officers - who brought the 

parliamentary mace.  

The link sought to explore real-world knowledge 

which is experiential, drawn from the content provider's 

daily activities and of their operational procedures, which 

is open, which is harmonised with classroom learning, 

which can afford interaction and allow pupils a real-

world experience. 

 

Figure 4: Modern Studies Class to Scottish Parliament. 

Active Curricular Schoolwork—The class was a 

first year secondary school (aged 11) Modern Studies 

class, who were studying the Scottish Parliament. The 

published Curriculum[15] requires the following 

capacities:  

 

I can investigate the features of an election and the 

work of representatives at a local, national or European 

level to begin to develop my understanding of how 

democracy works. 

SOC 2:18a 

I can evaluate the impact which decision making 

bodies have on the lives of people in Scotland or 

elsewhere 

SOC 4:18a 

I can debate the reasons why some people participate 

less than others in the electoral process and can express 

informed views about the importance of participating in a 

democracy. 

SOC 4:18b 

Technical Services Providers -- provider of link 

from where exactly in the school to where exactly in the 

real-world. Technical services also have to support users 

in how to set up camera positions and how to present 

themselves effectively for transmission. This area of 

coordination ranges across the educational 

Internet/communications service provider, the technical 

support officers at education services, schools and the 

external places of interest. Smooth coordination here is 

the technical achievement of the link. This link was 

between the pupils classroom and a Parliamentary 

committee room. 

Educational Event Producer, or Programme 

Coordinator -- These four areas mentioned above have 

occasional need to be coordinated during the period of 

the educational activity. 

Because the link is scheduled to happen at a 

particular time and there is a matching of the working 

day with the school day, there are often small problems 

that need to be addressed in each of the four areas, and 

there is always a need for communication between one 

area of expertise and another (e.g. local authority and real 

world provider). A fifth category of expertise that co-

ordinates the real-world educational intervention, 

sympathetic to the real-world time and content 

constraints between classroom, service-provider, content 

producer and educational authority, is introduced here as 

the Educational Event Producer, or Programme Co-

ordinator. Any tool or person involved in this kind of 

work needs to be concerned with the quality of the 

communications and needs to ensure that co-operation 

between parties takes place appropriately. 

 

It may be that the creation of this space of dialogues may 

be a plausible example of how a Clarkian extended mind 

space is produced, in which cognitive activities operate 

dialogically and mental contents can reside inside, 

outwith and alongside a natural person. 

3.1 The link 

The link was for 30 minutes and followed the format: 

1. General Welcomes -- welcome to Parliament, Frank 

MacAveetie; welcome to Holyrood, by deputy head, 

Bernie Pollock 

2. Classroom teacher, Mrs Brady engages with 

contributors, introduces class 

3. Presentation from MSP on Parliament 

4. Questions from Class to MSP and Education Officer 

5. Questions to class from MSP 

6. Goodbyes and round up 

One interchange with Mr MacAveetie, regarding 

homelessness solicited a professional response that 

crossed all the languages involved in the link -- the local, 

the educational, the personal, and the professional. The 

question regarded finding a political solution to 

homelessness, and Mr MacAveetie spoke of a member of 

his own family, a 71 year old, who was a street vagrant. 

And then he said: 
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“But it's not just 71 year olds that are on the streets. I've 

even seen former pupils of mine who have got heroin 

problems, actually begging on the streets of Glasgow and 

it actually breaks your heart, because those young boys 

in particular used to play on your school football team. 

They were as fit as a fiddle, and then at 16 and 17 they 

suddenly get into drugs, and there they are at 23, begging 

on the streets of Glasgow from their former teacher.” 

The live experience of such a link is very powerful. 

This videoconference was recorded, as where 

constructive dialogues between contributors at all levels 

of the cognitive tunnel. These recorded objects are 

available and can be constructively, subjectively 

examined (for example, by pupils involved, or 

stakeholders elsewhere), and the humanity of the 

contributions can be debated, with a view to making 

improvements. Such materials, when shared across all 

state schools, could make it possible for all schools to 

benefit from every link. Once a complete real-world 

programme has been co-ordinated for the first time, it 

can then be improved upon from within any of the 

contributing areas of expertise.  

In any links between schools and professionals, there 

is a need to separate out the voices that represent the 

organisations from the voices of natural persons who are 

involved in them.  In this regard, it is important to focus 

on how natural persons work with artificial persons. 

4 Meetings with artificial persons in 

the information society 
Thomas Hobbes [16] introduced us to Leviathan, which 

he described as a commonwealth, or state, “which is just 

an artificial man---though bigger and stronger than the 

natural man, for whose protection and defence it was 

intended”, supplying analyses of the social contract 

natural people accede to in joining up with Leviathan, the 

civic responsibilities attendant upon the social contract, 

and how natural people within Leviathan should be 

governed -- by sovereignty, democracy or aristocracy.  

The frontispeace of Hobbes book showed a crowned 

monarch whose body and arms were composed of many 

human heads, all looking up to him. 

 

Figure 5: Leviathan - None Like Him. 

What Hobbes did not foresee was a time when 

organisations of people within Leviathan's body, would 

become lesser artificial persons, and would grow to 

Hobbesian commonwealths themselves, each with its 

own goals and social contracts. Figure 1 shows what the 

frontispiece might look like today.  

Organisational behaviour [17] is the study of the 

behaviour of people involved in organisations, and the 

organisations themselves. There are three main areas:  

 the study of individuals in organisations (micro);  

 the study of work-groups in organisations 

(meso), and  

 the study of how organisations, themselves 

(macro), behave.  

It is worth noting that even in an Artificial Person, the 

intermediate level between micro and macro levels 

allows for the existence of sub-artificial person recursion 

within a single artificial person. Artificial Persons 

develop their own cultures and seek to thrive in the 

culture around them [18]. 

With such definitions we see Artificial Persons as 

complex, constructed societal objects, cognisant insofar 

as they borrow the cognitive abilities of members of the 

commonwealth. They are cognisant tools of society, 

dispersed across space, capable of being present in 

different ways, capable of defining themselves 

axiomatically, capable of organising themselves 

recursively, knowledgeable about their rights and history; 

and able to self-reflect in a communal way, able to take 

care of themselves in the present and choose policy and 

goals for the future.  

Both Artificial Persons and Natural Persons have 

narrative history. Insofar as any person is part of more 

than one artificial person. For each of these that we slip 

between on a daily basis, there is its own narrative, the 

shared narrative between individual and group, and any 

sense of Leviathan relationships or injunctures. Each 

person in the multiple-lines of real-life storytelling, 

moving from language to language as they represent 

other artificial persons and occasionally their own self.  

In searching for a definition for an artificial persons 

that could be a realistic player in the imitation game, this 

paper proposes that any person that conforms to a 

narrative account of personhood could be considered as 

one that can participate in the new Turing Test. Such a 

person needs to be capable of seeing itself in its own 

story and being able to tell its own tale. Following 

Bruner [19], e describe such a person as one who is: 

 teleological and agentive 

 sensitive to obstacles 

 responsive to judgements 

 capable of selective remembering 

 oriented towards reference groups and 

significant others 

 possessive and extensible 

 able to shed values and possessions as required 

 experientially continuous over time, despite 

striking transformations 

 sensitive to where and with whom it finds itself 

 accountable 

 moody, affective, labile and situation-sensitive 

 seeking and guarding coherence 
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Such a definition of person covers natural and 

artificial persons. The framework will allow any artificial 

person that encapsulates these traits to participate in the 

dialogue. Such persons can include legalised and 

informal groupings of persons, whether those be familial, 

social, or functional in any way.  

A thesis of this work is to recognize that complex 

relationships exist between natural and artificial persons, 

see if artificial persons are as capable of being deceptive 

and self-serving as natural persons. Human intelligence 

in  this complex world is not simply a matter of seeking 

consistent behavior: indeed, much intelligence might be 

involved in the judicious applications of non-consistent 

behaviour over a period of time. We seek to explore the 

true intelligence, or multiple intelligences of artificial 

persons through what they say, what they do, how they 

do it; and analyse the material with the forensic effort of 

that French[20] applied to the Turing test[9]. 

Today, a natural person might be a member of any 

number of different artificial persons at the same time, 

and may be torn in behavioural terms between differing 

social contracts. Some of these artificial persons might 

partner one other, some may be at odds with one another.  

We can also explore extended mindedness from the 

point of view of the artificial person towards the use of 

natural persons -- that natural persons are extended mind 

tools of artificial persons. In seeing an artificial person as 

a person, constituted of many natural (and possibly some 

lesser artificial) persons; the artificial person is not so 

much "extended minded" as “many-minded”.  That is, its 

cognition is the result of composite, parallel activities, 

being contributed by many minds (owned by a number of 

other natural and artificial persons).   

The framework presented here aims to allow higher 

and higher cognitive levels of Leviathan to examine and 

direct the policies of its members in acceptable forms of 

social behaviour. 

5 Questions for artificial persons 
Suitable questions should engage the artificial person as 

it goes about its business, just as Socrates engaged with 

citizens in their element while he wandered the streets of 

Athens. Questions could be asked that address complex 

societal issues that probe natural persons and artificial 

persons alike. For example, in social mobility.  

The Organisation for Economic Co-operation and 

Development (OECD) has described[21] very troubling 

social mobility issues in the United Kingdom: e.g. more 

than 50% of youngsters will grow up to have the same 

salary as their father. The Sutton Trust [22] shows that 

53% of the UK's most influential people were 

independently educated, including 24% of university 

vice-chancellors, 32% of Members of Parliament, 51% of 

medical consultants, 54% of top journalists, 70% of High 

Court judges… when only 7% of the UK population are.  

Top Universities in Scotland have been criticised for 

the low numbers of students being taken from the most 

disadvantaged areas. In response to criticism of the 

University of St Andrews in this regard [23], the 

principal of the University highlighted the difficulty of 

finding sufficient numbers of plausible students with the 

appropriate grades in deprived parts of society. The 

worry being that underqualified students would not be 

capable of doing well at St Andrews.  Response from a 

government advisor, acknowledged that there is a real 

problem of social inequality, and that social origins of 

inequality go to “differences in language and brain 

development”. 

And yet, we know that academic ability is randomly 

dispersed across all socio-economic groups and that 

advanced societies endeavour to seek out the best talents 

within the population to fill top professions. Runco has 

found that creative projects[24] which do not focus on 

cultural tropes are especially suited to helping talented 

youngsters from disadvantaged backgrounds to develop 

their unique creative talents.  Links with telepresence are 

known to be immersive and focused on personal effort 

and creativity. Such educational work that had direct 

links with direct activities of the real-world could raise 

the consciousness of the pupils and establish a route into 

the professions. 

Currently, there is a barrier before youngsters in 

deprived areas in reaching tertiary education; and there is 

a further barrier before fully educated qualified 

youngsters in reaching the top of the professions if they 

have not been privately educated.  Such issues suggest 

that we may have already arrived at a Singularity-like 

situation in modern-life. This is a question whose scope 

covers the space of the societal education system as a 

whole; and the societal employment institutions as a 

whole -- both of which can be considered as Artificial 

Persons within the national state Leviathan, who are in 

some ways governable by Leviathan. 

It is difficult to see which of the two hypotheses,  

 collusion and exclusion between educational 

establishments and employers, or  

 impaired cognitive development in all young 

people from socially deprived backgrounds  

is actually the worst. Both hypotheses, whether true or 

false, certainly merit investigation. What is clear is that 

an engaged society could undertake steps to rectify any 

difficulties. The discipline of Cognitonics could be of 

assistance in this matter. 

Schools, particularly those who are involved in 

educating youngsters from disadvantaged backgrounds, 

deserve an answer to the questions; "is there something 

that can be done to help our pupils reach the height of 

their potential in tertiary education"; and "is there 

something that can be done to help our pupils rise to the 

top of the professions when they have completed their 

education?". Schools could, as part of their curricular 

activities, seek out answers to such questions. Using 

telepresence and the dialogic framework schools can 

question persons, natural and artificial, while they are at 

work -- so that pupils can see how the world is, in real-

time, so that they can learn from it. 

With such questions, we have left Turing's parlour 

game and have started to explore the streets of Athens. 
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6 Supersizing the Turing test 
 

Alan Turing's [9] test of machine intelligence derives 

from an imitation game, a parlour game, whereby a man 

(player A) and a woman (player B) are separated away 

from an interrogator (player C), and each are asked 

questions in turn, by means of a note delivered to each, 

by a messenger who acts on behalf of player C. The man 

is pretending to be a woman; and the woman is playing 

to have the truth be known.  The fun of the parlour game 

for each player s to prevail.  For player B it is to use 

truthful statements more effectively than player A is able 

to use misleading statements; and for player A, it is to 

overcome the truths of Player B, with a more compelling 

falseness.   

In the imitation game, no-one questions the existence 

of intelligence in any of the participants; the fun is in 

watching how well intelligence is applied. In his paper, 

Turing says "The game (with the player B omitted) is 

frequently used in practice under the name of viva voce 

to discover whether some one really understands 

something or has learnt it parrot fashion.'" This version 

of the game, the basis of the proposed framework, 

involves an interrogator who examines a player 

specifically to uncover the completeness of their 

knowledge of "something".  

Turing did not stipulate that the interrogator should 

be a singular, natural person. Consequently, the 

interrogator could be a group of individuals working 

together to perform the interrogation function. Thus, the 

interrogator may be an artificial person, made up, for 

example, of a group of guests at a party.  Player A could 

be an artificial person (a group of people working 

together) in the same way.  The dialogic framework 

allows a version of the Turing Test that supports 

dialogues between  persons (either artificial or natural) as 

interrogator and player.  

Using the viva voce approach means player A and 

player C can be as face-to-face as it is possible to be. 

And yet, they are one-step removed from the world of 

their activities - they are in a constructed place, 

derivative of the true work-space, and they enter a 

dialogue.   

In these real-world meetings, between parties across 

many social classes who employ many individual 

languages, and produce new hybridisations of language, 

the depth of dialogic analysis of such meetings can be 

guided by the novelistic analysis techniques introduced 

by Mikhail Bakhtin [25 - 26]. 

 Especially, this means that any semiotic capable of 

being recorded and transmitted by the telepresence 

equipment can be interpreted as an utterance; any 

utterance should be viewed through a chronotopic lens 

which respects the primacy of context over text;  any 

action of any person can be seen as an act of dialogue 

between that person and the world [14]; and any 

professional or social language used for a specific 

purpose by a specific group can be seen as a professional 

"speech genre" [27] and can therefore be explored in 

relation to all other languages with the help of literary 

analysis.    

The case for rigorous forms of meetings that respect 

such Bakhtinian approach to chronotope, utterance, 

intonation, dialogue and speech genres is made.   If 

recordings of such links are made, in-depth analysis of 

the links can be made by many artificial persons, at many 

levels within Leviathan; and results can be pooled to aid 

in the development of policy to improve matters that are 

found to be wanting. This work would be in the 

cognitonic realm of the humanities. 

7 Cognitonics, testing humanity, 

exploring reality 
Topics for Viva Voce style Turing-tests that could be 

applied to the production of a link include: 

A) Test of Educational Authority: Did the idea 

serve a valuable purpose? Was it worth the 

effort? Was it a diversion? 

B) Test of Real-World Provider: Did the external 

party produce material suited to the pupils and 

the curriculum? Was this an authentic link with 

the real-world scenario, or could their real-world 

contact be shown to be self-congratulatory, 

cursory, inauthentic or unenlightening? 

C) Test of Schoolwork Activity: Is the activity 

involved in this link related to curricular 

requirements and suitable to the age and 

development of the pupils involved? Can 

recording be used in class? Can learners reflect 

appropriately, or annotate the experience 

relevantly? 

D) Test of Technical Services: Does the link 

respect the real-world context of all parties 

involved? 

E) Test of Educational Impact: What impact had 

the school on the real-world? What token of 

reality passed from the real-world to the school? 

Larger societal questions can be articulated and  

addressed. For example: 

A) Harmony: How smoothly did contributors work 

together? Are there any societal issues that need 

to be addressed? Are there policies of artificial 

persons that need to be altered? 

B) Collective intentionality: are particular artificial 

persons welcoming to all, or partial to a few? Do 

artificial persons use natural persons as shields? 

C) Social practices and agreements between 

artificial and natural persons: are we tolerating 

inappropriate behaviours between artificial 

persons that is to the detriment of society?  

D) Understanding: How do we construct the 

interpersonal dialogues that Socrates might have 

with the beings of our world where he here 

today - tailored so that we can understand the 

world as it is, and the world can know and 

understand itself? 
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E) Sustainability: How do we promote good 

relationships between natural and artificial 

persons within Leviathan? 

Cognitonics [1 - 3, 28] enables us to recognise exclusion 

and societal under-achievement, reason it out, and then to 

use tools of ICT itself, to tackle it. 

8 Conclusion 
Understanding complex societal issues of the real-world 

as it daily goes about its business, has always proven 

itself to be a difficult task. A major issue has been in 

separating out the voices which represent artificial 

persons and the voices which represent natural persons. 

Today, communications technologies working alongside 

cognitive tools embedded within Artificial Intelligence 

make it possible for schools to ask probing questions of 

natural and artificial persons in the real world, and to 

examine how natural people move from artificial person 

to artificial person in society.   

The paper suggests that a type of cognitive 

telepresence can be achieved by means of cognitive 

tunnelling, a term that is introduced to describe bringing 

pupils right to the working methods of natural and 

artificial people at work. Cognitive tunnelling presents a 

way of extending Vygotsky's scaffolding technique to 

places of live activity that are remote from the school.  

The paper suggests that Bakhtin's extraordinary 

analysis tools for working on language, narrative and 

dialogue can help us to articulate and then to overcome 

cognitive hurdles presented to talented youngsters from 

disadvantaged communities. If such encounters are 

recorded and re-used, they can form material for Turing-

Test-like, multi-level, multiply judged subjective 

assessments of the intelligence(s) within organisations, 

which could guide organisations in developing respectful 

relationships with natural persons. The ultimate aim of 

such work being to make all young people aware of the 

possibilities in their world and to compete for 

employment opportunities that present themselves at all 

levels of society. 
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This paper presents the development of a new tool for an e-Learning platform, with implications and 

analysis from human computer interaction (HCI) and cognitonics perspectives. The goal is to improve 

the educational process by helping the professor form a correct mental model of each student’s 

performance (capability). Besides this, the developed application is also analyzed from HCI and 

cognitive perspective with an attempt to offer an effective and highly usable tool. The interplay between 

cognitive psychology and HCI is emphasized as a fundamental prerequisite for a constructive and 

argumentative design.  The main functionalities offered by the developed application are: evaluation of 

the level of understanding of the course material by the student and analysis of the difficulty level of the 

questions proposed by the professor for an exam. The prerequisites for accomplishing the task are a 

good structure of the on-line educational environment and information about students’ activities on the 

platform. An important part of the process of obtaining the desired result is performing a text analysis 

and concept extraction on the professor’s uploaded courses. The languages supported by this module 

are both English and Romanian. Using this module, the professor will have the ability to control the 

difficulty of test and exam questions and make changes accordingly: add, delete or modify test/exam 

questions. The developed application is thereafter discussed from HCI and cognitive psychology 

perspectives, such that further analysis and improvements are ready to be achieved.  Our approach 

creates a context in which continuous design, implementation and evaluation has as output a high 

quality user interface suitable for an Intelligent Tutoring System. 

Povzetek: Opisana je nova platforma za učenje, ki omogoča uporabo kognitivnih in HCI analiz. 

1 Introduction 
During the last years, the interaction between professors 

and students in on-line educational environments has 

been considerably improved, especially by developing 

new tools and implementing different functionalities that 

integrate intelligent data analysis techniques. An area 

that still needs further work is the cognitive area, 

particularly towards helping the professors build more 

accurate mental models of each student’s capabilities.  

In regular educational environment, a professor can 

achieve that mental model by continuously interacting 

with students and observing their learning skills and 

capabilities. Online, it is harder to accomplish that, 

because of the lack of constant and valuable analysis of 

feedback that is offered by students. That is why the 

approach to building a professor’s mental model of 

student’s activity becomes a tool that can improve an on-

line educational environment.  

The main purpose of the tool is to help the professor 

understand and analyze student’s activity without having 

any face-to-face activity.  

Besides the design and development of the tool that 

actually implements the needed functionality, this paper 

also presents a detailed analysis from human computer 

interaction (HCI) and cognitive perspective.  

The research of HCI and cognitive psychology issues 

are cornerstone in shifting gears from “technology that 

solves problems” towards “design that emphasizes the 

user’s needs”. These general research areas have a great 

impact on the field of e-learning due to the wide range 

media that can produce cognitive affection at various 

industries. Among the most common options there are 

simple text, voice, picture, video, or virtual reality. 

The final goal of the tool is to extend its usability 

with respect to the particularities of e-learning 

environments. That is why the general fundamental 

usability evaluation formulated by Nielsen [25] needs a 

proper specific adjustment for e-learning environments. 

The most important characteristics of a usable e-learning 

environment should be usefulness, effectiveness, 

learnability, flexibility and satisfiability [1]. 

On the other hand, discussing web-based 

instructional strategies from cognitive point of view 

requires a different approach that should mainly be 

constructive (demands for synthesis in the process of 

building the tool) and argumentative (justify design 

decisions of the developed tool, critically asses the 

tradeoffs in alternative designs and conduct usability 

studies to evaluate prototypes). 

mailto:mihaescu@software.ucv.ro
mailto:mihatacu@yahoo.com
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2 Related works 
Let’s regard related works mainly in the following 

research areas: educational data mining, HCI and 

cognitonics. Within the educational data mining (EDM)  

area this paper is closely related to Intelligent Data 

Analysis performed on educational data. 

Among many research problems from EDM, this 

paper relates to the works that have attempted to 

represent and analyze educational data with the goal to 

improve their knowledge level through custom designed 

data analysis systems and applications. Thus, 

implementing data mining tasks on educational data (e.g. 

performed activities, educational resources, messages, 

etc.) provides the environment in which progress may be 

achieved. 

Many research hours have been allocated to the 

purpose of extracting key concepts from course 

materials, messages, questions and finding ways of using 

them for enhancing the teaching and learning processes 

[2, 3].  

Also, a considerable amount of work has been put 

into discovering the similarity between concepts. 

Relevant in this area is the paper that Tara Madhyastha 

wrote in 2009 called „Mining Diagnostic Assessment 

Data for Concept Similarity” [4], it presented a method 

for mining multiple-choice assessment data for similarity 

of the concepts represented by the multiple choice 

responses. The result obtained was a similarity matrix 

that can be used to visualize the distance between 

concepts in a lower-dimensional space. 

The NLP (Natural Language Processing) is another 

major research area, with a strong focus on documents 

(text and diagrams). Particularly interesting from our 

perspective is the research conducted in the domain of 

linguistics [11, 12]. Important is also the work put into 

constructing treebanks, both monolingual [13] and 

parallel. In [9] M. Colhon presents the construction of an 

English-Romanian treebank, a bilingual parallel corpora 

with syntactic tree-based annotation on both sides, also 

called a parallel treebank. Treebanks can be used to train 

or test parsers, syntax-based machine translation systems, 

and other statistically based natural language 

applications. 

Agathe Merceron and Kalina Yacef published a case 

study about how educational data mining algorithms can 

be used for extracting relevant information from web-

based educational systems and how this information can 

be used for helping teachers and learners [5]. A 

comprehensive report on the state of the educational data 

mining was published in 2009 [6] and presented a 

general view of the EDM field, including the methods 

used, the papers with the most influence in the field and 

the key areas of application. 

One of the main goals of the educational research is 

identifying students’ current level of understanding. For 

this purpose, a series of estimates have been used, 

including DINA model, sum-scores and capability 

matrix. A comparison between these estimates was 

presented in „A Comparison of Student Skill Knowledge 

Estimates” [7]. 

This paper presents an approach to using concept 

extraction along with activity monitoring and concept 

weighting towards constructing accurate models of 

students’ present knowledge and level of understanding 

of the courses, as well as detecting the difficulty level of 

each course, course chapter, test question or exam 

question. 

Another scientific discipline whose contribution is 

necessary is cognitonics [18, 19, 20]. Cognitive aspects 

are playing an important role in the information society 

and also in the particular case of e-learning applications. 

From cognitonics point of view, the developed 

applications for sustaining on-line courses (or other 

related activities) should develop creativity, support 

cognitive-emotional sphere and appreciate the roots of 

the national cultures. One of the main goals of this quite 

new research discipline it is the development of a new 

generation of tools for on-line learning that compensate 

the broadly observed negative distortions [18].  

Among many application domains where cognitonics 

(cognitive psychology for information society and 

advanced educational methods) finds a suitable place is 

e-learning. From this point of view, e-learning tends to 

need progress from various research domains (e.g. EDM, 

cognitonics, HCI, etc.) in order to improve its 

effectiveness and control the main negative side effects 

regarding linguistic ability, phonological ability, social 

relationships, etc. 

Another research domain that is highly connected 

with the discussed issues is HCI. Currently, there are 

numerous research efforts that deal with user interface 

adaptation in e-Learning Systems, adaptable interfaces 

featuring multiple views and finally integration of 

usability assessment frameworks that are designed and 

refined for the context in which they are applied. HCI 

issues related to e-learning are user-centered design [21] 

and user sensitive design [22].  From this perspective, 

adaptation of knowledge presentation, of interaction style 

regard specific issues like domain knowledge base 

generation, user/system interaction modeling, interface 

evaluation. Poor interaction in various on-line 

educational activities (e.g. evaluation of exercises after 

class, quiz games, intelligence analysis, etc.) may find 

proper solution by employing specific HCI research 

methodologies related to usefulness, effectiveness, 

learnability, flexibility and satisfiability. 

3 Tools and technologies 
The context for which the tool is developed is related to 

on-line education. From this point of view, the developed 

tool is actually a web application that gathers various 

technologies in order to achieve its business goal. 

The first step in accomplishing this module’s 

purpose is retrieving the text from documents. For 

reading .pdf files, we used Apache PDFBox, which is is 

an open source Java tool for working with PDF 

documents [10]. For manipulating .doc and .docx files, 

our choice was Apache POI [14], a powerful Java API 

designed for handling different Microsoft Office file 

formats.  
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Stemming [16] is the process for reducing inflected 

(or sometimes derived) words to their stem, base or root. 

The documents written in English were stemmed using 

the snowball stemmer [15]; as for the Romanian 

stemmer, we used as a base the PTStemmer 

implementation [17] and adapted it for the Romanian 

language by building the corresponding set of 

grammatical reduction rules: plural reduction, genre 

reduction, article reduction. The PTStemmer is a toolkit 

that provides Java, Python, and .NET C# 

implementations of several Portuguese language 

stemming algorithms (Orengo, Porter, and Savoy).  

The XML processing was done using the Java DOM 

parser. 

4 System architecture and usability 

assessment 
The most important prerequisite for the development of 

such a tool is an online educational platform that has a 

proper structure for the educational assets and the ability 

to integrate proper intelligent data analysis techniques. 

The online educational system we have chosen is 

Tesys Web [8], an e-learning platform used in several 

faculties from University of Craiova. Tesys has been 

designed and implemented to offer users a collaborative 

environment in which they can perform educational 

activities. 

4.1 General architecture 

Figure 1 presents the general architecture of the system. 

In the left part of the figure we can see only persistent 

data, basically found on the server, and on the right side 

the core business logic is presented, it includes the 

concept extraction, activity monitoring and recommender 

modules.  

Starting from the course documents that were 

previously uploaded by the professor on the platform, the 

system extracts the concepts, using a custom concept 

extraction module, which incorporates a stemming 

algorithm and TF-IDF formulas. The obtained data is 

then transferred into the XML files. The five most 

relevant concepts are also inserted into the Tesys 

database, for further use.  

As soon as the professor uploads the test questions 

and specifies each concept’s weight for every question, 

the student’s activity monitoring process can begin. 

Afterwards, using the concept-weight association, 

student’s responses to the test questions and taking into 

consideration the performances of student’s colleagues, 

the system will be able to show relevant statistics to the 

professor, so he can understand each student’s learning 

difficulties as well as the general level of the class.  

The recommender module is designed to review the 

difficulty of the proposed exam questions and advise the 

professor on lowering or increasing the exam difficulty. 

All this process is supervised by the professor, who takes 

the final decision. 

4.2 Concept extraction tool 

A key feature of this module is the extraction of the most 

important concepts from every chapter that belongs to a 

course.  

This part of the module is divided into two steps:  

stemming and computing TF-IDF values.  

Several tools and algorithms have been developed 

for English word stemming, but for the Romanian 

language this research area is still at the beginning, 

therefore we developed our own tool and set of rules to 

accomplish this task. 

 After the stemming process we use the TF-IDF 

formulas for every word in the document and then we 

store the obtained data into an xml file, which has the 

following structure: 
<?xml version="1.0" encoding="UTF-8" 

standalone="no"?> 

<words> 

<regul originalForm="reguli" 

tf="1.00" idf="0.47"/> 

 

Figure 1: System architecture. 
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<fapt originalForm="fapt" tf="0.74" 

idf="0.47"/> 

 <atribut originalForm="atribut" 

tf="0.45" idf="0.47"/> 

 <sistem originalForm="sistem" 

tf="0.33" idf="0.47"/> 

 <inferent originalForm="inferenta" 

tf="0.32" idf="0.55"/> 

<algoritm originalForm="algoritm" 

tf="0.32" idf="0.55"/> 

        . . . . . . .  

 <absolut originalForm="absolut" 

tf="0.01" idf="1.25"/> 

</words> 

 

Each concept extracted from the course chapter’s 

document is represented as an element in the xml file. 

The stemmed form of the word is stored as the element 

name, and its original form, TF value and IDF value are 

stored in the element attributes.  

The first five concepts that have the highest TF-IDF 

value are inserted in the database, for further use on the 

platform. 

Figure 2 illustrates part of the interface available to 

the professor for managing the concepts. It is very 

straight forward, providing the professor with the list of 

extracted concepts and some additional options for 

managing them. These options include: the possibility to 

add new concepts, modify the existing ones in case they 

were not correctly extracted and delete the irrelevant 

concepts, if any. 

 

Figure 2: Concepts management. 

4.3 Discipline structure 

Within the online platform a discipline has the following 

structure: Chapters, Test Questions, Exam Questions and 

Concepts.  

The chapters are documents uploaded by the 

professors, which can have one of the following 

extensions: .pdf, .doc, .docx. These documents are parsed 

and stemmed, resulting in a list of concepts. 

Test questions are the questions used by the students 

throughout the semester for evaluating their current 

knowledge. A feature that allows the professor to choose 

from a list the concepts that are related to the test 

question and assign them weights was added to the e-

learning platform.   

The exam questions are the ones from which the 

students will take the final exam and obtain their final 

grades.  

The concepts are the ones extracted from the 

chapters’ documents which were previously reviewed by 

the professor.  

As presented in Figure 3, for each question it is 

available the list of concepts extracted from the chapter 

to which the question belongs. Here is where the 

professor has the ability to assign the corresponding 

weights, representing the level of relevance that the 

concept has to the question.  

 

Figure 3: Weights management. 

4.4 Activity monitoring 

This step is very important because it is decisive for the 

determination of the student’s ability to understand the 

course material and to highlight his/her progress. The 

most relevant information can be obtained by evaluating 

the correctness of the answers from the test questions, 

taking into consideration the concept associated with 

those questions and their given weights. This will help 

the professor figure out which are the concepts that the 

student has difficulties understanding and how he/she can 

be helped.  

One of the monitoring tools provided to the professor is 

the graphic presented in Figure 4. By regularly checking 

this table, the professor can watch the progress of his/her 

students, be informed of their level of interest in the 

course material and discover which are the concepts that 

pose them problems. 

4.5 Usability assessment and cognitonics 

Usability evaluation is the final and most critical step 

within the lifecycle of the application, since it may have 

tremendous implications on the redesign of the user 

interface and underlying business logic. Applying 

general heuristics (i.e. with no special tuning to 

educational context) may be a reasonable option but 

using approaches that are adapted to e-Learning may 

offer greater progress [23]. 

From cognitive perspective, the visual stimuli refer 

to the following processes: visual search, find, identify, 
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recognize and memory search [24]. Based on this kind of 

analysis, specific issues may be obtained specific issues 

within our e-learning tool. From this perspective, 

presented educational assets (e.g. quizzes, concepts, etc.) 

can be characterized as confusing, not findable, etc. and 

thus reduce the unwanted side effects regarding the 

distortions in perception of the world caused by 

information society and globalization. 

5 Experimental results 
In order to better explain how the system works, we will 

consider a sample usage scenario. The main steps of the 

scenario are: 

Professor – Concept setup 

Let’s assume that professor P is a professor on the 

e-learning platform, and has a course with two chapters. 

He first has to upload the documents of the chapters. 

Immediately after he does that, the system parses the 

documents, applies the stemming algorithm and the TF-

IDF formulas and ultimately extracts the most important 

five key concepts from each file: C11-C15, C21-C25.  

This list can be accessed from the course page and 

is differentiated by the chapter to which they belong.  In 

this moment the professor can review the concepts, 

he/she can delete the ones that he/she considers 

irrelevant, or maybe add new ones. 

Professor – Test questions setup 

This step is performed when professor P loads test 

questions for the students to answer, and for each 

question assigns weights of the extracted concepts, 

denoting the relevance level of every concept for each 

particular question. The weights have values in the 

range of [0.0,1.0].  

Table 1 presents a possible weight distribution for 

concepts among questions. The cells corresponding to 

the concepts that have absolutely no relevance to a 

question and therefore have a weight of 0.0 are left 

blank. 

 

 C11 C12 … C21 C22 C23 C24 C25 

Q1  0.1  0.7   0.2  

Q2   0.4  0.6    

Q3  0.7   0.1 0.1  0.1 

…         

Table 1: Sample weights distribution. 

On the platform, the professor is able to assign the 

weights as percentages, as previously presented in Figure 

3. These weights can be updated at any time, and the 

progress of the students will be modified accordingly. 

Student – Take tests 

Let us consider student S1. The first test the student 

takes contains questions 1, 2, 3, 5, 7. Table 2 presents 

possible values for the correctness of the answers given 

by the students that answered these questions.  

S1 is the analyzed student, S2 to Sn are the other 

students that answered the questions.  

It is assumed that the tests contain only single 

choice questions, so the answer can be only evaluated as 

CORRECT or INCORRECT. 

 

 Q1 Q2 Q3 Q5 Q7 

S1 CORRECT CORRECT INCORRECT CORRECT INCORRECT 

S2 INCORRECT CORRECT INCORRECT INCORRECT CORRECT 

S3 CORRECT CORRECT INCORRECT CORRECT CORRECT 

. . . 

Sn CORRECT CORRECT CORRECT CORRECT INCORRECT 

Table 2: Sample Answer Data. 

After computing the weights and results, the system 

will provide the professor with the following statistics:  

 

 student’s level of understanding of each 

concept: 

 

Figure 4: Activity monitoring. 
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In this formula, LUc represents the level of 

understanding of concept c and w(c, qi) is the weight 

associated to the concept for question qi. The numerator 

of the fraction is therefore the sum of the weights of the 

concept for the correctly resolved questions, and the 

denominator is the maximum amount that could be 

obtained if the responses to all questions were correct. 

 

 student’s performance relative to his 

colleagues; 

 
 

 the difficulty level of every test question 

  

  
 

 

 the difficulty level of each concept 

 

 

S1. Professor – Visualize results : build mental 

model 

 

After analyzing the presented data, the professor will 

be able to start creating a mental model regarding the 

student’s current level of understanding of the material 

and his/her place among the other students. Also, if 

necessary, the professor might decide to modify the 

course material, for example add some extra information 

on a particular concept that the students have trouble 

understanding.  

Another action the professor might choose to take, 

given the reported level of the class, is increase or 

decrease the general difficulty level for the test questions, 

as well as deciding which will be the best exam 

questions. 

6 Conclusions and future works 
This paper presents a use case of building a tool for 

Tesys e-Learning platform and analyzing cognitonics and 

HCI related issues in an attempt to offer a high quality 

interaction design that minimizes the cognitive side 

effects.  

The developed tool is presented in detail from 

architectural and technical point of view, with an 

emphasis on the design of the user interface and on the 

data processing issues.  

The technical challenges that are addressed in this 

paper regard building a Romanian stemmer, obtaining 

concepts, designing mathematical formulas for 

determining concept and quiz weights and overall 

students’ knowledge levels. From this point of view, the 

future works regard validation of these mathematical 

formulas and possibly inferring better ones. As a general 

approach, continuous usage of the tool will provide data 

evidence for our approach.  

Another important issue, discussed in this paper, 

regards the HCI and cognitonics aspects of the user 

interface designed for this software tool. From this 

perspective, usability evaluation (general or e-learning 

related) using HCI specific methodologies represents the 

final step in obtaining a high quality user interface. From 

cognitive perspective, the goal is to minimize (or ideally 

eliminate) the distortions in perception of the world cost 

by the developed tool. The cognitive aspects validate the 

student model that is mentally built by the professor 

while using the tool. 

As future works, there are two main directions. One 

regards properly the analysis of the underlying data (e.g. 

concepts, weights, formulas) and the other one regards 

further analysis from HCI and cognitonics perspective of 

the developed tool. Once progress is made in these 

directions, similar e-learning tools may also be analyzed 

providing a framework for progress in this domain.  
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Since the discovery of RNA Interference (RNAi), a cellular phenomenon in which a small double 

stranded RNA induces the degradation of its sequence specific target mRNA,  using a computer-aided 

software tool to help design functional small interfering RNA (siRNA) or small hairpin RNA (shRNA) 

has become a standard procedure in applying RNAi to silence a target gene. A critical consideration in 

siRNA design is to avoid any possible off-target effect, i.e. to avoid sequence homology with untargeted 

genes.  Though BLAST is the most powerful sequence alignment tool, it can overlook some significant 

homologies. Therefore, Smith-Waterman algorithm is the only approach that can guarantee to find all 

possible mismatch alignments that may cause off-target effect. However, Smith-Waterman alignment 

suffers from its inefficiency in searching through a large sequence database. A two-phase search 

algorithm was previously reported in which the first phase is used to identify local regions where the 

second phase, a bona fide Smith-Waterman alignment, is absolutely needed. Though such a two-phase 

homology search can improve the efficiency up to two orders of magnitude over the original Smith-

Waterman alignment algorithm, it is still not efficient enough to be used alone for siRNA off-target 

homology search over a large sequence database. In this paper, we propose several improvements that 

dramatically speed up the reported two-phase algorithm while still guaranteeing the complete 

identification of siRNA off-target homologies.  

Povzetek: V prispevku je predstavljena računalniška metoda za utišanje ciljnega gena. 

1 Introduction
RNA interference (RNAi) is a cellular mechanism in 

which a small double stranded RNA induces the 

degradation of its sequence specific target mRNA, thus 

silencing the function of the target gene. Since its 

discovery, RNAi has become a powerful technique to 

knock out/down the expression of target genes for gene 

function studies in various organisms [3,5,16]. To 

employ this technique, the first step is to design target-

specific small interference RNA (siRNA) or small 

hairpin RNA (shRNA) that is homologous to the target 

mRNA. Because of the predictability of RNAi based on 

its matching target sequence [2, 5, 7, 9–11, 14, 15, 19, 

22, 25, 26], quite a few studies have been devoted to 

computer-guided algorithms to design effective siRNA 

or shRNA (from here on, this article will only refer to 

siRNA for simplicity) [4, 6, 12, 15, 20, 25, 26].  

However, a critical requirement in siRNA design is to 

guarantee that the designed siRNA is free of off-target 

effect. Although the actual mechanism of off-target 

effect is still unknown, it has been demonstrated that a 

partial sequence homology between siRNA and its 

unintended targets is one of the major contributing 

factors [8,18,21]. It has been suggested that if an 

introduced siRNA has less than 3 mismatches with an 

unintended mRNA, it would likely knock down the 

expression of this mRNA in addition to its intended 

target which shares 100% sequence homology with this 

siRNA [11,15]. Unsurprisingly, the Basic Local 

Alignment Search Tool (BLAST) has been used to 

identify possible unintended homologous regions for 

siRNA candidates [1,13,17]. BLAST, although extremely 

fast, is not the best algorithm designed for this type of 

task since it overlooks significant sequence homologies 

[15,24,27]. As an alternative, Smith-Waterman alignment 

algorithm has been employed together with BLAST by 
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some design tools to identify all possible off-target 

sequences [15,27].  

  Smith-Waterman algorithm utilizes a dynamic 

programming approach to identify the local optimal 

alignment between two sequences [23]. It guarantees to 

locate the existing optimal alignment based on a scoring 

system with a set of scores assigned to a match, a 

substitution, a deletion, and an insertion. Given two 

sequences with length of m and n, the computational 

complexity of Smith-Waterman algorithm is O(mn). 

Since the off-target search for siRNA sequences must be 

conducted completely through a given sequence database 

(which is usually large), the Smith-Waterman algorithm 

alone becomes very time-consuming and impractical for 

this task. Thus we once developed a two-phase homology 

search algorithm for siRNA off-target detection [29]. In 

this two-phase algorithm, the phase 1 procedure is used 

to identify the local regions where an off-target 

homology is possible to exist. Upon finding such local 

regions, the phase 2 procedure, a bona fide Smith-

Waterman alignment algorithm, is used to determine if 

this local region has homology with the given siRNA 

sequence to cause off-target effect. This two-phase 

algorithm can be explained as the following.  

  For a siRNA of length m, an off-target homology is 

defined as a sequence that has less than x mismatches 

(i.e. mismatch cut-off equals x) when aligned against the 

siRNA (a mismatch is defined to be either a substitution, 

a deletion or an insertion hereafter). Thus, after the 

siRNA sequence is divided into x mutually disjointed and 

equal substrings (as equal as possible), at least one 

substring must have a perfect match with the off-target 

region. For the remainder of this paper, let’s assume 

m=21 and x=3 unless stated otherwise. Under this 

condition, an off-target homology can only have a 

maximum of two mismatches, i.e., 0, 1, or 2 mismatches. 

When there are a maximum of two mismatches, no 

matter where the possible two mismatches are, at least 

one third of the siRNA sequence must have an exact 

match with the homological region. This concept is 

shown in Figure 1 which explains the case when the 

middle substring has the exact match. 

Since all the possible off-target homological regions 

bear a substring of length 7 that has an exact match with 

the siRNA sequence, it is reasonable to perform the 

Smith-Waterman alignment only on the regions that have 

an exact match with at least one substring of the siRNA 

sequence. Thus, the first phase in the two-phase 

algorithm is designed to identify the potential regions 

with which at least one of the substrings of the siRNA 

sequence has an exact match. Only when such a potential 

region is identified, the second phase calls for the Smith-

Waterman procedure to evaluate the best alignment 

between the potential region and the siRNA sequence. 

This algorithm does not construct any lookup table from 

the whole genome sequences, though it significantly 

improves the searching efficiency by guiding the most 

time-consuming core Smith-Waterman alignment on the 

local regions that need to be further examined.  

Though the two-phase algorithm was shown to have 

efficiency gain of up to two orders of magnitude 

compared to the original Smith-Waterman algorithm 

alone [29], it is still not efficient enough to be applied 

alone for off-target homology search for a large number 

of siRNA sequences, such as the whole-genome siRNA 

design and off-target detection. For whole-genome 

siRNA design and off-target search, this two-phase 

algorithm must be applied with BLAST being the initial 

screening tool. In this paper, we present several 

significant improvements over both the phase 1 and the 

phase 2 procedures. These improvements dramatically 

speed up the original two-phase algorithm and make it 

able to complete off-target homology detection by itself 

alone for whole genome siRNA design.   

2 Materials  
The computer used in this study is a Dell notebook 

computer with Intel Core(TM) i5-2410M CPU. The 

maximum CPU speed is 2.30GHz. Installed RAM is 8.00 

GB with 7.88 GB usable. The operating system is 

Windows 7 Enterprise (64 bit). The programming 

language used is Java. 

The genome sequence database used in this study is 

NCBI human mRNA RefSeq gene database 

(human.rna.fna) downloaded on December 9, 2013. It 

has 68822 non-redundant sequences for mRNA/protein 

genes with average length of 3452 nucleotides. 

The 1000 sample siRNA sequences used in this 

study were generated as the following: after 100 genes 

were randomly selected from the NCBI human mRNA 

RegSeq database, 10 siRNA were generated randomly 

from each gene using a computer-aided siRNA design 

tool [27]. All the siRNA sequences are of length 21 

nucleotides (21-nt). One reason to select the length 21 is 

 
Figure 1: When there are 2 mismatches between the 

siRNA sequence (S) and the off-target region (R), at 

least one of the three substrings of S has the exact 

match with R. The vertical bars mark the substitutions, 

the arrows mark the deletion and/or insertion in R, and 

the shaded substrings have the exact match. When the 

substring in the middle of S has an exact match, the 

off-target region must be such a region in R that 

extends from the matched substring to both left and 

right enough base pairs to completely cover the siRNA 

sequence. 
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that 21-nt siRNA is the most commonly used siRNA in 

RNAi applications and the naturally occurring endo-

siRNA is of 21-nt [30,31]. 

3 Improvements on phase 1 
In the original two-phase algorithm, the phase 1 is nearly 

as five times time-consuming as the phase 2. This is 

shown in Table 1.  

Table 1: The time cost (in seconds) analysis of the two-

phase algorithm.  

# of siRNA 
Time Cost (seconds) 

Phase-1 Phase-2 

Phase-2 

0.75 

80.51 

1.25 

160.53 

3.09 

404.06 

5.96 

798.10 

100 388.49 80.51 

200 777.04 160.53 

500 1938.97 404.02 

1000 3866.47 798.10 

The result in Table 1 is obtained by conducting off-

target homology search through the whole human mRNA 

RefSeq gene database using the sample set of the 1000 

21-nt siRNA. As the phase 1 is much more inefficient 

than the phase 2, our first improvement is on the phase 1.  

The original two-phase algorithm used the Java’s 

built-in string match algorithm, which is a character-by-

charter brutal force algorithm. This algorithm has been 

shown to be inefficient in English text match. However, 

our experiment result shows that this brutal force 

algorithm performed equally efficient compared with 

both the Knuth-Morris-Pratt (KMP) algorithm and the 

Boyer-Moore algorithm in the siRNA off-target 

homology search. This is in fact unsurprising. There are 

only four different nucleotides in both DNA and RNA 

sequences, thus repeated sequences can occur frequently. 

The repeating sequences prohibit the skip-distance in 

both KMP and Boyer-Moore algorithms from growing, 

making them unable to achieve the desired efficiency 

gain. 

The fact that there are only four different nucleotides 

in DNA sequences (let’s use DNA as the example as the 

RefSeq database is for DNA) inspired us to develop a 

base-4 integer number system to represent DNA 

sequences. For example, let’s define A=0, C=1, G=2 and 

T=3, then any nucleotide can be represented by a base-4 

digit 0, 1, 2 or 3. Though the original two-phase 

algorithm works with siRNA of different lengths, in this 

study, siRNA of length 21 is used as the working sample. 

The reason is that 21-nt siRNA is the most commonly 

used and the naturally occurring endo-siRNA is of 21-nt 

[30,31]. In the NCBI probe database which contains 

thousands of siRNA sequences submitted by different 

researchers or companies, about 60% of these siRNA 

sequences are of length 21. However, please note that the 

concepts introduced in this study work for siRNA of 

different lengths. A 21-nt siRNA can be divided into 

three substrings each of size 7-nt. With the base-4 

number system, any 7-nt can be represented by 7 digits, 

which is a base-10 integer between 0 and 16383 

inclusively (please observe that 47 = 16384). This means 

that a siRNA sequence can be represented by three base-

4 integers each for a 7-nt subsequence. For example, a 

siRNA sequence of GCUGCAUCAACACAUGGAGCA 

is divided to three mutually disjointed 7-nt substrings 

GCUGCAU, CAACACA, UGGAGCA, which are 

represented as three integers 10131, 4164, and 14884 

respectively. However, a DNA gene sequence of length 

M nucleotides must be represented by M-7+1 integers. 

This is because the homology search against the gene 

sequence is contiguous, shifting a nucleotide at a time. 

For example, AGCTATCCG is represented as an integer 

array of {2509, 10037, 7382}. 

In the next experiment, we pre-processed the mRNA 

RefSeq database to convert every gene sequence into an 

array of integers. With this conversion, the phase 1 string 

match procedure becomes integer equivalence checking. 

It is not surprising to observe that the phase 1 procedure 

is significantly improved by representing the sequences 

as integers. The result is shown in Table 2.  

Table 2: The time cost comparison between the original 

phase 1 and the modified phase 1 in which character by 

character comparison is transformed into integer 

comparison. (o): original Phase 1. (n): the new Phase 1 

using integer comparison. 

# of siRNA 
Time Cost (seconds) 

Phase1 (o) Phase1 (n) Phase2 

100 388.49 164.20 80.51 

200 777.04 345.81 160.53 

500 1938.97 842.18 404.02 

1000 3866.47 1760.54 798.10 

Table 2 demonstrates that by using a base-4 integer 

system to represent the DNA nucleotides and thus 

transforming the string match process into an integer 

comparison process, the time cost of the original phase 1 

can be cut down by more than 50%. The overall 

efficiency gain of the whole process is about 45%. 

Though the above experimental result is positive, the 

improvement is not significant enough. It is clear that 

dynamically searching for the exact match of a substring 

is always time-consuming. This motivated us to build a 

database to index the locations where each siRNA 7-nt 

substring has an exact match with the DNA gene 

sequences.   

In the RefSeq database, there are 68822 non-

redundant gene sequences with an average length of 

3452 nucleotides. If we assume that all the four 

nucleotides have an equal chance to appear through the 

whole sequence database, then any a 7-nt subsequence 

has 1/16384 chance to appear, i.e. can show up about 

14500 times in the whole gene database. To build the 

location-indexed database, we generated all the 

permutations (total 16384) of 7-nt, found the locations of 

each 7-nt in the RefSeq database and stored their location 

information in the location-indexed database. By using 

this location-indexed database, the phase 1 search 

process is no longer dynamic. Whenever a siRNA 7-nt 

substring needs to locate its exact matched regions inside 

the RefSeq gene database, using the integer 
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representation of the 7-nt substring as the primary key, 

such needed information is directly provided through this 

database. Via using such a database, the efficiency of the 

phase 1 is greatly improved. The result is shown in 

Table 3. 

Table 3: By using a database to store the locations where 

each 7-nt substring has an exact match in the RefSeq 

gene sequence database, the phase 1 process is 

dramatically accelerated. Time-cost values are in 

seconds. (o): original Phase 1. (n): the new Phase 1 

through the location-indexed database. 

# of siRNA 
Time Cost (seconds) 

Phase-1 (o) Phase-1 (n) Phase-2 

100 388.49 0.75 80.51 

200 777.04 1.25 160.53 

500 1938.97 3.09 404.06 

1000 3866.47 5.96 798.10 

Table 3 demonstrates that removing the dynamic 

searching process via a pre-built location-indexed 

database, the phase 1 process is speeded up by about 600 

fold. Table 3 also shows that the phase 2 becomes now 

the bottleneck in the two-phase algorithm. 

Because the phase 2 is now much slower than the 

phase 1 after using the pre-built database, the overall 

efficiency gain of the modified two-phase algorithm is 

only about 5 fold. The challenge becomes now, how to 

improve the phase 2. 

4 Improvements on phase 2   
The original phase 2 is a bona fide Smith-Waterman 

alignment algorithm. As the phase 1 is used to reduce the 

probability of using Smith-Waterman alignment in phase 

2, we then tried to further reduce the use of the phase two 

operation by adding a pre-phase right before the original 

phase 2. This pre-phase serves as a filter to further 

remove unnecessary Smith-Waterman alignment.  

The pre-phase dictates that only when the following 

two conditions are both met, Smith-Waterman alignment 

is needed. 

Precondition: A 21-nt siRNA sequence (S) is 

equally divided into three mutually disjointed 7-nt 

substrings, S0, S1, and S3. When S0 finds an exact 

match with a substring R0 in region (R), the two other 

substrings of R would be R1 and R2, each corresponding 

to S1 and S2 separately.  

Condition 1: Divide S1 from the middle to generate 

two sub-substrings. One is 3-nt, and the other is 4-nt. 

Repeat the dividing for S2. For each of the two 

corresponding substrings R1 and R2, extend one 

nucleotide to the direction away from R0 so that both R1 

and R2 are of 8-nt. Check if R1 contains (the position 

does not need to match) either of the two sub-substrings 

of S1. Repeat the checking for R2. It must be true that 

the total number of sub-substrings contained in R1 and 

R2 is no less than 2. 

Condition 2: Divide S1 as equally as possible to 

generate three mutually disjointed sub-substrings. One is 

2-nt, one is 3-nt, and the last is 2-nt. Repeat the dividing 

with S2. For R1 and R2, extend two nucleotides to the 

direction away from R0 so that both R1 and R2 are of 9-

nt. Check if R1 contains (the position does not need to 

match) any of the sub-substrings of S1, and repeat the 

checking for R2. It must be true that the total number of 

sub-substrings contained in R1 and R2 is no less than 4. 

Figure 2 illustrates the condition 1. 

 
Figure 2: The Condition 1 in the case when the middle 

substring of siRNA finds an exact match in a region. In 

condition 1, there are always at least two sub-substrings 

of S that are contained inside R. Gray-shaded regions 

have the exact match. Arrows without a letter aside mark 

the insertion in R, and arrows with a letter aside mark the 

deletion (the letter indicates the deleted nucleotide in R). 

Yellow-shaded regions mark the sub-substrings of S 

contained in R. 

  

The Condition 2 is depicted in Figure 3. 

The first critical understanding of both Condition 1 

and 2 is that when either S1 or S2 is divided into multiple 

sub-substrings, one mismatch, no matter what type it is, 

can only occur inside one sub-substring. Thus, in 

Condition 1, when there are four sub-substrings, at most 

two sub-substrings can be changed while at least two 

others are intact. Though a deletion or insertion can 

switch the positions of the sub-substrings, their content 

are not changed if the insertion/deletion are not inside the 

sub-substrings. A similar idea applies to Condition 2. 

The second critical understanding of Condition 1 is 

that we need only to extend one nucleotide to the 

direction away from R0 so that both R1 and R2 are of 8-

nt. The question raised here is that when R1 has two 

insertions, theoretically we need to extend two 

nucleotides so that R1 can fully cover S1. However, if 

R1 bears two insertions, given a homology between R 

and S, then S2 and R2 must be an exact match. Thus, 

there must be two sub-substrings of S2 that are contained 
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inside R2. It is then unnecessary to extend two 

nucleotides for R1 anymore. The similar idea can explain 

why it is necessary to extend only two nucleotides for 

both R1 and R2 in Condition 2. 

 
Figure 3: The Condition 2 in the case when the middle 

substring of siRNA finds an exact match in a region. In 

condition 2, there are always at least four sub-substrings 

of S that are contained inside R. Gray-shaded regions 

have the exact match. Arrows without a letter aside mark 

the insertion in R, and arrows with a letter aside mark the 

deletion (the letter indicates the deleted nucleotide in R). 

Yellow-shaded regions mark the sub-substrings of S 

contained in R. 

 

With the pre-phase, the use of Smith-Waterman 

alignment is largely reduced and therefore the phase 2 is 

dramatically speeded up. The result is presented in 

Table 4.  

Table 4: The pre-phase helps improve the efficiency of 

the phase 2 by more than 30 fold. (o) the old phase; (n) 

the new phase. 

# of siRNA 
Time Cost (seconds) 

Phase1 (n) Phase2 (o) Phase2 (n) 

100 0.75 80.51 2.60 

200 1.25 160.53 49.46 

500 3.09 404.06 12.68 

1000 5.96 798.10 24.81 

5 Discussion 
The drawback of the phase 1 improvement is the 

necessity of building a database. Roughly speaking, for 

the 16384 different 7-nt substrings, there would be about 

16384 x 14500 = 239018000 integers to store in the 

database, with each integer marking a position inside a 

gene for a 7-nt subsequence. In addition, there is other 

necessary information to store, such as the information of 

each gene. Depending on the implementation, the 

database size can be greater than or less than 1 Gb.   

The pre-phase for phase 2 further reduces the use of 

Smith-Waterman alignment by mandating the 

satisfaction to both Condition 1 and Condition 2. Overall, 

the modified two-phase algorithm is 150 times more 

efficient than the original one. However, if only 

enforcing the satisfaction of one of the two conditions in 

the pre-phase, the improvement on efficiency is much 

less. By enforcing Condition 1 alone, the efficiency 

improvement on phase 2 is about 27 fold, while the 

efficiency improvement over the original phase 2 is only 

11 fold if enforcing Condition 2 alone.  

With the 1000 siRNA samples, there are 56402965 

match hits in phase 1, indicating 56402965 alignment 

checking using Smith-Waterman algorithm in the 

original two-phase algorithm. However, there are only 

399962 hits for the pre-phase. This shows that the pre-

phase reduces the uses of Smith-Waterman alignment for 

about 140 fold. Among the 399962 hits, only 21444 of 

them were found to have true homology by Smith-

Waterman alignment. This suggests that there might be 

additional approaches that can further improve the phase 

2 efficiency. 

Without considering the insertions or deletions, i.e. 

when only considering the case of substitutions, Smith-

Waterman alignment is not necessary for the off-target 

homology detection. After the phase 1, for a homology 

with a maximum of two substitutions, the other two sub-

strings in both siRNA and the searching region must 

have nearly exact matches with less than 3 substitutions. 

This is shown in Figure 4. 

 
Figure 4: The case when only consider the substitutions 

in homology check. Gray-shaded regions indicate the 

exact match. Vertical bars mark the substitutions.  

 

Since the substitutions do not change the positions of 

nucleotides, a check for the string matching on the two 

pairs of substrings can be quickly performed. The 
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experiment results show that it took only 4.00 seconds to 

complete the phase 2 for 1000 siRNA sequences. In 

addition, the experiment results disclose that there are 

only 21364 homologies found with only substitutions. 

Therefore, only 80 homologies identified for the 1000 

siRNA sequences involve either deletions or insertions, a 

very small portion of the total number of off-target 

homologies (0.373%).  

6 Conclusion 
In the siRNA design, designing functional siRNA 

sequences is a relatively fast process, while the off-target 

evaluation is much more time consuming. Using the 

siRNA design tool [27], the time cost to design 

functional siRNA for all the 68822 human mRNA 

RefSeq non-redundant genes (an average of 33 siRNA 

for each gene) is about 400 seconds. With the improved 

two-phase algorithm (considering deletions and 

insertions), the time cost to completely check the off-

target homology for all the designed siRNA sequences is 

estimated to be about 19.41 hours, which is acceptable 

for a process on the whole genome. Thus, after the 

improvements presented in this paper, the modified two-

phase homology search algorithm can complete any off-

target checking for functional siRNA design, without the 

initial use of BLAST. 
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Reconfiguration is widely used for evolving and adapting systems that cannot be shut down for update. 

However, in distributed systems, supporting reconfiguration is a challenging task since a 

reconfiguration consists of distributed reconfiguration actions that need to be coordinated and the 

application consistency must be preserved. To address this challenge, we propose a framework based on 

a reflexive three layer architecture model for the development of distributed dynamic and reliable 

component-based applications. The bottom layer of this model is the application layer. It contains the 

system's application-level functionality. The change management layer is the middle layer. It reacts to 

changes in state reported from the application layer. The uppermost layer is the self-adaptation layer 

that introduces the self-adaptation capabilities to the framework itself. It ensures the service continuity 

of the change management layer and manages the adaptation of this last to the changes which it carries 

out itself on the application layer. The framework is conceived especially for supporting the distributed 

reconfigurations. For that, it incorporates a negotiation and coordination mechanism for managing this 

type of reconfiguration. Moreover, it incorporates a separate system for ensuring the reliability of the 

application. The paper introduces a prototype implementation of the proposed framework and its 

empirical evaluation. 

Povzetek: Članek predstavlja okolje za gradnjo samo-prilagodljivega porazdeljenega programja.  

1 Introduction 
Nowadays, more and more of distributed applications run 

more often in fluctuating environments such as mobile 

environments, clusters of machines and grids of 

processors. However, they must continue to run 

regardless of the conditions and provide high quality 

services. A solution to this problem is to provide 

mechanisms allowing the evolution or the change of an 

application during its running without stopping it [1, 16]. 

So, we talk about the dynamic adaptation of distributed 

applications which can be defined as the whole of the 

changes brought to a distributed application during its 

running [26]. 

Software reconfiguration [10] is strongly related to 

the domain of runtime software evolution and adaptation. 

In this domain, reconfiguration is used as a means for 

evolving and adapting software systems that cannot be 

shut down for update. Reconfiguration actions include 

component additions and removals; setting the 

parameter's value of a component; interfaces connections 

and disconnections; changes of the component state 

(started or stopped) and additions of new behaviours to 

component.  

Several conditions must be checked by an adaptation 

operation where the most significant is the application 

consistency which can be summarized by the following 

points [19]: 

 

 

 Safety: an adaptation operation badly made should 

not lead the adapted application to a crash. 

 Completeness: At the end of a certain time, the 

adaptation must finish, and must at least introduce 

the changes necessary to the old version of the 

application. 

 Well-timedness: it is necessary to launch the 

adaptation at the right time. The programmer must 

specify in advance the adaptation points. 

 Possibility of rollback: even if we show the 

correctness of the adaptation, certain errors can 

escape from the rule. It is necessary to have some 

means that allow to cancel the adaptation and to roll 

back the application to its state known before the 

execution of the adaptation. 

Therefore, the preservation of the application 

consistency is a very significant parameter to evaluate an 

approach for the dynamic adaptation. 

Generally, the existing self-adaptive literature and 

research which has studied the dynamic adaptation of the 

distributed software systems provide solutions for 

adapting such systems, but the adaptation is not 

distributed (e.g. [29, 30, 31, 21, 9, 34]). In particular, the 

distribution of the adaptation system itself is rarely 
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considered. Also, parallel to the need of the dynamic 

adaptation of applications pose the problem of their 

reliabilities, which is an important attribute of the 

functioning safety [6]. In spite of the importance of the 

application reliability in the adaptation of applications, it 

was not taken into account in many works [31, 10, 9] 

particularly those treating the distributed 

reconfigurations. The works which studied this property 

in the dynamic adaptation did not reach the required level 

of coherence; it is only simple mechanisms generally 

based on the backward recovery technique (e.g. [20, 26]) 

which consists to roll back the application to a previously 

consistent state. Also, these mechanisms are incorporated 

in the components managing the adaptation of the 

application. So, the code responsible for the adaptation of 

the application is weaved with that which makes it 

reliable. Notice that this crosscutting of code prevents the 

evolution of the two mechanisms managing the reliability 

and adaptability. 

After having identified this problem, we have 

concentrated on the reliable adaptation of the distributed 

component-based applications, which is a very topical. 

Our first objective is to provide a solution for the 

management of the distributed and coordinated dynamic 

adaptation. The second objective is to provide a separate 

solution for managing the fault tolerance of these 

applications in order to ensure their reliability which 

helps to lead to reliable reconfigurations, and the third 

objective is to facilitate the construction of this type of 

application studied by minimizing the time and the cost 

of the addition of the self-adaptation capabilities to it.  

To achieve the first two objectives, we propose a 

reflexive three layer architecture model for the 

development of distributed dynamic and reliable 

applications. The bottom layer of this architecture model 

is the application layer which represents the software 

system. The change management layer is the middle 

layer. It reacts to changes in state reported from the 

application layer. The uppermost layer is the self-

adaptation layer that manages the adaptation of the 

change management layer and ensures its service 

continuity.  

In order to minimize the time and the cost of the 

addition of the self-adaptation capabilities to this type of 

software studied (distributed and dynamic) we propose a 

framework based on the proposed architecture model. 

This framework implements the two uppermost layers of 

the architecture model. As we deal in this work the 

distributed applications, we propose that each site must 

contain two parts; the first represents a sub-system of the 

application, i.e. components implementing the 

application's business logic whereas the second 

represents the proposed framework that controls and 

manages the adaptation of the first part. Notice that, the 

management of the adaptation is distributed. This 

decentralization guarantees the desired degree of fault 

tolerance required in certain situations. 

The remainder of the paper is organized as follows. 

Section 2 presents the proposed three layer architecture 

model for building the self-adaptive systems. Section 3 

details the design of the proposed framework according 

to the proposed architecture model. In Section 4, we give 

the implementation details for a prototype of our 

framework and we illustrate the validation plan. Section 

5 analyses the related proposals found in the literature. 

Finally, Section 6 concludes the paper. 

2 Overview of the proposed 

architecture model 
In this work we propose firstly a three layer architecture 

model that is used to guide the development of the 

dynamic and reliable distributed software. Figure 1 

summarizes this model.  

2.1 Application layer 

The bottom layer of the proposed model is the 

application layer. It consists of a set of components 

implementing the application's business logic. As we 

deal the distributed applications these components are 

distributed on several sites. We propose that each 

functional component must have a component of type 

«ComponentController» which controls it. This last plays 

two roles: (1) if the controlled component is active, the 

«ComponentController» intercepts and redirects the 

incoming calls of service (to the controlled component) 

to the component «ApplicationController» of the fault-

tolerant system (see section 3.2). In the contrary case 

where the controlled component is in a reconfigurable 

state, i.e. at the time of adaptation, its controller 

intercepts and saves the incoming calls of service to it in 

a queue until the end of the launched adaptation 

operation.  

2.2 Change management layer 

The middle layer of the proposed architecture model is 

the change management layer. This layer reacts to 

changes in state reported from the application layer. For 

that, it consists of two separate systems; the first is the 

fault-tolerant system which manages the reliability of the 

application and the second is the adaptation system 

which reconfigures dynamically the application. We will 

present these two systems in detail in the next sections.  

This separation of the fault-tolerant system from the 

functional code of the application and the code charged 

to reconfigure it facilitates the evolution of the reliability 

mechanism and thus, the development to the developers 

or integrators of the application which will concentrate 

on the functional code of the application rather on the 

non-functional code charged to reconfigure it and make it 

reliable. 
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Figure 1: A three layer architecture model for self-adaptation.

2.3 Self-adaptation layer 

The uppermost layer of the proposed architecture model 

is the self-adaptation layer. This layer introduces the self-

adaptation capabilities to the framework itself. It controls 

and manages the change management layer for ensuring 

its service continuity and adapting its components to the 

changes that they carry out on the application in order to 

guarantee its correct operation and also its service 

continuity because certain changes in the application can 

lead to the appearance of faults in the execution of the 

system that manages these changes. For example, an 

operation of removal of a component in the application 

leads to the appearance of errors in the change 

management layer if the non-functional components 

managing the removed component have not adapted to 

this change.  

Notice that, the proposed architecture is reflexive; 

the middle layer manages the bottom layer and the 

uppermost layer manages the middle layer. Also, this 

decomposition in three layers imposes a clear separation 

of concerns and facilitates the adaptation management as 

well as the evolution of the two mechanisms of fault 

tolerance and adaptation. 

In order to facilitate the use of our architectural 

model we propose a framework implementing the two 

uppermost layers (self-adaptation and change 

management layers). So, the framework contains the two 

systems of adaptation and fault tolerance as well as the 

manager of these first two systems and which 

implements the self-adaptation layer. Therefore, an 

application developed according to our architecture 

model is made up of a set of functional and non 

functional components distributed on several sites. At 

each site we must find a sub-system (level of the 

application layer) which is a set of functional 

components representing the application’s business logic 

plus an instance of the proposed framework, which is the 

responsible for the management of the application 

context (collection of data, analyses…) and the 

management of its change. So, the framework represents 

the hot subject of this paper. Figure 2 shows an overview 

of our solution for managing the distribution of the 

adaptation. For reasons of clearness, only two sites are 

represented. 

 

Figure 2: Overview of our solution for the management 

of distributed reconfigurations. 

This organization makes the architecture of the self-

adaptive applications developed according to our 

approach decentralized what avoids the problems of the 

centralized approaches [11].  

In the next sections, we will present in detail the 

structure and the functioning of the different components 

of the two uppermost layers in the architecture model 

through the proposed framework. 

3 Design and functioning of the 

proposed framework 
This section describes in detail the various elements of 

the proposed framework thus that their functioning in 

order to perform the dynamic adaptation and preserve the 

consistency of the application. We present these elements 

according to their order of dependence. 
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3.1 Knowledge base 

The knowledge base is a very important element in our 

framework since it plays a very significant role to 

provide reliable dynamic reconfigurations. For that, it is 

used by the different elements of the framework. It 

consists of three parts: (1) the description of software 

architecture, (2) the description of the adaptation policy 

and (3) the coherence rules. We propose the use of the 

logic of predicates with the language Prolog [32] for the 

description of these parts. This choice is justified by: 

 Prolog is a language of knowledge representation. 

 Prolog can be easily used for the description of the 

software architecture. We can write an XML tag 

(<tag>value</tag>) in Prolog as a fact as follows: 

tag (value). 

 The representation of invariants (for the verification 

of the application consistency) by inference rules 

eliminates the programming of verification 

mechanisms of these invariants because this 

verification is performed by the inference engine of 

Prolog. 

 The existence of Prolog interpreters developed in 

several languages, which facilitates the use of the 

prolog formalism.  

3.1.1 Description of the software architecture 

The description of the software architecture must 

contain: 

 The detailed description of each application 

component. 

 The specification of the component assembly. 

3.1.1.1 Component description 

component (‘id’, ‘name’). 
component_state(‘comp_id’, ‘state’). 

State: may be active or quiescent. 
component_location(‘comp_id’, ‘ip_site’). 
required_interface (‘comp_id’, ‘interface_id’). 
provided_interface (‘comp_id’, ‘interface_id’). 
interface (‘interface_id’, ‘name’). 
include_operation (‘interface_id’,’operation _id’). 
operation (‘id’, ‘name’,  ‘list_param’, ’return_type’). 
param (‘operation_id’, ‘name’, ‘type’, ‘value’). 
component_property (‘comp_id’, ‘name’, ’value’). 

3.1.1.2 Interaction between components 

interaction (‘comp_id1’, ‘comp_id2’, ‘oper_id1’, ‘oper_id2’). 

The interaction predicate specifies that the 

component comp_id1 interacts with the component 

comp_id2 where the operation oper_id1 is required 

by the component comp_id1 and the operation 

oper_id2 is provided by the component comp_id2. 

3.1.2 Application consistency 

Parallel to the need of the dynamic reconfiguration of 

applications pose the problem of their reliabilities which 

is an important attribute of the functioning safety [6]. In 

fact, the modifications in a system can leave it in an 

incoherent state and thus challenge its reliable character. 

In order to guarantee the reliability of the system 

following a dynamic reconfiguration, we define the 

application consistency as the satisfaction of a set of 

constraints. These constraints are related to the definition 

of the architectural elements and their assembly and also 

to the state of the components.  

We have used Prolog as a constraint language. So, 

we use the inference rules to express these constraints: 

Example 1: Here is a rule to check if there are two 

components that have the same identifier: 

haveSameID (Comp_name1, Comp_name2):- 
Comp_name1 != Comp_name2, 
component (Comp_id1, Comp_name1), 
component (Comp_id2, Comp_name2), 
Comp_id1=Comp_id2. 

Notice that, the constraints vary from a component 

model to another and from an architectural style to 

another, for example there are models which authorizes 

the hierarchical structure and others not. The evaluation 

of these rules is made by the Prolog inference engine. 

The trigger of the evaluation of these rules is carried out 

by the two sub-components «BehaviourChecking» and 

«StructureChecking» of the component 

«VerificationManager» of the fault tolerant system (see 

section 3.2). Notice that, an operation of reconfiguration 

is valid only if the reconfigured system is consistent, i.e. 

if all the constraints in the knowledge base are satisfied. 

3.1.3 Adaptation policy  

One fundamental aspect in the software adaptation is the 

definition of the adaptation policy, i.e., the set of rules 

which guide the trigger of the adaptation according to the 

changes of the environment of the application and its 

components.  These rules are in the form ECA, i.e. If 

(<Event> and <Condition>) then <Action>. The event 

part specifies the context change that triggers the 

invocation of the rules. The condition part tests if the 

context change is satisfied which causes the description 

of the adaptation (action) to be carried out.  

We also propose the use of the inference rules to 

express the adaptation policy. 

Example 2: Assume we have a software component that 

manages a cache memory. For this, it owns a property 

“maxCache” representing the maximum permitted 

memory space to save data into memory for faster 

processing. The following lines show an adaptation 

policy (described in Prolog) for a possible adaptation of 

this component.  

rule1(Z):- free_memory(X),  X> 2000,   
component_ property( ‘cacheHandler, ’maxCache’, Value), 
Value<10, Z is "strategy1". 

rule2(Z):- free_memory(X),  X<1000,  
 component _property (‘cacheHandler’, ’maxCache’, Value), 
Value>10, Z is "strategy2". 

strategy (‘strategy1’, “ [localhost] set_Value(‘cacheHandler’,     
‘maxCache’, 20) ” ). 
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strategy (‘strategy2’, “ [localhost] set_Value(‘cacheHandler’, ‘maxCache’,5) ” ). 

Figure 3: Overview of the fault-tolerant system. 

The first rule is triggered only if the memory 

available exceeds 2Go and the maximum value of the 

cache is less than 10MB. In this case, the rule returns the 

string 'strategy1' which indicates that it is necessary to 

apply the adaptation strategy number 1. This strategy 

contains in its action plan a single reconfiguration action 

which involves increasing the cache value to 20MB.   

Note that this operation concerns only the local site 

“Localhost”. The second rule is the reverse of the first. It 

involves decreasing the cache value to 5MB if the 

memory available is less than 1Go and the max cache 

value exceed 10MB.  

3.2 Fault-tolerant system 

For the definition of the fault-tolerant system, we 

consider a set of constraints which are: (i) modularity and 

adaptability of the system, (ii) extensibility of the system, 

(iii) taking into account of the distributed nature of the 

application to make it reliable as we deal here the 

distributed software systems.  

This system ensures the application service 

continuity which helps to lead to reliable 

reconfigurations. We think that this system is very 

important in the self-adaptive applications because an 

adaptation operation cannot be executed on a component 

if it is crashed or in an inconsistent state.  Also, the 

preservation of the application consistency is an 

important condition in the adaptation of software systems 

as mentioned in the introduction. We have separated this 

system to the adaptation system and the application’s 

business logic in order to integrate more than one fault-

tolerance technique for ensuring the application 

consistency and to facilitate the evolution of this system 

without influencing either the adaptation system or the 

application’s business logic. 

In order that this system achieves its goal, it contains 

a component for the management of the service quality, a 

fault detection component, a recovery component, a 

component for the verification of the application 

consistency, a component for the management of the 

replicas of the functional components, a component for 

the execution of the call of service plus a component for 

the coordination of distributed checkpointing and 

distributed recovery. Figure 3 shows an overview of the 

fault-tolerant system. 

3.2.1 Techniques used in the fault-tolerant 

system 

The proposed fault-tolerant system is based on the 

following techniques: distributed checkpointing, active 

replication, distributed backward recovery and message 

store. Our objective is to use these techniques for 

providing a fault-tolerant system able to tolerate many 

types of the software faults. 

3.2.1.1 Distributed checkpointing 

A common method for ensuring the progress of a long-

running application is to checkpoint its state periodically 

on stable storage [23]. The application can be rolled back 

and restarted from its last checkpoint which bounds the 

amount of lost work that must be recomputed [23]. As 

we deal in this work the distributed applications, the 

coordination for the distributed checkpointing is a very 

important operation. In a coordinated checkpointing, 

processes coordinate their checkpointing activity so that 

a globally consistent set of checkpoints is always 
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maintained in the system. For that, we have used in our 

fault-tolerant system the two-phase commit distributed 

checkpointing protocol presented in [23]. 

The algorithm of this protocol is composed of two 

phases. The next paragraph describes the mapping of this 

algorithm to the fault-tolerant system of the proposed 

framework. 

The running of this algorithm starts if a service 

request is launched by a functional component of the 

application. In this case, the controller of this component 

intercepts this call and delegates the execution to the sub-

component «ApplicationController» of the component 

«FaultDetector» in the fault-tolerant system (see figure 

3). This last asks the coordinator of distributed 

checkpointing (sub-component of the component 

coordinator) to launch a coordination so necessary for 

saving a checkpoint. Notice that, the checkpointing is 

performed periodically around an interval of time 

indicated by the component «QoS-Manager». So, if the 

time is passed the application controller asks the 

coordinator for the checkpointing to start coordination 

for checkpointing. In this case, the coordinator according 

to his policy decides if the safeguard of a checkpoint 

requires coordination or not. If the two components 

(client and server) depend on other components installed 

on other sites the coordination process starts.  

In the first phase, the coordinator identifies initially 

the participants (components installed on other sites and 

depend on one of the two components client and server) 

of this coordination operation by using the predicate 

“interaction” presented above. For that, the coordinator 

asks the question "? interaction (Cp, ‘C_id’, _, _)."  for 

the two components server and client such as ‘C_id1’ 

must indicate the identifier of the component concerned 

of this question, i.e. the client or the server identifier. 

After, the coordinator broadcasts a checkpoint request 

message to all participants. Every participant, upon 

receiving this message, stops its execution, flushes its 

communication channels, takes a tentative checkpoint 

and replies “yes” to the coordinator, and awaits the 

coordinator’s decision. If a participant rejects the request 

for any reasons, it replies “No”. If all participants reply 

positively, the coordinator’s decision is to commit the 

checkpoints. Otherwise, its decision is the cancellation of 

the checkpoints. The coordinator’s final decision marks 

the end of the first phase. Note that, the waiting time of 

the reception of the participants’ response by the 

coordinator is fixed. If the coordinator does not receive a 

response of a participant for this period of waiting it 

regards it as “No”.  

In phase II, the coordinator sends its decision to all 

participants. If its decision is “Save the checkpoints,” 

every participant removes its old permanent checkpoint 

and makes the tentative checkpoint permanent. 

Otherwise, participants reject the tentative checkpoint 

previously taken. Finally, each participant resumes its 

execution. The table 1 presents an overview of this 

algorithm. 

 

Table 1: Overview of the distributed checkpointing 

algorithm. 

Coordinator Participants 

Begin  

    If (the coordination for 

checkpointing is 

necessary) 

   Begin  

      /* Begin Phase I  */ 

 determine the participants; 

 request participants to 

take tentative 

checkpoints; 

 await all replies; 

 if (all replies = “Yes”) 

       decide“Save the 

tentative 

checkpoints”; 

 else 

       decide “Remove the 

tentative 

checkpoints”; 

 /*  Begin Phase II  */ 

 send the decision to all 

participants; 

   end-if 

End. 

 

Begin  

/*  Begin Phase I  */ 

receive the coordinator 

request ; 

if (accept request) 

  begin 
    suspend communication; 

    take a tentative 

checkpoint; 

    reply “Yes” ; 

  end-if 
 

else  reply “No” ; 
await the coordinator 

decision ; 

 /*  Begin Phase II  */ 

if (decision = “Save the 

tentative 

checkpoints”)  

  begin 
     remove the old   

permanent 

checkpoint; 

     make the tentative 

checkpoint 

permanent; 

  end-if 

else  discard the tentative 

checkpoint ; 

 resume communication ; 

End. 

3.2.1.2 Active replication 

The highly available services can be achieved by 

replicating the server components and thereby 

introducing redundancy [24]. If one server fails, the 

service is still available since there are other servers that 

are able to process the incoming requests. The active 

replication also called the state machine approach is one 

of the techniques allowing achieving such software-

based redundancy [24]. 

In the active replication technique, clients send 

request to all the servers and it receives the common 

response to all servers. So, all servers execute all requests 

and end up in the same final state. Thus, at any given 

time it is likely that there is at least one server that can 

accept and process the incoming requests. In the active 

replication the crash of any server is transparent to the 

client [24]. We have used this technique in order to 

tolerate the faults in value in the application. 

In the replication technique the components 

duplicated are generally those that are the more used in 

the application and these components are generally 

subject of the dynamic adaptation. So, preserving the 

continuity of service of these components is a very 

important task. 

The replication has as a consequence a faster 

recovery of the failed components because the replicas 

are active and ready to process the incoming requests 

[28]. We have implemented this technique in the 
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component «ReplicasManager» of the fault-tolerant 

system (see section 3.2.2). 

When the replication technique does not guarantee 

the masking of faults for the reason of the software crash 

(for example a problem into a component requires the 

search of a coherent state to continue processing) or for 

the reason of hardware problems, the recovery will be the 

best solution [28]. 

3.2.1.3 Backward recovery 

The backward recovery consists to roll back the 

application in the case of failure to a previously saved 

state in order that it continues processing normally [22]. 

For that, a set of checkpoints must be saved each time 

that it is necessary. One problem with this technique is 

that the recursive execution of the backward-recovery 

process on a component can lead to the domino effect, 

i.e. that the component could be in its initial state losing 

all the work performed before the failure [25]. Among 

the techniques which avoid the domino effect is the 

coordination of the checkpointing that we have integrated 

in the fault-tolerant system.  

One of the problems which can be posed in the 

management of the adaptation of distributed systems is 

the assurance of the message transmission of one process 

to another. For example, if a message concerning a 

request for coordination of the execution of an adaptation 

operation sent by a participant to another is lost, this 

leads to the cancellation of the adaptation even if the 

answer of the participant at the other site is positive what 

prevents the adaptation of the application to the new 

situation. To overcome this problem, we have used the 

message store technique described in the next section. 

3.2.1.4 Message store 

The message store [24] is a technique used for ensuring 

the message transmission of one process to another. It is 

a technique used in the mailing systems. According to 

this technique, the sender does not send the message 

directly to its destination. It sends it to an intermediate 

node representing a message queue handler. This latter 

saves the sender's message in the queue and it takes care 

of sending it to its destination. The sender is relieved 

from any additional concerns of message sending. If the 

recipient is down at the time when the sender sends the 

message, the message queue handler waits until the 

server comes up. Moreover, in the case when the 

message queue handler fails, the sender message remains 

in the queue and it will be sent to the destination when 

the message queue has recovered. 

We have implemented this technique in the 

adaptation system for ensuring the message transmission 

between the negotiators of the adaptation strategy and the 

coordinators of the reconfiguration execution which are 

deployed at the different sites (see section 3.3). Also, we 

have implemented this technique in the fault tolerant 

system in order to ensure the transmission of messages 

between all the coordinators of distributed checkpointing 

and recovery at the different sites. 

As the fault-tolerant system is separated from the 

adaptation system and the application itself, and as the 

implementation of this system is based on the component 

paradigm it is easy to add other techniques or to reuse 

this system or also to evolve it without touching the 

application or its adaptation system. 

3.2.2 Presentation of the fault-tolerant system 

components 

In this section, we present in detail the components of the 

fault-tolerance system and their functioning. 

The component «VerificationManager». This 

component is responsible for the verification of the 

application consistency. It performs the verification of 

the conformity of the application components to their 

component model and architecture style. For that, it has 

two sub-components «StructureChecking» and 

«BehaviourChecking»: the first allows making a 

structural verification of the application whereas the 

second allows the verification of the behaviour of the 

application components. These two sub-components 

trigger the verification of the coherence rules contained 

in the knowledge base as explained in the section 3.1. 

For the verification of the components behaviour we 

considered only the verification of the component 

properties. 

The component «FTS-Coordinator». As we deal in this 

work the distributed applications, the coordination for the 

distributed checkpointing and for the backward recovery 

in the case of faults or crashes is very important. For that, 

the fault-tolerant system has a component «FTS-

Coordinator» for such coordination. In order that this 

component reaches its goal, it is composed of two sub 

components «CheckpointingCoordinator» and 

«RecoveryCoordinator». The first allows the 

coordination for the distributed checkpointing whereas 

the second allows the coordination for the distributed 

recovery. The sub-component 

«CheckpointingCoordinator» implements the protocol of 

the distributed checkpointing described previously. The 

protocol of the component «RecoveryCoordinator» will 

be presented in the next sections. 

The component «FaultDetector». This component is 

responsible for: (1) the monitoring of the application 

components for detecting the faults which can appear in 

the application, and more precisely, the components’ 

crashes and also (2) the reification of the calls of 

component services (i.e. the service request). For that, 

this component is composed of two types of component; 

components of type «WatchDog» and only one 

component of type «ApplicationController». The firsts 

are charge of the monitoring of the application 

components. They ping periodically the elements that 

they supervise for detecting the failed ones. If a 

component «WatchDog» detects that the component 

which it supervises is crashed, it calls the recovery 

function of the recovery manager for treating this fault.  

The «ApplicationController» plays an important role 

in the fault-tolerant system. At the interception of a call  
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Figure 4: An execution without breakdown of a component C1 request by a component C2.

of service of one component by the corresponding 

controller, this last extracts the internal state of the two 

components client and server as well as the different 

parameters, and then it passes this information to the 

«ApplicationController». This last, verifies if the 

checkpointing is necessary by checking if the time has 

passed compared to the last checkpointing such as this 

operation is performed periodically around an interval of 

time indicated by the component QoS-Manager. If the 

time is passed, the application controller asks the 

coordinator of distributed checkpointing to launch 

coordination so necessary for saving a checkpoint. After, 

it delegates the execution to the manager of the call of 

service. This last takes care of the processing of the 

service request. 

The component «ServiceCallManager». It is 

responsible for the management of the execution of the 

requests (i.e. calls of component services) submitted by 

the «ApplicationController». For the execution of these 

requests there are two cases: if the component server of 

the required service is duplicated the 

«ServiceCallManager» passes the execution of the 

request to the replica manager, which will manage the 

request processing according to the active replication 

technique. Otherwise, i.e. if the component server is not 

duplicated the manager of the execution of the call of 

service sends directly the request to this server and it 

awaits the reception of the execution result around a 

certain time indicated by the «QoS-Manager». If it does 

not receive a response after this waiting period it detects 

that the component provider of the required service is 

failed. In this case, it must call the recovery function of 

the recovery manager for tolerating the application to this 

fault.  

The figure 4 presents a sequence diagram 

summarizing much more the functioning of the two 

components «ApplicationController» and 

«ServiceCallManager». This diagram explains the 

running of an execution without failure of a service 

request sent by a component C1 to a component C2.  

 

The component «ReplicasManager». It implements the 

active replication technique presented previously. This 

component is responsible for the execution of the service 

requests of the duplicated components. It executes the 

required service according to the active replication 

technique principle. 

The component «RecoveryManager». This component 

plays a very important role in the preservation of the 

application consistency. It treats the faults detected by 

the two components «FaultDetector» and 

«ServiceCallManager». The backward recovery 

technique is implemented in this component. 

When a component «WatchDog» detects that the 

component which it supervises is failed or when the 

«ServiceCallManager» detects that the component 

provider of the required service is failed, it calls the 

recovery function of the recovery manager, which will 

carry out the backward-recovery of the failed component 

and also the components which depend on this last and 

which exist as well at the site of the failed component, or 

at the other sites. This distributed recovery is necessary 
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because we deal in this work the distributed applications, 

so, there is dependence between the distributed 

components which requires a recovery of all these 

components. Therefore, coordination for distributed 

recovery is necessary. For that, the component «FTS-

Coordinator» has a sub-component 

«RecoveryCoordinator» that performs such coordination. 

This component has a specific protocol which we have 

proposed. 

The basic idea behind a protocol for a distributed 

recovery is to ensure that all components depending on 

the failed component roll back to their previous coherent 

states. The set of the realized local recoveries must form 

a coherent global state of the application. 

The algorithm starts with an initiation of a request 

for coordination to the recovery coordinator by the 

recovery manager for recovering all the components 

which are distributed on the other sites and which depend 

on the failed component (if they exist). In this case, the 

coordinator according to his policy decides if the 

recovery requires coordination or not. If the failed 

component depends on other components installed on 

other sites, the coordinator invites the participants (which 

are the recovery managers of the fault-tolerant systems of 

the instances of the proposed framework and which are 

installed on the other sites) to perform the rollback 

towards the last saved checkpoint for the components 

which depend on the failed component. If a participant 

rejects the request for any reasons, it replies “No”. 

Otherwise, the participant performs the recovery and it 

replies “Yes”. If all the participants' reply “Yes”, the 

communication stops and the coordinator announces the 

success of the recovery. 

If there is one or more participant replying by “No”, 

the coordinator will wait a certain time, then, it will send 

again a request for recovery to the participants who 

replied by “No” in order that they perform another time 

the recovery of the components which depend on the 

failed component. The basic idea behind this waiting 

before sending the recovery request again to the 

components replying by “No” is that these components 

can return to operate (reception of the requests) after this 

waiting period because they were for example in the 

process of running a reconfiguration operation or a 

critical operation (e.g. an operation on the database). The 

table 2 presents an overview of the proposed distributed 

recovery algorithm. 

Notice that only one operation of recovery 

coordination can be carried out at the same time and this 

is for guaranteeing the application coherence. 

The component «QoS-Manager». It is a component 

used for managing the service quality level in the 

application. This component allows to the user to change 

a set of parameter through a graphical interface in order 

to increase or decrease the level of the quality of the 

service in the application. These parameters are: the 

waiting time of the execution result of a request by the 

«ServiceCallManager», the interval of time during which 

a checkpointing is performed, the interval of time during 

which a component «WatchDog» ping the component 

which it supervises, the interval of time during which the 

component «CaptureContext» supervises the application 

environment and the max number of replicas of each type 

of application’s component. 

Table 2: An overview of the distributed recovery 

algorithm. 

Recovery coordinator Participants 

begin 

  request participants to 

perform the recovery of 

the components 

depending on the failed 

component ; 

  await all replies ; 

  if (all replies = “Yes”)  stop 

the coordination ; 

  else  

    begin 

      await a certain time ; 

      request the participants 

who replied by “No” to 

perform the recovery ; 

      stop the coordination ; 

    end-else 

 

End. 

 

Begin 

  if (accept request)  

    begin 

      perform the 

components 

recovery; 

      reply “Yes”; 

    end-if 

 

  else 

      reply “No”; 

 

End. 

3.2.3 The fault model 

The use of the four techniques (active replication, 

message store, distributed backward recovery and 

distributed checkpointing) allowed us to propose a 

powerful fault-tolerant system for the proposed 

framework able to tolerate many types of failure. For the 

components crash, the proposed fault-tolerant system is 

able to detect them via the components «WatchDog». 

Each component in the application sends periodically a 

heartbeat message to its monitor «WatchDog» and this 

last periodically checks the heartbeat. If the heartbeat 

message from the supervised component is not received 

by a specified time, the component «WatchDog» 

assumes that the supervised component is hung. This 

problem will be treated by the recovery manager. The 

faults of type omission are treated in our approach via the 

message store technique which ensures the transfer of 

messages from an entity to another. The faults of type 

“late timing” are detected by the component 

«ServiceCallManager» such as each type of request has 

an interval of result waiting indicated by the component 

«QoS-Manager». If time passes and the manager of the 

calls of service has not received a response, it detects that 

there is a problem into the component provider of the 

service. This problem will be treated by the recovery 

manager as explained in the previous section. The faults 

in value require for their treatment the existence of 

several replicas. The active replication technique which 

we have incorporated in the fault-tolerant system allows 

treating this type of faults because a client request is sent 

to all the servers.  If a response from a server is different 

to the majority of servers’ response, this server has a 

fault of value. As we deal in this work the distributed  
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Figure 5: Overview of the adaptation system. 

applications which are by nature complexes, the creation 

of several replicas of each functional component of the 

application for the treatment of the faults in value is 

impossible. For that, we propose to duplicate only the 

components the more used in the application and which 

are generally a subject of adaptation. 

3.3 Adaptation system 

This section presents in detail the adaptation system and 

its functioning for realizing distributed and reliable 

reconfigurations. 

For the definition of the adaptation system, we 

consider a set of constraints which are: (i) taking into 

account of the distributed nature of the software to make 

it adaptable, (ii) reliability of the distributed 

reconfigurations, and (iii) flexibility and adaptability of 

the adaptation system. 

The proposed adaptation system is designed 

according to the classical autonomic control loop MAPE-

K (Monitoring, Analysis, Planning and Execution) [3], 

which is the most common approach for self-adaptive 

systems [5, 33]. 

So, in our adaptation system we have implemented 

the elements of this loop as separate components. The 

monitoring, analysis and adaptations are performed by 

the MAPE-K control loop. A significant part of the 

negotiation of adaptation strategy and coordination of 

reconfiguration execution were externalized from the 

control loop. Moreover, we have chosen to merge the 

analysis and plan components because a significant part 

of these components’ logic is externalized from the 

components and stored in the knowledge base (Prolog 

script). Therefore, not leaving too much of analysis and 

planning to be performed within those two components.  

Plus the set of components that implement the 

MAPE-K loop, the adaptation system contains a 

component «Negotiator» which negotiates an adaptation 

strategy with its similar at the other sites, a component 

«Coordinator» that coordinates the execution of 

reconfiguration actions, and a component «Translator» 

which executes the reconfiguration actions of the 

adaptation strategy on the architectural representation of 

the application. The figure 5 shows an overview of this 

system. 

We propose the implementation of the whole cycle 

of the MAPE-K loop as a chain of responsibility pattern 

[13]. We have proposed to use this pattern because the 

processing is distributed on several objects (components 

of the adaptation system). When a component finishes its 

processing, it passes the execution to the next 

component. Moreover, it is easy to vary the components 

involved in the processing which makes the adaptation 

system more flexible. 

3.3.1  Monitoring 

The «Monitor» is the first component in the chain that 

comprises the control loop. It is responsible for 

periodically collecting information of the managed 

elements (i.e., sub-system of the application managed by 

the adaptation system) and of the execution of the 

application (CPU consumption, memory usage, 

bandwidth, service calls per minute). To achieve this 

goal, the monitor has a sub-component 

«CaptureContext» that collects information about the 

application execution plus a set of sub-components 

«Sensor» that collect information about the set of the 

application components at its site. These two sub-

components of the monitor pass the collected information 

to the next object that is part of the execution chain, next 

to the context manager. 

The «ContextManager» is the second component in 

the sequence of the responsibility chain. It interacts with 

the sensors associated with the execution environment 

and the application for collecting the information needed 

to characterize the execution context. For that, it has two 

sub-components «ContextAcquisitionManager» and 

«Interpreter». The context acquisition manager gathers 

the information collected by the sensors of the «Monitor» 
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and saves them in the knowledge base. After, it delegates 

the execution to the «Interpreter». This last, interprets 

data provided by the «ContextAcquisitionManager» in 

order to provide a significant contextual data. Notice 

that, the received data are separately interpreted for each 

type of measurement in order to provide a significant 

contextual data. If a suitable context change is detected 

the «Interpreter» notify the decision maker (see next 

section) of this change as this last subscribes to events 

near the context manager. 

3.3.2 Analysis 

The aim of the analysis phase is to see whether a 

reconfiguration action is required or not. For that, the 

decision maker component «DecisionMaker» is the third 

component in the sequence of the responsibility chain. It 

plays the role of the analysis and plan phases in the 

MAPE-K control loop. This component is responsible for 

taking decisions on adaptation. It provides in output an 

adaptation strategy that will be executed in the execution 

phase of the control loop.  

3.3.2.1 Negotiation process 

As we deal in this work the distributed 

reconfigurations, the negotiation is a significant step in 

the decision-making on adaptation. It is a cooperative 

process in which a group of adaptation systems reach an 

agreement on a comprehensive adaptation strategy. We 

define a global strategy as a set of strategies that the 

decision makers of the different adaptation systems 

choose during the negotiation process. Noting that, the 

negotiation must guarantee the independence in the 

decision-making of each «DecisionMaker» and ensure 

the global validity of a local decision.  

The negotiation is started by the initiating decision 

maker. This last chooses an adaptation strategy. Then, it 

asks its negotiator to negotiate this chosen strategy. This 

negotiator proposes simultaneously to each participant 

the strategy that the initial decision maker has chosen. 

The negotiator of each participant receives the strategy 

and interprets its policy to reason on its applicability. It 

can then accept, refuse or propose a modification of the 

strategy; and then, it answers the initiating negotiator. 

When this last receives all answers, it thinks on the 

acceptances and/or the applicability of the modifications 

asked. When all the participants accept the strategy, the 

negotiation succeeds. Otherwise, it detects and solves the 

conflicts and can then, in its turn, propose a modification 

of the strategy. The negotiation process is stopped if one 

negotiator refuses a strategy or if a stop condition is 

checked. This condition is in connection to the 

authorized maximum time of negotiation or with the 

maximum number of negotiation cycles. If the 

negotiation succeeds, the initiating negotiator returns to 

the initiating decision maker the strategy resulting from 

the negotiation and sends to the negotiator of each 

participant the final strategy. If the strategy resulting 

from the negotiation is a new strategy, i.e. not exists in 

the adaptation policy, the decision maker adds it to the 

knowledge base and precisely to the adaptation policy 

part. This operation allows enriching the knowledge base 

with new adaptation rules in order to better adapt to the 

new changing situations. At the reception of this strategy, 

each participant (i.e. negotiator) asks to its decision 

maker to adopt the strategy resulting from the negotiation 

and delegates the execution to the next object in 

execution chain that is the reconfiguration execution 

engine. In the opposite case (i.e. negotiation failure), the 

initiating decision maker and participants are informed of 

the negotiation failure. Otherwise, the adaptation is 

cancelled and the loop cycle is stopped.  

3.3.3 Execution 

In order to increase the reliability of the reconfigurations 

executed by our framework we have used the transaction 

technique. This technique was originally used in the 

system managing databases [14]. Their use is widespread 

in all computer systems where there is a need to maintain 

the consistency of the information in spite of 

concurrency and the occurrence of failures. The 

transactions are thus a means to make systems fault-

tolerant. A transaction consists to carry out a coherent 

computing operation consisting of several actions. The 

operation will be valid only if all its unit actions are 

carried out correctly. So, we speak about the commit. 

Otherwise, all data processed during the running of the 

operation must be returned to their initial state to cancel 

the transaction. So, we speak about the rollback. 

We have used the transaction technique to define 

transactional reconfigurations.  

According to the transactions principle each 

transaction is made up of a set of primitive operations. 

So, in our context an adaptation operation Adop is a 

transaction when its primitive operations are the 

primitive reconfiguration actions Prac. For example, the 

replacement operation of a component C1 by another 

component C2 is made up by the following primitive 

actions:  stopping the component C1, creation of a new 

instance of the component C2, transfer of the C1 state to 

the new instance of C2 for preserving the application 

consistency and finally the start of the new instance of 

C2. The component replacement in our framework is 

carried out similarly with the work in [35]. 

We define the evolution of a component-based 

system by the transition system < C, Adop, → >: 

 C= {C0 ,C1 ,C2,…} a set of configurations, 

 Prac  {Instantiation/Destruction of component, 

Addition/Removing of component, modification of 

the component attribute value, modification of the 

life cycle of a component and adding of new 

behaviours} 

 Adop is a set of  Prac, 

 → ⊆ 𝐶 × 𝐴𝑑𝑜𝑝 × 𝐶  is the reconfiguration relation. 
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Figure 6: Abandon model of an adaptation operation.

3.3.3.1 Reconfiguration actions of the proposed 

framework 

In our framework the dynamic reconfigurations are based 

on the following primitive actions: 

 instantiation/destruction of components 

 addition/removal of components 

 starting/stopping of components 

 setting name of components 

 setting the operating parameters of components or 

combinations of them. 

Thus, an adaptation strategy consists of a set of 

adaptation operations, where each operation is composed 

of at least only one primitive reconfiguration action. 

The behaviour of each application component is 

generally statically encoded. However, changes in the 

application context, changes in use, changes in resource 

availability or the appearance of faults in the system, 

may require further abilities [10]. For this, it is very 

important to introduce dynamically the ability to add new 

behaviours to the application's components. The AOP 

(Aspect-Oriented Programming) and scripting languages 

are two techniques used for this end. In the AOP and 

with the runtime weaving, the binding between the logic 

code and aspect is done during the execution. The 

advantage of runtime weaving is that the relationship 

between the functional code and the aspects can be 

dynamically managed. Nevertheless, the use of the AOP 

for adding new capabilities to the system has one 

disadvantage is that the software system could be in an 

inconsistent and/or unstable state [10]. 

For the scripting languages, they allow the 

incremental programming, i.e. the possibility of running 

and developing simultaneously the scripts [8].  With 

these languages we can modify the code of a component 

without stopping it. Therefore, with this technique the 

addition of a new behaviour is much easier than the use 

of the AOP technique, but these languages are not 

powerful as the compiled ones. For that, the developer 

must find a compromise between the use of scripting 

languages and the AOP technique in order to improve the 

performance of the application. The implementation of 

the mechanism carrying out the addition of new 

behaviours to the application's components is left to the 

developer. 

3.3.3.2 Quiescence management 

Obtaining a reconfigurable state also called quiescent 

state [17, 18] is a very significant step in the 

reconfiguration process since it helps to ensure the 

application consistency in the case of reconfiguration. A 

reconfigurable state is a state from which a 

reconfiguration action can be performed without 

affecting the consistency of the application. For that, in 

our approach a reconfiguration action is carried out on a 

component if this last is in a reconfigurable state. 

To search for a reconfigurable state, we have 

integrated in the proposed framework Wermelinger 

algorithm [18] which extend Kramer/Magee’s algorithm 

proposed in [17]. Wermelinger proposes to block only 

connections between the components implied in the 

reconfiguration. An advantage of this algorithm is that 

interruption time is minimized while only affected 

connections must be blocked in contrast to whole 

components. 

3.3.3.3 Algorithm of the reconfiguration execution 

engine 

The reconfiguration execution engine is the fourth 

component in the execution chain. It undertakes the 

execution of the adaptation strategy proposed by the 

component «DecisionMaker».  Firstly it (1) launches a 

search for a reconfigurable state before running the 

reconfiguration actions. Then, it (2) triggers the 

execution of the reconfiguration actions of the strategy. 

Notice that, we simulate firstly the execution of the 

reconfiguration on the architectural representation of the 

application. If no fault is detected, we execute the 

reconfiguration on the running application. Therefore, 

the effects of reconfigurations are not directly applied on 

the system which facilitates the cancellation of the 

reconfiguration in the case of its execution failure. This 

operation will be simply the removing of the work copy 

which has been used for the simulation of the 

reconfiguration. Figure 6 shows our abandon model of an 

adaptation operation. 

As the reconfiguration of distributed application is a 

global reconfiguration process composed of distributed 

local reconfiguration processes, the proposed adaptation 

system incorporates a component for the coordination of 

the reconfigurations execution. 
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Following the running of each primitive 

reconfiguration action on the architectural representation 

the reconfiguration execution engine (3) carries out the 

verification of the consistency of the application structure 

and the verification of the validity of the behaviour of its 

components via the component «VerificationManager» 

of the fault-tolerant system. If a constraint is violated, the 

adaptation operation must be stopped for preserving the 

consistency of the application. In this case, the 

reconfiguration execution engine removes the copy of 

work used for the simulation of the reconfiguration. 

Moreover, this initiating reconfiguration execution 

engine notifies its coordinator of the execution failure of 

the primitive reconfiguration action in question. This last, 

notifies the other participants (coordinators of the 

reconfigurations execution deployed at the other sites) of 

this failure so that they can cancel the adaptation 

operation at their level in order to preserve the global 

consistency of the application. 

In the opposite case, i.e. where the 

«VerificationManager» does not detect any error 

following the running of a primitive action of 

reconfiguration, the reconfiguration execution engine 

sends a message “ApplyNextAction” to the coordinator 

of the execution of reconfiguration actions. This last 

awaits the reception of all the participants’ responses. 

Notice that, this waiting time of the participants' 

responses by the coordinator of the initiating 

reconfiguration execution engine is fixed. If this 

coordinator does not receive a message of a participant 

during this waiting period, it regards it as 

“reconfiguration failure”. If one participant replies by 

“reconfiguration failure” the coordinator announces the 

failure of the execution of the reconfiguration. 

Otherwise, it asks for the participants to perform the next 

primitive reconfiguration action and the process is still 

repeated. If all the adaptation operations of the strategy 

are executed on the architectural representation of the 

application (copy of the work) without faults, the 

reconfiguration execution engine (4) runs these actions 

on the running system. Also, the copy of work used for 

simulating the execution of the reconfiguration is saved 

as the new architectural representation of the application.  

Notice that, this operation ensures the conformity of the 

architectural representation of the application to its 

system in running and it has many advantages. For 

example, it facilitates the comprehension of the software 

through its architecture, and thus its evolution because 

the architectural representation always conforms to the 

system. Finally, the reconfiguration execution engine (5) 

unblocks the connections blocked during the phase of 

searching for a reconfigurable state. The end of the 

execution of this operation determines the end of the 

control loop cycle. The running of the reconfiguration 

execution engine is summarized by algorithm 1. 

Algorithm 1 
 

pactj  is a primitive reconfiguration action 

1:   Begin 

2:     SearchForReconfigurableState(); 

3:          For all pactj  startegy do 
4:              RunPactOnArchRep(pactj);  /* execute the primitive reconfiguration action pactj on the architectural representation via the component 
5:                «Translator» */ 

6:               if not IsConsistentApplication () then 

7:               SendMessageToCoordinator (reconfiguration failure);  
8:               RemoveWorkCopy();  //  Removes the working copy used for the reconfiguration simulation  

9:               BREAK; // to exit the loop “for” 

10: end_if  

11:  else //case where the application is consistent 

12:                 SendMessageToCoordinator (ApplyNextAction); 

13:                            responsecoordinator.CoordinationDecision(); 

14:                if response != ApplyNextAction  then 

15:                        SendMessageToCoordinator(reconfiguration failure); 
16:                                    RemoveWorkCopy(); // Removes the copy of work used for the simulation of the reconfiguration 

17:                                    BREAK; // to exit the loop “for” 

18:                            end_if 

19: end_else 

20:        end_for 
21:   if all actions pactj in strategy are executed // If the reconfiguration is succeeds 
22: RunAllpactOnSystem(); // execute the primitive reconfiguration actions on the Running  system 
23: SaveChanges(); // Save the performed changes on the architectural description 

24:   end_if 

25:   ReactivateConnections(); // unblock the blocked connections 

26: End. 
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3.4  The adaptation manager of the fault-

tolerant and adaptation systems 

This manager implements the self-adaptation layer of the 

proposed architecture model. It manages the two systems 

of adaptation and fault-tolerance and looks after the 

adaptation of these two systems to the changes that they 

carry out themselves on the application components in 

order to ensure the correct operation of the global 

application. This manager allows (1) to replace the 

negotiator of adaptation strategy or the reconfiguration 

execution coordinator or also the recovery and 

checkpointing coordinator of the fault-tolerant system by 

other components if they crash in order to ensure a good 

management of the application changes. For that, this 

manager has a set of monitors of the type «WatchDog» 

which monitor these components. Also, it allows (2) in 

the case where an operation of removing of an 

application component is carried out, to stop and remove 

the two components: «Sensor» of the adaptation system 

and «WatchDog» of the fault-tolerant system that 

monitor this component to avoid the introduction of 

errors into the running of the application. This manager 

also carries out (3) the update of the two Prolog scripts 

representing the adaptation policy and the coherence 

rules by removing the facts representing the adaptation 

strategies and the coherence rules which are in relation 

with the removed components.  

4 Implementation and validation 

plan 
In this section, we give details and technical choices 

made to implement a prototype of the proposed 

framework. We also present the validation plan of this 

framework. 

4.1 Background 

For the implementation of the elements of the proposed 

framework, we have used the two component models 

EJB (Enterprise Java Beans) and ScriptCOM. So, the 

implementation of this framework is divided into two 

parts; one part implemented with EJB and the other with 

ScriptCOM. EJB [4] is an industrial model; we have used 

it because it is based on Java that is a powerful 

programming language that meets our implementation 

needs (support for AOP, support for native codes via JNI 

API, Java COM Bridge, support for the remote method 

invocation via RMI API, an API to access system 

information like SIGAR1 and a support for multi-

threading). 

ScriptCOM [8] is a component model extension of 

COM (Component Object Model) [2] allowing the 

dynamic adaptation of the COM components. It allows 

the development of adaptable scripting components. 

Notice that, with the scripting languages we have the 

possibility of developing and running simultaneously the 

scripts which represents the component’s implementation 

                                                           
1 https://support.hyperic.com/display/SIGAR/Home 

[8]. In this model, the component adaptation is carried 

out through three controllers which are: the interface 

controller, property controller and script controller. 

Moreover, as it is an extension of the COM model it 

benefited from the advantages of this latter (support of 

the distributed applications, independence of the 

programming languages, versioning...). We have used 

this model in order to facilitate the adaptation of the 

proposed framework. We think that dynamic inclusion 

and removal of adaptation management concerns allows 

the improvement of adaptation to the evolving needs 

without stopping the entire framework. 

4.2 Framework implementation 

We have designed a set of software components that 

implement the different elements of the proposed 

framework. The implementation of the components of 

type «ComponentController» and the different sensors as 

well the effectors (part performing the execution of the 

reconfiguration and backward recovery) are realized with 

EJB model. The coordination for reconfiguration 

execution and backward recovery and also negotiation 

parts are implemented with the two models EJB and 

ScriptCOM. The rest part of the framework is developed 

as a set of ScriptCOM components that we can add, 

remove or update at runtime. This is just one of possible 

implementations and particularly, this has been designed 

to provide self-adaptable capabilities to the framework. 

For the implementation of the controllers 

«ComponentController» of the functional components of 

the application we choose the use of the aspect oriented 

programming. So, the implementation of each controller 

is based on an aspect. This aspect has a generic pointcut 

that intercepts all the incoming service calls to the 

controlled component and treats them as explained in the 

section 2.1.  

For the knowledge base, i.e. the architectural 

representation of the application, adaptation policy and 

coherence rules description we have used the language 

Prolog as explained in the section 3.1. We have used the 

JPL2 library which uses the SWI-Prolog foreign interface 

and the Java JNI interface providing a bidirectional 

interface between Java and Prolog that can be used to 

embed Prolog in Java as well as for embedding Java in 

Prolog. Also, we have used another interpreter Prolog3 

developed with the JavaScript language in order that it 

will be used with the part of the framework developed 

with ScriptCOM. The three elements of the knowledge 

base are contained in separate scripts which facilitate 

their modifications at runtime. We can then add, remove 

or change rules or facts in the knowledge base without 

stopping the framework.  

Our framework is independent from particular 

component models. Therefore, elements of the 

application layer, i.e. components implementing the 

business logic of the application can be developed using 

any component models. The implementation for a 

                                                           
2 http://www.swi-prolog.org/packages/jpl/ 
3 http://ioctl.org/logic/prolog-latest 
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specific component model is made with the least effort in 

the part developed using the model EJB and without 

changing the main adaptation concepts. 

4.3 Validation plan 

The objective of the validation in this paper is to test the 

influence of the proposed framework on the application 

response time and the adaptation time. These criteria are 

measured with randomly generated configurations which 

we have developed using the model EJB. The 

components of this application execute a few arithmetic 

operations and they are distributed on two sites. The 

evaluation test is made by comparing two versions of the 

same application; one incorporates the proposed 

framework, the other one without this framework. All the 

experiments were run on Intel Core 2 Duo CPU T5670 

workstations with 1.0 GB DDR2 memory and Windows 

XP SP3 as the operating system. 

The first evaluation consists to test the influence of 

the proposed framework on the application response 

time. This test is made by comparing the running of a 

certain number of requests on the two versions of the 

application (without and with the proposed framework). 

The Table 3 shows the response times before and after 

the incorporation of the framework.  

We have calculated the response time increase in the 

version which implements the proposed framework and 

we found that the overhead for functional method calls is 

about 34% of the overall execution time. 

Table 3: Increase rate of the response time. 

Request 
Numbers 

Response 

time 

average : 

without the 

Framework 

Response 

time 

average : 

with the 

Framework 

Increase 

rates of the 

response time 

100 16.91 ms 22.87 ms 35.21 % 

200 33.39 ms 44.48 ms 33.20 % 

300 50.04 ms 67.31 ms 34.51 % 

500 83.38 ms 111.18 ms 33.33 % 

700 115.39 ms 156.1 ms 35.25 % 

900 150.16 ms 205.67 ms 36.96 % 

1000 169.83 ms 222.14 ms 30.80 % 

Average 34.18 % 

The second evaluation consists to measure the 

adaptation time, which is calculated as follows: 

Tadaptation = TrspWAdap – TrspNAdap 

 

Where: Tadaptation is the adaptation time. 

TrspWAdap: is the response time with adaptation. 

TrspNAdap: is the response time with the proposed 

framework but without adaptation. 

Table 4 shows the obtained results. The adaptation 

time average is approximately 430,95ms. Certainly, this 

figure is very large compared to the response time of one 

request, which is approximately 0,22ms (response time 

of an execution of one request with the framework). 

Table 4: Adaptation time. 

Request 

Numbers 

Response 

time 

average : with 

the 

Framework 

but 

without 

Adaptation 

Response 

time 

average : 

with the 

Framework  

and with 

Adaptation 

Adaptation 

time 

500 111.18 ms 531.39 ms 420.21 ms 

700 156.1 ms 592.56 ms 436.46 ms 

800 179.71 ms 639.13 ms 459.42 ms 

900 205.67 ms 631.78 ms 426.11 ms 

1000 222.14 ms 634.68 ms 412.54 ms 

Average 430.95 ms 

The obtained adaptation time is great, but it is 

acceptable because the adaptation is distributed (at two 

sites in this test application) which requires a negotiation 

of the adaptation strategy and a coordination for the 

execution of the reconfiguration actions and this 

influence the adaptation time. Moreover, as we have used 

the component model ScriptCOM for the development of 

one part of the proposed framework, this, influence the 

application response time and also the adaptation time 

because the implementation of the components of this 

model is based on the language Jscript4, which is an 

interpreted language. So, the execution will be slower 

than the compiled versions. Notice that, we have used 

this model in order to facilitate the adaptation of the 

proposed framework. 

Finally, we can say that the obtained results confirm 

that our framework is very suitable for developing 

distributed applications where we prefer the reliable 

dynamic adaptability more than performance. 

5 Related work 
The problem treated in this paper accosts the domain of 

research around the dynamic adaptation of the computing 

systems and in particular the distributed component-

based systems. 

In terms of model-based approaches Kramer and 

Magee [15] have proposed layered reference architecture 

for self-adaptive software. The bottom layer of this 

architecture is the component control layer which 

contains the system's application-level functionality. The 

change management layer is the middle layer. It manages 

the changes of components state or environment. For 

that, it contains a set of pre-compiled plans to deal with 

the different situations encountered by the system. The 

uppermost layer is the goal management layer which 

                                                           
4 http://msdn.microsoft.com/fr-

fr/library/hbxc2t98%28vs.85%29.aspx 
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generates new plans if none of the existing plans can 

address the current situation, or a new system goal is 

introduced. Also, we have proposed a three layer 

architecture model where the bottom layer is the 

application layer similar to the component control layer 

in the Kramer and Magee model's. Unlike this model, the 

change management layer of our model contains two 

systems managing separately the adaptation and the fault 

tolerance of the application layer. Moreover, to the 

difference of the uppermost layer of the Kramer and 

Magee model's, the uppermost layer of our model 

introduces the self-adaptation capabilities to the 

framework itself. It ensures the service continuity of the 

change management layer and manages the adaptation of 

this layer to the changes which it carries out itself on the 

application layer. Moreover, our architectural model is 

reflexive. In the Kramer and Magee model’s, the 

distributed reconfigurations are possible through the 

decentralized architecture of the change management 

layer implementation proposed by the authors. From a 

reliability point of view, Kramer and Magee have 

expressed that a server failure is a predicted state change 

and the change management layer must include a 

procedure for dealing with the change. For that, they 

propose the use of the repairing strategy of the faults 

described by Garlan and Schmerl in [27] as a plan 

executed by the change management layer. 

Several research activities [7, 9, 12] implement the 

autonomic control loop to dynamically reconfigure 

systems. For example, in [7] the authors use a 

component-based approach for modelling a framework 

that provides flexible monitoring and management tasks 

and allow introducing adaptation to component-based 

SOA applications. The framework implements the 

different phase of the autonomic control loop. The main 

purpose of the authors is to build a framework supporting 

heterogeneous components implementing the MAPE-k 

phases as SCA components. This framework supports the 

development of distributed applications, but it doesn't 

support to perform distributed reconfigurations while our 

framework is conceived especially for doing such type of 

reconfigurations. 

A3 [10] is a framework for developing distributed 

systems that need adaptive features. A3 provides robust 

mechanisms of coordination that the components can use 

to share their own knowledge and knowledge of the 

system to which they belong. The framework itself is 

self-adaptable. A3 exploits the idea of group to organize 

a system in a set of independent partitions, and reduces 

the communication problem. From an adaptation point of 

view, A3 supports the distributed adaptations and it 

allows indeed interesting adaptations. This framework 

does not have any mechanism to preserve the 

reconfiguration reliability. It treats only the fault of type 

messages omission. Moreover, a reconfiguration action is 

executed at the system directly, i.e. without reaching a 

reconfigurable state before the execution of such action. 

Huynh et al. [20] propose a platform supporting 

distributed reconfiguration of the component-based 

applications. This platform integrates a solution for the 

management of system states at reconfiguration time. 

The authors define different system states regarding 

reconfiguration and ways that the system will act 

accordingly. This platform allows to correct 

reconfiguration plans if a disconnection is detected 

during the reconfiguration in order to continue the 

reconfiguration if possible, or recover if the 

reconfiguration fails. It also allows the coordination of 

the distributed reconfiguration actions. In contrast, to this 

platform, our framework integrates a negotiation 

mechanism which allows the negotiation of the 

adaptation strategy before the coordination of its 

execution that is a very important point in the distributed 

reconfiguration process. 

In [21], a transactional approach is proposed to 

ensure reliable reconfigurations in the context of 

component based systems and particularly in the Fractal 

component model. To ensure atomicity of 

reconfiguration transactions, operations performed in 

transactions must be cancelled if a fault occurs before the 

end of the reconfiguration. This operation of cancelation 

of the reconfiguration operations effect is carried out by 

the execution of the reverse action of each 

reconfiguration operation performed because the 

reconfiguration operations are carried out directly on the 

system. In contrast to this approach, we have proposed to 

carry out firstly the reconfiguration on the architectural 

representation of the application which facilitates the 

cancelation of this operation if there is a problem. From a 

reliability point of view, the authors propose the use of 

the integrity constraints to define the system consistency 

for guaranteeing the respect of these constraints at 

runtime. 

6 Conclusion 
In this paper, we have presented a framework for 

building distributed and dynamic component-based 

systems. The proposed framework is based on a reflexive 

three layer architecture model which we have proposed. 

The bottom layer of this model is the application layer. It 

contains the system's application-level functionality. The 

change management layer is the middle layer. It manages 

the changes of the bottom layer. The uppermost layer is 

the self-adaptation layer that introduces the self-

adaptation capabilities to the framework itself. It ensures 

the service continuity of the change management layer 

and manages the adaptation of this last to the changes 

which it carries out itself on the application layer. The 

proposed framework implements the two uppermost 

layers of the proposed architecture model and it is based 

on a decentralised architecture. It incorporates two 

separate systems that manage the dynamic adaptation and 

fault tolerance of the application components and also, an 

adaptation manager implementing the self-adaptation 

layer in the architecture model. The proposed framework 

is designed especially to support the distributed 

reconfigurations. For that, it incorporates a robust 

coordination and negotiation mechanisms for managing 

this type of reconfiguration. The adaptation system of 

this framework is designed according to the classical 

autonomic control loop MAPE-K which allows a better 
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management of the adaptation. As the preservation of the 

application consistency is an important point in the 

dynamic reconfiguration, the framework incorporates a 

separate fault-tolerant system implements four fault 

tolerance techniques (distributed checkpointing, active 

replication, message store and distributed backward 

recovery) which makes it able to tolerate most of faults 

type. Also, as the adaptation operations in this 

framework are executed as transactions, this increases 

the reliability of these operations.  A prototype of this 

framework has been implemented using two component 

models; EJB an industrial model and ScriptCOM a 

component model for developing adaptable components, 

which facilitates the adaptation of the proposed 

framework.  

However, the evaluation of the proposed framework 

has revealed that the adaptation time is long, for that we 

plan to improve the adaptation system of the proposed 

framework in terms of performances. 

In the long term, we want to study the possibilities to 

extend our solution to support dynamic adaptation of 

other kinds of applications like web services. 
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Povzetek: Članek predstavlja povzetek doktorske disertacije, ki obravnava temo zajemanja znanja za mod-
eliranje obrambnega odziva rastlin.

1 Introduction

In systems biology, the growth of experimental data
is not uniform for different types of biological mecha-
nisms, hence some biological mechanisms still have few
datasets available, like plant defence against pathogen at-
tack. Pathogens are a serious threat to living organisms
and can lead to fitness costs, physiological damage or even
death [1]. In particular, plants have specially evolved so-
phisticated mechanisms that can effectively fight-off infec-
tions with various pathogens. Upon pathogen recognition,
plants trigger a complex signalling network, referred as
plant defence response or plant defence signalling (PDS).
Biologists have been investigating plant defence response
to virus infections; however a comprehensive mathemati-
cal model of this complex process has not been developed.
One challenge in developing a dynamic model, useful for
simulation, are scarce experimental data from which the
model parameters could be determined.

2 Methods and results

The thesis [2] describes a novel methodology for the
construction of biological models by eliciting the rele-
vant knowledge from literature and domain experts. The
methodology has been applied to build the PDS model, and
can be used to construct models of other biological mecha-
nisms. The thesis also presents a PDS model.

Most of the plant-pathogen interaction studies are fo-
cused on individual interactions or subsets of the whole
PDS mechanism. The models that are commonly used are
structural models with no information on their dynamics
[3]. Several dynamical models of plant defence have been
developed. However, they are either simple [4], or do not
contain sufficiently detailed information on the pathways

of interest in this dissertation [5], or focusing only on one
pathway [6].

In order to build the PDS model the standard approach
to the construction of dynamic models is enhanced with
the following methods: a method for model structure revi-
sion by means of natural language processing techniques,
a method for incremental model structure revision, and a
method for automatic optimisation of model parameters
guided by the expert knowledge in the form of constraints.

The initial model structure was first constructed man-
ually by defining the representation formalism, encoding
the information from public databases and literature, and
composing a pathway diagram. To complement the model
structure with additional relations, a new approach to in-
formation extraction from texts was developed. This ap-
proach, named Bio3graph [7], allows for automated extrac-
tion of biological relations in the form of triplets followed
by the construction of a graph structure which can be visu-
alised, compared to the manually constructed model struc-
ture, and examined by the experts. Using a PDS vocabulary
of components and reaction types, Bio3graph was applied
to a set of 9,586 relevant full text articles, resulting in 137
newly detected relations. The resulting PDS pathway dia-
gram represents a valuable source for further computational
modelling and interpretation of omics data.

An incremental variant of the Bio3graph tool was de-
veloped to enable easy and periodic updating of a given
model structure with new relations from recent scientific
literature. The incremental approach was demonstrated on
two use cases. In the first use case, a simple PDS network
with 37 components and 49 relations, created manually,
was extended in two incremental steps yielding the net-
work with 183 relations. In the second use case, a complex
PDS model structure in Arabidopsis thaliana, consisting of
175 nodes and 524 relations [7], was incrementally updated
with relations from recently published articles, resulting in
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an enhanced network with 628 relations. The results show
that by using the incremental approach it is possible to fol-
low the development of knowledge of specific biological
relations in recent literature.

One obstacle in developing simulation models, are
scarce kinetic data from which the model parameters could
be determined. This problem was addressed by propos-
ing a method for iterative improvement of model param-
eters until the simulation results meet the expectations of
the biology experts. These expectations were formulated
as constraints to be satisfied by model simulations. To
estimate the parameters of the salicylic acid pathway, the
most important PDS pathway, three iterative steps were
performed. The method enabled us to optimise model pa-
rameters which provide a deeper insight into the observed
biological system. As a result, the constraint-driven op-
timisation approach allows for efficient exploration of the
dynamic behaviour of biological models and, at the same
time, increases their reliability.

3 Conclusion
The main results of this thesis are: a new methodology for
constructing biological models using the expert knowledge
and literature and a PDS model, which was built by apply-
ing this methodology. Most notably, the standard approach
to constructing dynamic models was upgraded with the fol-
lowing methods: a method for model structure revision by
means of natural language processing techniques, a method
for incremental development of biological model structures
and a method for constraint-driven parameter optimisation.

The thesis also contributes to publicly available biologi-
cal models and scientific software. The PDS model struc-
ture of Arabidopsis thaliana in the form of directed graphs
is publicly available. Also, the Bio3graph approach is im-
plemented and provided as a publicly accessible scientific
workflow.
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Šikonja, J. Šilc, I. Škrjanc, T. Štajner, B. Šter, V. Štruc, H. Takizawa, C. Talcott, N. Tomasev, D. Torkar, S.
Torrente, M. Trampuš, C. Tranoris, K. Trojacanec, M. Tschierschke, F. De Turck, J. Twycross, N. Tziritas, W.
Vanhoof, P. Vateekul, L.A. Vese, A. Visconti, B. Vlaovič, V. Vojisavljević, M. Vozalis, P. Vračar, V. Vranić, C.-H.
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V. Dimitrieski, N. Nedić
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