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Special Issue of the Informatica - An International Journal of Computing and Informatics 

Dedicated to 

IFIP-TC 11 
This special issue of Informatica includes a seiection of 
high quality papers of IFIP-TC 11 Working Conferences 
and some additional papers. IFIP is an International non-
profit umbrella organization of national societies 
working in the field of Information processing. Since the 
inception of IFIP in 1960, the Information technology 
(IT) has become a potent instrument, affecting people in 
many ways. It is a povverfiil tool in science and 
engineering, in commerce and industry, in education and 
administration and in entertainment. IFIP has twelve 
technical committees, each taking čare of a given aspect 
of Information processing. 

.The name of Technical Committee 11 is "Security and 
Protection in Information Processing Systems". The aim 
of TC 11 is to increase the reliability and general 
confidence in Information processing as well as to act as 
a forum for security managers and others professionally 
active in the field of information processing security. 

The TC 11's activities include the establishment of a 
common frame of reference for security in organizations, 
professions and the public domain, the exchange of 
practical experience in security work, the dissemination 
of information on and the evaluation of current and 
future protective techniques, and the promotion of 
security and protection as essential elements of 
information processing systems. 

TC 11 has seven working groups: Security Management, 
Small Systems Security, Data and Application Security, 
Netvvork Security, Systems Integrity and Control, 
Information Technology Mis-Use and the Law, and 
Security Education^ 

Each year several conferences are being organized by 
working groups vvhere state-of-the-art scientific papers, 
research-in-progress and industry reports are presented. 
In order to give an overview of the broad field of 
information security and to give an impression of current 
topics, the chairs of the working groups have selected a 
number of high quality papers that vvere presented at the 
conferences. The authors of these papers have been asked 
to update them and present us their latest findings. In 
addition, the Guest Editors of this issue have invited 
several other scientists to submit their contributions. 

Initially, 20 papers were received for the present special 
issue of Informatica, dedicated to Security. The revievv 
process and the final seiection yielded tvvelve high-
quality papers, which are covering the following research 
areas: Mobile computing, World Wide Web, Digital 
signature, Software development and other topics like 

Transaction processing, XML, Security architecture and 
Information integrity. 

The paper "Employing an Extended Transaction Model 
in Multilevel Secure Transaction Processing", by V. 
Atluri and R.Mukkamala, deals with security issues in 
multi-level transaction processing. The authors argue that 
the proposed secure concurrency control protocols are 
not completely satisfactory from the performance point 
of view and propose a better approach that preserves the 
semantics of the transactions and guarantees 
serializability. 

W. Brandi and M. Oliver cover the aspect of safety in 
mobile environments in the paper, "Maintaining Integrity 
within mobile Self Protecting Objects". The authors 
examine the integrity issues involved when a self-
protecting object is moved betvveen different sites which 
may become unavailable for some time. Their model 
guarantees that the security policies of participating 
databases in a federated database are respected regardless 
of the objecfs location. 

The security and functionality vveaknesses in both current 
e-commerce systems and emerging wireless-only 
systems is examined in the paper titled "Combining 
World Wide Web and vvireless security" by J. Claessens, 
B. Preneel and J. Vandewalle. They argue that mobile 
devices are shown to be an alternative to costly special-
purpose hardvvare and that the combination of both 
vvorlds has in many cases more interesting properties 
than when using mobile devices only. 

The paper, "XML Access Control Systems: A 
Component-Based Approach" by E. Damiani, S. De 
Capitani, S. Paraboschi and P. Samarati, describes the 
design and implementation of an access control processor 
that permits the defmition of authorization at a fine 
granularity for an access control model for XML 
information. 

How aspect-oriented programming can help to overcome 
the problem of unmanageable code which is a 
consequence of implementing security niechanisrns, 
which interferes with the core Ilinctionality of a system is 
described in the paper, "How aspect-oriented 
programming can help to build secure softvvare" by B. de 
Win, B. Vanhaute and B. de Decker. The authors 
investigate how well the state of the art in aspect-oriented 
programming can deal with separating security concerns 
from an application. 

The authors J. Janaček and R. Ostertag point out the 
security issues in practical use of electronic signatures in 
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the paper, "Problems in Practical Use of Electronic 
Signatures". They propose using a dedicated system to 
create electronic signatures since state of the art systems 
are far from being perfect. They describe a cheap and 
reasonably secure solution. 

"Securing Web-based Information Systems: A Model 
and Implementation Guidelines" by C. Margaritis, N. 
Kolokotronis, P. Papadopolou, P. Kanellis and D. 
Martakos outlines an integrated approach based on a 
rigorous multi-level and multi-dimensional model to 
design and implement information security, while 
keeping in focus overall business goals and objectives. 
The approach is demonstrated by an example. 

V. Mandke and M. Nayar present an approach to cost-
benefit analysis of information integrity in the paper 
entitled, "Implementing Information Integrity 
Technology - A Feedback Control System Approach". 
Further, the authors examine quantitive measures of 
integrity attributes, such as accuracy, consistency and 
reliability. Based on those, they discuss a choice of 
information model for integrity improvement. The 
framework of feedback control system approach enables 
presentation of information integrity implementation 
steps. 

The authors of the paper, "Efficient methods for 
checking integrity: A structured Spreadsheet Engineering 
Methodology", K. Rajalingham, D. Chadvvick and B. 
Knight, address the widespread problem of spreadsheet 
errors. They propose a structured spreadsheet 
engineering methodology for spreadsheet design and 
development, with focus on integrity control of 
spreadsheet models. 

A. Spalka, A. Cremers and H. Langvveg deal with attacks 
on software for electronic signatures in the paper, 
"Trojan Horse Attack on Software for Electronic 
Signatures".The underlying cryptographic methods for 
electronic signatures are sufficiently strong and thus non-
brute force methods are being used, such as Trojan Horse 
attacks. In the contribution the authors propose a secure 
electronic paper as a counter-measure, which offers a 
high degree of protection of the system against 
untrustworthy programs. 

In the paper, "Data Protection for Outsourced Data 
Mining" the authors B. Brumen, M. Družovec, I. Golob, 
T. Welzer, I. Rozman and H. Jaakkola research how data 
in a knowledge discovery process can be protected. 
Many organizations have a lack of expertise in data 
mining and require outside help, and this poses a possible 
threat. The authors present a formal framework for data 
and structure transformation by preserving the possibility 
to implement the modeling process. 

The paper "A Security Architecture for Future Active IP 
Netvvorks", by A. Savanovič, D. Gabrijelčič and Borka 
Jerman-Blažič, describes a security framevvork to assure 
that infrastructure will behave as expected and will 

efficiently deal with malicious attacks, unauthorized 
attempts to execute active code etc. The authors present a 
security architecture that is designed vvithin the FAIN 
project and aims at supporting multiple heterogeneous 
execution environments. 

We kindly extend our sincerest thanks to ali the authors 
of the papers in the present issue of Informatica for their 
update efforts and timely contribution. Our gratitude 
goes to ali the reviewers for their superb and timely 
work. We hope the papers we selected will be as 
informative and useflil for the readers as they are for us. 

Finally, we would like to encourage the readers to 
participate in the interesting and rewarding work that 
many professionals are undertaking in the IFIP TC-11 
community. More information and contact details can be 
found on the IFIP vvebsite (http://www.ifip.or.at') and on 
the website of TC-U (http://www.ifip.tu-
graz.ac.at/TCl 1"). For a list of valuable publications we 
refer to the website of the IFIP publisher, Kluwer 
Academic Publishers where they have a special section 
for IFIP books (http://www.wkap.n1/prod/s/IFlP'). 
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I Multilevel secure transaction processing bas been wel} explored in the past decade. Despite this research, 
the proposed secure concurrency control protocols are not completely satisfactory because ofthe stringent 

' constraints imposed by multilevel security. In this paper, we argue that modeling a transaction as an 
extended transaction model could significantly reduce the performance penalty. We accomplish this by 
minimizing (1) the probability of restarting a high security level transaction; and (2) the portion of the 

I transaction to be reexecuted, when a restart becomes inevitable. In particular, we exploit the non-flat nature 
i of transactions by identifying dependencies among various components of a transaction and portraying 

a transaction as an advanced transaction model. We demonstrate, via formal proofs, that our approach 
preserves the semantics ofthe transaction, and our concurrency control algorithm guarantees serializability. 

1 IntroduCtion isfactory because of the stringent constraints imposed by 
multilevel security, such as elimination of ali covert chan-

Access control requirements on sensitive data can be nels [15,12], Researchers have proposed transaction pro-
broadly classified into two categories: (1) discretionary ac- cessing protocols, in particular, concurrency control proto-
cess control (DAC), in which users, at their discretion, are cols using locking, timestamping, hybrid (combination of 
allovved to grant permissions on the data they own, and (2) locking and timestamping) techniques. Other solutions try 
mandatorj access control (MAC), in vvhich ali data are la- to tackle this difficult problem by maintaining multiple ver-
beled based on their level of sensitivity and aH users are sions of data. Unfortunately, these solutions do not meet ali 
given clearances, where users are allowed to access data the requirements of a secure concurrency control protocol; 
with a given label only if their level of clearance permits they trade either performance or recency for achieving se-
them. Although many commercial applications employ curity. 
DAC, it is not adequate where more stringent security re- More specifically, the problem with the secure transac-
quirements are needed as they are vulnerable to sophisti- tion processing is that if a data conflict between a low se-
cated attacks, such as Trojan Horse Attacks. Such applica- curity level transaction and a high security level transaction 
tion domains call for multilevel secure (MLS) systems that should occur, for security reasons, the conflict must always 
enforce MAC. be resolved in favor of the low security level transaction. In 

The area of transaction processing in multilevel secure other words, the low level transaction has the right of way, 
(MLS) database management systems (DBMSs) has sub- whereas the high level transaction is hindered or restarted. 
stantially progressed in the past few years. The major em- In the cases where a transaction has to be restarted, some 
phasis of this progress can be seen in secure concurrency solutions require that ali of the transaction's effects must 
control, one of the essential components of secure trans- be undone and then the transaction is reexecuted from the 
action processing. Concurrency control aims at synchro- beginning [1]. Other solutions reexecute starting from the 
nizing the operations of concurrent transactions to ensure first low read operation [8,5]. These approaches hovvever, 
correct execution. cause resource wastage and in some cases results in star-

Despite the substantial research activity, the proposed se- vation of high security level transactions. Much of the 
cure concurrency control protocols are not completely sat- prior research in this area has been limited to the traditional 

mailto:atluri@andromeda.rutgers.edu
mailto:mukka@cs.odu.edu
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transaction concepts. 
Motivated by the need for releasing the rigidity, tradi

tional transaction models have been extended in various di-
rections. The objective of this paper is to investigate how 
the properties of the extended transaction models can be 
utilized to yield better secure concurrency control solutions 
for MLS DBMSs. 

We have recognized that modeling a transaction as an 
extended transaction model, in particular as a workflow 
model, could reap significant gains in performance. In 
our work, we explore mechanisms that are specifically tai-
lored for reducing the performance penalty to be paid for 
restarts by designing protocols such that (1) the probability 
of restarting a high security level transaction is minimal; 
and (2) even when a restart becomes inevitable, the portion 
of the transaction to be reexecuted is minimal. 

This paper is organized as foUovvs. In section 2, we 
revievv the related work in this area. In section 3, vve 
introduce the preliminaries of our extended transaction 
model and the security model. In section 4, vve present 
an overview of our extended transaction model approach. 
In section 5, we present our secure concurrency control 
algorithm using the extended transaction model. We also 
provide proofs of correctness that demonstrate that our re-
design algorithm does indeed generate extended transac-
tions that are equivalent to the original transactions, and the 
concurrency control algorithm guarantees (one-copy) seri-
alizability. Finally, in section 7, vve summarize the results 
and discuss future work. 

2 Related Work 

Secure concurrency control vvith traditional transaction 
models has been vvell understood [1,8,9,10,11]. In the fol-
lovving, vve only revievv the solutions that are closely rele-
vant to our work. The protocol proposed by Keefe and Tsai 
[9] ušes a priority queue where transactions are placed in 
the queue based on the security level of the transaction. A 
transaction is assigned a timestamp that is smaller than ali 
active transactions executing at lovver security levels. As 
a result, a high transaction's read operation does not inter-
fere vvith a low transaction's vvrite operation since the high 
transaction is considered as an older transaction though it 
arrives later than the low transaction. Although this re-
quires a trusted code for implementation, it ensures one-
copy serializability (the usual notion of correctness when 
multiple versions are maintained in the database) vvithout 
compromising security. Moreover, transactions are never 
subjected to starvation. Hovvever, high transactions are 
sometimes given stale versions of the low data. 

The protocol proposed by Jajodia and Atluri [8] assigns 
timestamps to transactions as in a conventional timestamp 
ordering protocol. According to this protocol, transactions 
are sometimes made to vvait for their commit. Whenever a 
high transaction reads low data, it is not allovved to com
mit until ali low transactions vvith smaller timestamps than 

that of itself commit. This is because a low level trans
action vvith a smaller timestamp can always invalidate the 
read operation of the high transaction by issuing a vvrite. 
In such an event, the high transaction is reexecuted. This 
protocol guarantees one-copy serializability, is secure, and 
free of starvation. In addition, it can be implemented vvith 
completely untrusted code. Restarting a transaction may 
have significant impact on performance, especially if they 
are not short lived. 

Researchers have proposed other solutions that compro-
mise correctness for ensuring security. Jajodia and Atluri 
[8] have proposed three increasingly stricter notions of cor
rectness for multiversion multilevel databases — level-wise 
serializability, one-item read serializability and painvise 
serializabiUty — that are vveaker than one-copy serializ-
ability. 

Bertino et al. [5] proposed a lock-based scheme for im-
plementing transactions in a multilevel secure file storage 
system. Assuming the availability of a trusted lock man-
ager and a trusted file manager, they implement a covert-
channel-free MLS system. The main contribution of their 
vvork is the introduction of a "signal lock" along vvith the 
usual read lock and vvrite lock in a 2PL scheme. They do 
assume a single version for each data item and use strict 
2PL for concurrency control for transactions at the same 
security level. A high-level transaction intending to read 
a lovv-level data item obtains a signal-lock on the item. If 
the item is already vvrite-locked by a lovv-level transaction, 
then the high-transaction has to vvait until the vvrite-lock is 
released. A lovv vvriter hovvever does not need to vvait when 
a data item is signal-locked by a high-level reader. In ad
dition, they provide language primitives by vvhich a high-
level transaction can roll-back to a prespecified step vvhen it 
receives a signal from the lovv-level indicating that the data 
item that it read has novv been vvritten. A transaction can 
then rollback to the state prior to the read statement. Simi-
lar strategy is also explained by Ray et al. in [13]. Both the 
approaches in [5,13] incur the same penalty in performance 
as that in [8]. 

Our vvork deviates from prior vvork significantly. The 
novel part of our vvork is that vve exploit the non-flat na-
ture of transactions by identifying the dependencies among 
various components of a transaction. In other vvords, vve 
redesign a transaction and model it as an advanced transac
tion model. As a result of this redesign, vve can minimize 
the number of restarts or even unnecessary rollbacks to a 
prior save-state. 

3 The Model 

In this section, vve present our extended transaction model, 
and revievv the multilevel security model. Since our ap
proach assumes multiple versions of data, vve revievv the 
multiversion serializability theory in Appendix A. 
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3.1 The Extended Transaction Model 

Driven by the needs of advanced application domains such 
as design, engineering, manufacturing and commerce, sev-
eral extended transaction models have been proposed [7]. 
Many of these models recognize the fact that the transac-
tions are not always flat. Some such extended models in-
clude nested transactions and workflow transactions. There 
has been an established model of nested transaction pro-
cessing [3]. The model describes a way to ensure the cor-
rectness under the scenario vvhere a transaction is split-
up into various subtransactions. Splitting of a transaction 
into subtransactions based on semantic Information is de-
scribed in [2,14]. Hence, a transaction can be subdivided 
into meaningful subtransactions with dependencies among 
them. In the following, we develop the necessary formal-
ism of the extended transaction model employed in this pa-
per. 

Let D be the set of ali data objects, and VO be the set 
of ali data operations. That is, P O = {r[a;],w;[a;]|a; S D], 
where r[x] and w[x] denote the read and write operations 
on X. Let Ti be a transaction. A transaction in its simplest 
form consists of a set of data operations (DO) and task 
primitives {begin, abort, commit} (PO). We use ri[x] and 
Wi[x] to denote the read and write operations issued by a 
transaction Tj on a data item x, bi, Oj and Cj to denote the 
begin, abort and commit primitives of Tj. Formally, 

Definition 1 A transaction Tj is a partial order with an or-
dering relation <j where 

1. Tj = DOi U POi vvhere DOi C VO and POi C 

2. Ci G Tj iff bi£TiAai^ Ti, and Oj £ Ti iff bi £ 
TiACi^ Ti; 

3. for any Oj € DOi, h <j Oj <i either Cj or Oj 
(whichever is in Tj); and 

4. if rj[a;],Wj[a;] £ Tj, then either ri[x] <j Wi[x] or 
•Wi[x] <i ri[x]. 

The above traditional definition of the transaction in-
cludes only the database operations. Hovvever, a transac
tion, in general, is a procedure, which may include assign-
ment statements that may involve computations, as vvell as 
conditional statements. Our intention precisely is to repre-
sent these formally into our extended transaction model. 

In this paper, we recognize two types of dependencies 
among subtransactions vvithin a transaction: data depen-
dency and value dependency. These tvvo dependencies, de-
fined belovv, are to capture these additional statements of 
the transaction. In addition, we recognize another type of 
dependency, which introduces a dependency betvveen tvvo 
different transactions. We use Tjj to represent the jih sub-
transactionof Tj. 

Definition 2 Assume Tj^ consists of an assignment state-
mentx = f{di,...dn), vvherex,d\,. ..dn € D, and / is 

a mapping. We say that Tj^ reads-from Ti j , if there exits a 
vvrite operation w[x] in Tj^ and a read operation r[y\ in Tjj 
such that J/ G {di,.. .d„}. 

Definition 3 We say that a data dependency Tjj 
exists, if Tik reads-from Tij. 

'-ik 

Definition 4 Let exp be an expression over the data items 
di,...dn G D. If Tjj comprises of a data operation 
o[x\ such that x G {di , . . .d„}, and a conditional state-
ment specifying that Tjfc has to be executed only if exp 
is true, then vve say that there exists a value dependency 

•*• ij ' -̂  ik • 

Exaniple 1 In the follovving, vve present an example of a 
real-vvorld database scenario vvhere the above tvvo depen
dencies exists. Consider a corporate database that contains 
several types of Information about its employees: social 
security number, name, address, rank, years of service, 
weekly pay (p), number of hours vvorked per vveek (h), 
number of overtime hours vvorked per vveek (o), hourIy 
rate (r), additional compensation (c), yearly bonus, etc. 
The Information such as weekly pay, hourly rate and ad
ditional compensation are considered sensitive, and are la-
beled high, vvhile the rest of the Information is classified 
low. 

Thus, L{h) = L{o) = low, and L(p) = L{c) = L{r) = 
high. 

At the end of each vveek, the number of hours vvorked by 
an employee as vvell as the weekly pay of each employee is 
computed. The weekly pay of each employee is computed 
as follovvs: 

Pay = ((number of regular hours + number of over
time hours)*hourIy rate) + c, if overtime hours > 20 
= ((number of regular hours + number of overtime 
hours)*hourly rate), othervvise. 

That is there vi'ill not be any additional compensation if 
an employee vvorks less than 20 overtime hours per vveek. 
Since /i and o are low data items, a low transaction (Ti) 
is initiated to update h and o. A high transaction (T2) is 
initiated to compute the vi'eekly pay. They are as follovvs: 

Ti = w[/i] w[o] 
T2 = r[h\ r[o] r[r\ 

r[c] \p=[{h + o)*r) + c] w[p], if o > 20 
\p = {h + o) *r\ w\p\, othervvise 

Based on the semantics of the transaction, the dependen
cies as shovvn in Figure 1 can be realized among the oper
ations vvithin a transaction. Note that there exist both data 
dependencies as vvell as value dependencies. 

The third type of dependencies that vve present belovv are 
specified betvveen either subtransactions of tvvo different 
transactions, or betvveen tvvo transactions. We assume that 
every (sub)transaction is associated vvith a set of transac
tion management primitives that move the (sub)transaction 
from one state to the other. 
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Figure 1: An extended transaction model for Ti and T2 

For each transaction and subtransaction, we assume the 
following set of primitives and states: 

transaction 

subtransaction 

primitives 
{begin, 
precommit, 
commit. 
abort} 
{begin} 

States 
{initial, 
done, 
commit, 
abort} 
{initial, 
done} 

Definition 5 A control-flow dependency Tij Sij ,Pkl 
Tki 

States that primitive pki of Tu is invoked only if Tij en-
ters State Sij. 

Although several types of control-flow dependencies 
may be defined based on the above states and primitives 
[6], in this paper, we use the follovving two. 

1. Ti bd 
»J Tki: This states that Tki "begins" only if Tij 

enters a "done" state. 

2. Ti -U- Tj-. This states that Tj "terminates" (either 
commit or abort) only if Tj "terminates." 

3.2 The Multilevel Security Model 
We assume the security structure to be a partially ordered 
set S of security levels with ordering relation <. A class 
Sj € 5 is said to be dominated by another class s j G 5 if 
Si ^ S j . 

Let D be the set of ali data objects. Each data object 
d € D is associated with a security level. Every transac
tion Ti is associated with a security level. We assume that 
there is a function L that maps ali data objects and tasks to 
security levels. That is, for every d & D, L{d) € 5, and for 
every transaction T, e W, L{Ti) € S. We require every 
transaction to obey the following two security properties — 
the simple security and the restricted •-property. 

1. A transaction Ti is allowed to read a data object d only 
ifLid)<LiTi) 

2. A transaction Ti is allowed to write to a data object d 
onlyifL(d) = L(Ti). 

In addition to these two restrictions, a secure system 
must prevent illegal Information flows via covert channels. 

4 Overview of the Extended 
Transaction Model Approach 

Our approach to achieving efficient execution of multilevel 
transactions relies on first recognizing the data dependen
cies among the various operations (sets of operations), and 
the non-flat nature of a transaction. 

As mentioned in section 1, the goal of our approach is 
to reduce the amount of reexecution of a transaction when 
restart becomes inevitable. In the following, we describe 
three cases where such optimizations are possible. In the 
first čase, a restart is necessary, however, the transaction 
need not have to be restarted in full. In the second čase, a 
particular data modification by a low security level trans
action does not necessitate any form of corrective action 
by a high security level transaction. In the third čase, a 
data modification may require some corrective action, but 
the compensatory action is pre-specified and can be effi-
ciently accomplished rather than restarting the transaction. 
Ali these three techniques can also be used in conventional 
transaction processing systems. However, we expect that 
using them in the secure transaction processing scenario 
will significantly enhance the performance. 

4.1 Exploiting the non-flat nature of a 
transaction 

Let us consider a transaction Ti with subtransactions and 
dependencies as shovvn in Figure 1. 

As can be seen from this example, the subtransaction Tn 
comprisesof r[x] whereli(a;) < L{Ti). SupposeTi reads 
X. But Ti may have to be reexecuted due to a conflicting 
operation by a lovver level transaction to ensure serializable 
execution. In such a scenario, not ali parts of the transac
tion need to be reexecuted. 

Our approach exploits the dependencies among sub
transactions so that only those subtransactions which are 
effected by the modified Iow data item are reexecuted. For 
example, in Figure 1, subtransactions Tu, T12, Tie, Tig 
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Figure 2: An example of partial reexecution 

and Tig are not required to be reexecuted for ensuring cor-
rectness since the change in the value of x does not affect 
those subtransactions. 

4.2 Exploiting the value dependencies 
among subtransactions 

Consider the scenario featured in Figure 2. Depending on 
the value of x, the transaction could follow either the exe-
cution sequence A (Tis, Tig) or the sequence B (T13, T14, 
T15). Now assume that the value of a; is 5 when the high 
level transaction begins its execution. Since the condition 
a; < 20 is satisfied, the transaction follovvs the sequence 
A. Now if the value of x was changed to 6 at a later point 
of tirne due to a lower security level transaction, the trans
action need not roU back since the condition a; < 20 stili 
holds. Therefore, by modeling this as a value dependency, 
one may evaluate the condition and thereby avoid com-
plete transaction reexecution. Only the necessary opera-
tions could be reexecuted when necessary. 

4.3 Employing compensating 
subtransactions 

Now consider the čase in Figure 3. In this čase, the value 
of X changes from 6 to 10, while the high-level transac
tion is executing. In a conventional scenario, this requires 
a transaction restart. However, the restart could be pre-
vented here by executing a compensating module.* We 
realize that devising a compensating action is much more 
difficult, and moreover, some subtransactions may not be 
compensatable. In this paper, we do not address this issue. 

5 Proposed Concurrency Control 
Algorithm 

In this section, we describe the concurrency control that we 
propose. It is described in terms of a scheduling algorithm 
(Algorithm 1) and a restructuring algorithm (Algorithm 2). 

Algorithm 1 [The Scheduler] 

1. There is a separate scheduler for each security level s. 

*Note that this compensatory action is different from that in recovery 
where only the correctness of the database is the issue and not the mini-
mization of transaction restarts. 

2. Whenever a new transaction T, arrives, the scheduler 
performs the follovving steps: 

(a) Assign a unique timestamp tsi^i). We assume 
that there is a shared hardware clock at system 
low which is used by each scheduler at level s to 
assign a unique timestamp ts{^i) to every trans
action Tj at its level. 

(b) Each transaction Tj declares its write- and read-
sets. The scheduler at level s maintains W (̂Tt) 
and i?(Ti). 

(c) If there exists a rj[a;] such that L (a;) = s' and 
s' < L{Ti), 

i. find every Tj such that L{Tj) — s', 
ts{Tj) < tsiTi) and,Wj[x] € W{Tj). Add 
dependencies Wj [x] —> Vi \x\ and Cj —> 
Ci. 

ii. Restructure Ti according to the restructur
ing algorithm (Algorithm 2). 

3. Each version Xj of a data item x has a read times
tamp rts{xj) and a write timestamp wts{xj) associ-
ated with it. We assume there is an initial transac
tion To that writes into the database with rts{xo) = 
wts{xo) = ts{To). 

4. When a transaction Ti wants to read a data item x and 
if L{Ti) = L{x), the scheduler selects a version Xk 
with the largest wts{xk) such that wts[xk) < ts{Ti), 
processes ri[a;t:], and modifies rts{xk) as rts{xk) = 
maximum{ts(Ti), rts{xk)}. 

5. When a transaction Ti wants to write a data item 
X, scheduler selects a version Xk with the largest 
wts{xk) such that uiis(a;jt) < ts{Ti). It rejects u;̂ [a;] 
if rts{xk) > ts{Ti); otherwise, it processes Wi[xi\ 
and modifies the timestamps of the new version Xi as 
rts{xi) = wts{xi) = ts{Ti). 

6. Suppose a transaction Tj wants to read a data item 
X. If L{Ti) > L{x), the scheduler at level -L(Tj) se
lects a version Xk with the largest wts{xk) such that 
wts{xk) < ts{Ti). Although the operation rj[a:jt] is 
processed, the read timestamp rts{xk) is not modified 
for security reasons. 

Algorithm 2 [The Restructuring Algorithm] 
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Figure 3: An example of value dependency approach 
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1. Add data and value dependencies (Definitions 3 and 
4) betvveen the operations of each transaction based 
on their semantics, as identified in definitions 3 and 4. 

2. If there exists a value dependency d^ : Oi[x] 

Oi[y], replace dk with the following: Oi[x] 

inc[counterk] counterk<2 
Oi[y]. 

exp 

exp 

T2: 
Ti : wi[h] 

r2[h] 
•wi[o] 

r z M 

The above r2 [0] is in fact due to the "bd" dependency, 
as shown in Figure 5. Therefore this is also correct. 

5.1 Discussion 

According to Step 2(c) of algorithm 1, the restructuring of 
a transaction is done only if a transaction reads from low. 
Othervvise, it is executed as a flat transaction. If it reads 
from lov/, the first step of algorithm 2 is to exploit the par-
tial order of operations vvithin the transaction and the data 
dependencies among them. In the second step of algorithm 
2, we add counters to make sure that the operations are re
done only if the condition has changed since the prior read. 
Let us consider various cases: 

1. Suppose the schedule (only with the necessary opera
tions) in the above example is 

T2 
Ti wi[h] 

r2[h] r2[o\ 
Wi[o] 

Then the r2 [0] operation is redone after vui [0] because 
of the "bd" dependency, as shown in Figure 5. There
fore this will result in a serializable schedule. 

2. Suppose the schedule is 

So by adding these two dependencies, it makes sure that 
the Nvrite of low precedes the read of high if it hasn't already 
occurred in that order. That is, only the out-of-order read 
operation is redone but not ali. This way, we are saving 
on the number of redones. The dotted arrows indicate the 
added dependencies betvveen transactions according to step 
2(c)(i) of algorithm 1. Moreover, according to step 1 of the 
restructuring algorithm, only parts of the transaction are to 
be redone, but not ali. 

Now the idea of the second step of the restructure al
gorithm is to provide further optimization. The objective 
is to exploit the nature of the value dependency to avoid 
the redoing certain parts of the transaction by examining 
the value. Por example, during the high transaction exe-
cution, the low value of "o" has changed. This does not 
have to necessarily trigger a redo. Consider the value read 
by r[o] is 10. Now it has changed to 15. This should not 
have any effect on the redoing part, and therefore, the w\p] 
operation (in Figure 6) does not have to redone. This is 
accomplished by incorporating counters in that path and 
incremented vvhenever transaction executes that part of the 
transaction. 
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Figure 5: Dependencies added between Ti and T2 as in step 1 of algorithm 1 
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Figure 6: Exploiting the value dependencies in T2 

5.2 Proof of Equivalence 
Definition 6 We say that a transaction T, is semantically 
equivalent to another transaction Tj, (i) if the set of data 
operations of both Tj and Tj are equal, and (ii) if the values 
read by each read operation in both Tj and Tj are the same, 
then the values written by each write operation in Ti and 
Tj are the same. 

Theorem 1 Let Tj be a transaction. Let Tj be the restruc-
tured transaction using algorithm 2. Then Tj is semanti-
cally equivalent to Tj. 

Proof: We prove this in two parts, related to the two steps 
of algorithm 2. 

First, we prove that Tj, generated after adding data de
pendencies, is semantically equivalent to Tj. By adding de
pendencies, neither new data operations are added nor the 
existing ones are deleted. Therefore, DOi = DO j . Hence, 
the first condition of definition 6 is trivially satisfied. If 
there is a reads — from relation between two subtransac-
tions, then there will be a data dependency. Since the data 
dependencies capture ali the reads — from relationships 
vvithin a transaction, if ali the read operations in Tj read the 
same values as the read operations in Tj, the write opera
tions in Tj will write the same values as those in Tj. Hence, 
the second condition of definition 6 is true. 

Second, we prove that the Tj generated by adding ad-
ditional dependencies and increment operations as in step 

2, is semantically equivalent to Tj. The addition of incre
ment operations does not change the original data opera
tions of T. Therefore, JD O j = DO j . Hence, condition 
1 of definition 6 is true. The effect of the replacement of 

Oi[x] —> Oi[y\ with Oi[xl —> m,c[counterk\ —> 
.Oi[y] is as follows: initially, before the execution of the 
transaction, the value of counterk is zero. When exp is 
true, then counterk will be incremented to 1. So theconr 
dition counterk < 2 is satisfied. Hence, Oi[y] is executed. 
However, if Oj[a;] is performed again, and if a; is again true, 
then counterk will be incremented to 2. In this čase, the 
condition counterk < 2 is not satisfied. Hence, Oi[y] is 
not executed. Since Thus, addition of these dependencies 
does not effect the operation 0i[y]. These additional depen
dencies simply avoid redoing of Oi[y] and its subsequent 
operations. In other words, the reads — from relations 
are kept in tact in Tj and do not get affected. Therefore, if 
the read operations in Tj read the same values as those in 
Tj, the write operations in Tj write the same as those in Tj. 
Hence the second condition of definition 6 is true. • 

5.3 Proof of Correctness 
Theorem 2 Let i ? be a multiversion history produced by 
algorithm 1. Then H is one-copy serializable. In fact, H is 
equivalent to a one-seria! history in which transactions are 
placed in a timestamp order. 
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Lemma 1 If there is an edge Ti -> Tj in MVSG{H) 
(multiversion serialization graph described in the ap-
pendix) such that L{Ti) < L{Tj), then ts{Ti) < tsiTj). 

Proof: If there is an edge Ti ->• Tj in MVSG{H) such 
that L{Ti) < L{Tj), it follows that there must exist a data 
item X such that L{x) = L{Tj) and rj[xi] € H. Form step 
7 of algorithm 1, it follovvs that wts{xi) < ts{Tj).. From 
step 4 of this algorithm, wts{xi) = fs(Tj). The above two 
expressions can be combined and thus, ts{Ti) < ts{Tj). D 

Lemma 2 If there is an edge T -^ Tj in MVSG{H) such 
that L{Ti) = L{Tj),thcnts{Ti) < ts(Tj). 

Proof: Since we are using multiversion timestamp algo
rithm, (refer theorem 5.5 in [4]) ali edges follow the times
tamp order. Therefore, if there is an edge Ti —> Tj such 
that L{Ti) = L{Tj), then tsiTi) < ts{Tj). O 

Lemma 3 If there is an edge Tj -> Tj in MVSG{H) such 
thatL(Ti) > L{Tj),th&nts{Ti) < ts{Tj). 

Proof: Let L{Tj) = s. If there is an edge T- -s- Tj in 
MVSG{H) such that L{Ti) > L{Tj), this edge implies 
that there must exist a data item x such that L{x) = s and 
ri[x„], Wj[xj] £ H with a;„ <^s Xj. Now, the following 
two cases must be considered. 
Čase 1: Suppose ts(Ti) < ts{Tj). This does not require 
any proof. 
Čase 2: Suppose ts{Ti) > ts{Tj). In such a čase, as per 
step 7 of algorithm I, Ti is redesigned. That is, there exist 
'''i[xn] < Wj[xj]. In this čase, when lî jfa:̂ ] is executed, the 
dependency Wj[x] —> ri[x] is triggered. Due to this trig-
gering, ri[x] is performed again. Since wts{xj) < ts{Ti), 
Ti reads the version vvritten by Tj. Therefore, T reads a 
version x„ of x such that either a;„ = Xj or a;„ ^ ^ Xj. 
Hence, Tj —> Tj disappears. Note that this is not same as 
the repeated reads because ali the operations that depend on 
Ti \x] are also redone. So the previous r, \x] and aH the sub-
transactions that follow ri[x\ are removed from H. Instead 
of Ti -^ Tj, we now have Tj -^ T. D 

Proof of Theorem 2: From lemmas 1, 2 and 3, it follows 
that ali edges in MVSG{H) follow the timestamp order. 
Therefore, there cannot be a cycle. Hence, from theorem 3, 
H is one-copy serializable. D 

6 The System Architecture and 
Implementation 

The proposed system can be implemented in several ways. 
Here, we describe one such implementation. The system 
architecture used for the implementation is shown in figure 
7. For the sake of simplicity, we use three hierarchical se-
curity levels. We assume that our system is implemented 
using the kernelized architecture. Thus, both the transac
tion manager (TM) and the scheduler are untrusted. (We 

assume the functionalities of algorithms 1 and 2 to be im
plemented in the TM and the scheduler.) The TM at any 
security level can view ali the transactions at levels domi-
nated by its level. When a new transaction is received by 
the appropriate level TM, it assigns the transaction a unique 
timestamp by reading from a clock at system low. We as
sume that the granularity of the clock is high enough so that 
the timestamps are unique among the transactions at aH the 
security levels. 

A TM, upon receiving a transaction, invokes its redesign 
module. This module first identifies the low-level reads, 
and their dependencies with write operations at its own 
level. It builds both the value and data dependencies among 
the operations, as per algorithm 2. We refer to this as the 
dependency graph for a transaction. At this stage, hovvever, 
there is no knovvledge of the actual low-level transactions 
that the high-level transaction under consideration may be 
in conflict with. 

The TM, now, sends low-level read requests to the sched
uler at its level. Since we assume a timestamp-based con-
currency control, each read request is associated with a 
timestamp of the transaction that originated it. Accord-
ingly, the scheduler selects the value of the latest version 
whose write timestamp is smaller than that of the transac
tion issuing the read request. Since we employ a kernel
ized architecture, these read requests are sent to the trusted 
OS to retrieve the data from the appropriate DB. In addi-
tion to the data, the request also reads the active transaction 
log maintained by the scheduler, and determines the active 
transactions and their timestamps that conflict with its own 
read. (An active transaction is one that has started but not 
yet terminated.) Thus, the low-level read request returns 
the data value, its timestamp, and a set (possibly empty) 
of active low-level transactions that conflict with the high-
level read. 

The high-level TM, after receiving the transaction sets 
from the low-level read operations, saves them for use at 
the time of transaction commit. Actuany, it is only con-
cerned with low-level transactions with timestamps smaller 
than the high-level transaction and with read-write con-
flicts. Let us call this set the active-transaction set (ATS). 

At the time of transaction commit, in order to enforce the 
termination dependencies (as shown in figure 5), the TM 
needs to determine the state of the transactions in the ATS. 
Accordingly, it sends "read-log" request to the low-level 
DBMS through the TCB. In return, it is presented with the 
current list of low-level active transactions. If none of the 
transactions in its ATS are stili active, then it proceeds with 
the next step of examining the dependency graph. Other-
wise, it waits and repeats the above two steps periodically. 
This is how the "bd" dependencies, as shown in figure 5 
between the subtransactions of two transactions are imple
mented. 

When aH transactions in the active-set have terminated, 
the high-level TM resends aH low-level read operations to 
the low-level scheduler. When the new values arereturned, 
it checks with the dependency graph to determine the op-
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Figure 7: The System Architecture 

erations that need to be reexecuted. The reread values are 
used for both data and value dependencies. 

In summary, our implementation ušes untrusted TMs and 
schedulers at each security level, logs maintained by the 
schedulers indicating the current active transactions and 
their read- and write-sets, and multiple versions of data 
items. 

7 Summary and Future Work 

In this paper, we described an extended model for multi-
level secure transaction processing. In a traditional MLS 
model, a high-level transaction is aborted and restarted 
whenever its low-level reads conflict with low-level trans
actions' vvrites. This is often a concern for high-level users 
in real systems. Here, we suggest a way to extend the rigid 
transaction model by using some of the workflow transac
tion redesign techniques. The proposed scheme ušes times-
tamping as a means of concurrency control. In addition, it 
employs multiversion data. It employs value and data de
pendencies to identify the relationship betvveen low-level 
read data and high-level writes within a transaction. This 
Information is then used at the time of transaction com-
mit. Depending on the conflicts during execution between 
a high-level transaction and lovv-level transactions, only 
some parts of a high-level transaction may need to be re-
executed. But what parts, if any, are to be reexecuted is 
determined by the data and value dependencies identified 
earlier and the actual conflicts and data values. We show 
the correctness of the proposed scheme by proving the se-
rializability of the resulting transaction histories. 

In the future, we plan to evaluate the performance of 
the proposed method in terms of the throughput offered at 
higher security levels as well as the response time. We also 

plan to measure the additional protocol overhead imposed 
by the proposed system, especially the cost of maintain-
ing additional versions of data, the list of active transac
tions, and the cost of active transaction enquiry and reread 
of low-level data. The costs and benefits will be com-
pared with those of a traditional scheme where a high-level 
transaction is simply aborted when its low-read operation 
conflicts with a low-level write operation. In addition, we 
plan to compare the performance of our scheme with other 
schemes [13,5] that have similar objectives. 
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A The Multiversion Serializability 
Theory 

We present the concepts of the multiversion serializability 
[4] in this section. We use the same notation as in [8]. In 
a multiversion system, each data item x has a sequence of 
versions. Whenever a transaction Ti writes a data item x, 
it creates a new version a;j. Each read operation issued by 
Ti is translated into a read operation on a specific version 
of that element. Formally, there is a translation function 
h such that h{'Wi[x\) = Wi[xi\ and h{ri[x]) = Ti[xj] for 
some J. 

Deflnition? Two operations Oi[xk] and 0j{xk\ conflict 
with each other if they operate on the same version Xk of a 
data item and at least one of them is a write. D 

Deflnition 8 Two transactions Tj and Tj conflict if they 
contain two conflicting operations Oi[x\ and 0j[x\, respec-
tively. D 

Deflnition 9 A multiversion (transaction) history H over 
T = {To,.. •, T„} is a partial order with ordering relation 
< where 

1. H = h{Ui-QTi) for some translation function h, 

2. For each Ti and ali operations Pi,qi G T, ifpi <i qi, 
then h{pi) < h{qi), and 

3. If h{rj[x]) = rj[xi], then ryi[a;i] < rj[a;t]. • 

Definition 10 A multiversion history H over T is serial 
if if is a totally ordered multiversion history such that for 
any pair of transactions Tj and Tj in T, either aH of Ti's 
operations precede ali oiTj's or vice versa. D 

Definition 11 Given a multiversion history H over T, we 
say the transaction Ti € T reacls-x-from the transaction 
Tj eT\fri[xj] eH.a 
Deflnition 12 A serial multiversion history H over T is 
one-copy serial if whenever T, reads-x-from Tj, either i = 
j or Tj is the last transaction preceding Tj that writes into 
any version of x. • 

Deflnition 13 A multiversion history H over T is one-
copy serializable if there exists a one-copy serial multiver
sion history H' over T such that H and H' are equivalent 
(i.e., both H and H' contain same operations). • 
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To test for one-copy serializability of a multiversion 
history, we will make use of a multiversion serialization 
graph, defined as follows. 

Definition 14 Given a multiversion history H over T and 
a data item x, a version order for a; is a total order for ali 
versions of x in H. We denote the version order by 4C and 
write Xi <žC Xj if the version Xi precedes Xj in the version 
order. D 

Definition 15 Suppose that if is a multiversion history 
over T and that there is some version order <§; for each item 
X. A multiversion serialization graph MVSG{H) for a 
multiversion history H over T is a directed graph such that 

- Nodes ofMVSG{H) are transactions in T. 

- There is a (directed) edge Ti -> Tj,i ^ j , in 
MVSG{H) vvhenever rj[a:i] e H. 

- MVSG{H) also contains version order edges: For 
each rk[xj] and ^^[a;,] in H, there is an edge Tj —>• Tj 
if Xi ^ XJ; othervvise, there is an edge T/t —̂  Tj. • 

TheoremS [4] Let H bs a multiversion history over 
T. If H has an acyclic multiversion serialization graph 
MVSG{H) (with respect to some version order <C for 
each x), then H is one-copy serializable. D 
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to this, code can be appended to objects in the form of a 
Trusted Extension (TE). This module is a form of a portable 
security policy specific to the object it is embedded in. In 
order for the TE of an object to function correctly, a Trusted 
Local Extension (TLE) is included at each site in the feder-
ated database, it provides any support required by the TE. 

C MSPO Architecture 
We define an MSPO as an SPO that has been transferred 
into a mobile environment and subsequently removed from 
the federated database. Before an SPO can be made mobile, 
the site requesting the transfer must be authorised to do so 
by the TLE of the site where the SPO originated from. The 
TLE of the original site will receive a request to make the 
SPO mobile. The request is much like that of a normal 
transfer request, in that an SPO is being moved from site A 
to site C. It differs only in that site C belongs to its parent 
site B, and site C will eventually disconnect itself from its 
parent site and therefore from the federated database. Site 
C is therefore a mobile site within the member site B. 

C.l Mobile Sites 
Olivier [5] proposes a model for mobiles nodes (sites) in 
a federated database. This model has each site hosting a 
mobile site that implements a modified TCC, referred to as 
an HTCC (Host TCC). Each mobile site then implements a 
Mobile Trusted Core, which essentially mirrors the HTCC. 
SPOs moved from a federated site to a mobile site are mod
ified prior to their relocation. In being modified, the object 
will not include any methods or variables that the mobile 
site will not be authorised to use. This implies that once an 
SPO has been relocated to the mobile site, no authorisation 
will be necessary to use it. 

We propose an alternative approach to the mobile archi
tecture; we assume that an SPO will not be used at ali if it 
is not accessed through the TCC. One can argue that mod-
ifying an SPO does not necessarily address the problem of 
security in our model, since although an SPO will be secure 
once modified and copied to a mobile site. This is not the 
čase when relocating an SPO to a normal site in the feder
ated database, since SPOs relocated to these sites will not 
be modified. 

A mobile site in our proposed model is much like that 
of a site which is a member of a federated database. The 
mobile site is slightly different in that it is a child site to a 
parent site which in turn is an official member site of the 
federated database. Some degree of authentication must 
exist betvveen the mobile child site and its parent site, thus 
minimising the risk of an intruder masquerading as the mo
bile child site. 

A mobile site must implement and trust the TCC, there
fore as is the čase vvith member sites of the federated 
database, a mobile site can only use an SPO through the 
TCC. This level of trust is essential. An SPO can not be 
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< 

—/'Mobile Site Č\ 
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Figure 1: The mobile site model 

moved to a site where the TCC is not trusted or is not im-
plemented completely. In our proposed model, a mobile 
site can only have one parent site and can only connect to 
the federated database via this parent site. Figure 1 illus-
trates the mobile site architecture. 

C.2 Relocation 
Relocating an SPO to a mobile site is similar to the transfer 
process of an SPO. Since a mobile site is not a complete 
member of the federated database, it will have its parent 
site make the request on it's behalf. As is the čase with 
transfer requests of an SPO in a federated database, the re-
quest to move an SPO to a mobile site must be authorised. 
When moving an SPO to a mobile site, authorisation must 
be gained from the SPO's originating site. 

A request to move an SPO from site A to site C, assum-
ing site C is a mobile site belonging to site B, would have 
the TCC include this Information in its request to the TLE 
of the SPO's home site. Upon authorisation, the TLE will 
then perform several tasks which are essential to maintain-
ing the integrity of the soon to be MSPO: 

- Keep record that the SPO has been moved to the mo
bile site C, a child site of the member site B. 

- Create a duplicate of the SPO and save it locally. 

- Create and store hashes of ali the values in the SPO 
that require authorisation to be modified. 

- Create and store a hash of the entire SPO. 

If the mobile site that an SPO has been relocated to is 
stili active, in that it has not yet been disconnected from 
the federated database, the SPO can stili be used normally, 
since the TCC of the mobile site is similar to a TCC of a 
participating site in the federated database. 

C.3 Removal from the federated database 
The fact that a site is mobile means that it will eventually 
become unavailable, in that it will disconnect itself from 
the federated database. Before a mobile site can discon
nect from the federated database (its parent site), it must 
request authorisation from its parent site. If an MSPO that 
the mobile site is hosting is currently in use, the request 
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to disconnect the site will be denied. Once the request has 
been authorised, the mobile site is then free to disconnect. 
The parent site will then inform the originating sites of the 
MSPOs hosted by the mobile site that the MSPOs have 
been disconneeted from the federated database. 

Having been disconneeted from the database, an SPO 
is no longer available for modification in the federated 
database until it has been reintroduced into the system. 
Hovvever, if necessary, it is possible for sites to retrieve 
data from the duplicated SPOs as long as the sites retrieving 
the data understand that the SPOs are currently active else-
where, hence, the data may not be valid. We do not anal-
yse the concurrency issues involved when an SPO becomes 
mobile and is disconneeted from the federated database; 
this is not within the scope of this paper and will be cov-
ered in future research. 

Upon disconnection of a mobile site from the federated 
database, a timer on the parent site will be associated vvith 
the length of tirne of that the mobile site has been discon
neeted. If the timer exceeds a predefined threshold, the mo
bile site and the MSPOs it was hosting will be considered 
lost and the duplicate SPOs will be introduced into the fed
erated database from the SPOs respective original sites. 

This rollback policy will ensure that any MSPO that has 
been lost while disconneeted from the federated database 
will be reintroduced into the database in its most recent 
consistent state. 

Since a mobile site may disconnect vvithout prior warn-
ing, and therefore without authorisation, a site hosting the 
mobile site must be able to handle such situations effec-
tively. The primary reason for a mobile site to obtain autho
risation before disconnecting is to accommodate any trans-
actions that may be running on any of the MSPOs it is cur-
rently hosting. The worst čase scenario in such a situation 
may be that a transaction does not run to completion. This 
transaction vvould have to be aborted, the parent site would 
then begin the process of handling the mobile site discon
nection, as described earlier. 

D Maintaining Integrity of an 
MSPO 

The proposed MSPO architecture of the previous section 
gives us a framework in which to now examine and discuss 
methods as to how the integrity of an MSPO can be main-
tained. We believe that there are three major issues, that 
when addressed and implemented in a proper manner, will 
ensure integrity vvithin the MSPO architecture. The issues 
we have identified are the following: 

- The proper management of transactions in a mobile 
environment that require authorisation. 

- An orderly and secure manner in which to update 
MSPOs. 

- A process of re-entry for an MSPO into the federated 
database. 

We begin this discussion by looking at general function-
ality of an MSPO and move onto an analysis of how trans
actions which require authorisation are dealt with whilst the 
mobile site is disconneeted. We will then discuss how an 
MSPO can be updated and examine the process involved 
when an MSPO is to re-enter the federated database. 

D.l MSPO functionality outside of the 
federated database 

Since the site an MSPO is hosted on is mobile, upon dis
connection the TCC associated with that site may have no 
means of making contact vvith any other sites of the feder
ated database. This has an impact particularly on transac
tions which require some kind of interaction vvith the TLE 
of an MSPO's originating site. Since the TCC may have 
no way of establishing contact vvith any member sites of 
the federated database, transactions vvhich require authori
sation or some kind of interaction vvith the MSPO's origi
nating site may be denied execution by the TCC. 

In light of this problem, before a transaction vvill be al-
lowed to execute vvithin a mobile site, the TCC vvill first 
analyse the nature of the transaction. From this, the TCC 
vvill determine vvhat (if any) authorisation requirements 
there are for the transaction and vvhether or not the autho
risation may be attained. 

It could be the čase that a mobile site may be able to es-
tablish contact vvith its parent site via a cellular link or re-
mote netvvork, thereby allovving the TCC to communicate 
vvith other sites of the federated database and attain proper 
authorisation for transactions. On the other hand, it may be 
the čase that the mobile site may not be able to establish 
contact vvith its parent site, any transactions requiring au
thorisation vvill therefore be denied permission to execute. 

Figure 2 illustrates the flovv of operations as a transaction 
vvhich requires authorisation from a site on the federated 
database attempts to execute. 

Since an MSPO can only be used vvithin the framevvork 
of a trusted TCC on a mobile site, and since transactions 
vvhich require authorisation vvill only be executed provided 
that the TCC of the mobile site can establish contact vvith 
its parent site, we can be assured that the integrity of the 
MSPO vvill not be maliciously compromised vvhilst it is 
disconneeted from the federated database. 

The integrity of each MSPO is stili subject to several 
forms of compromise the likes of errors, viruses or fail-
ures in the system, see [2]. Section D.4 discusses hovv such 
compromises are detected and vvhat action is taken upon 
detection. 

D.2 Executing transactions vvhich require 
authorisation 

If the TCC of a mobile site is able to establish contact vvith 
its parent site, it can begin the process of obtaining authori
sation for the transaction to be executed vvithin the mobile 
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Figure 2: An illustration of the steps taken by a mobile site to establish a connection for a transaction requiring authorisa-
tion. 

site on an MSPO. Having obtained authorisation the trans
action will execute and run to completion. Upon comple-
tion of the transaction, steps similar to those performed on 
an SPO will be taken in order to maintain the integrity of 
the MSPO: A duplicate of the MSPO will be made and sent 
to its originating site vvhere a hash of the MSPO as well of 
each value that requires authorisation to be modified will 
be created and stored. 

As an example of executing transactions on mobile sites 
which require authorisation, consider a car salesman vvho 
has moved an SPO of type Car onto his laptop. He is cur-
rently at a client's premises and the client has requested de-
tails on the lifetime of the gear box. The salesman queries 
the gear box lifetime property of the Car MSPO and is sub-
sequently requested to connect to the federated database. 
The gear box lifetime property is a property which re-
quires authorisation in order to be read. The TCC on the 
salesman's laptop observed the nature of the salesman's 
query and identified the need for authorisation, hence, the 
salesman has been prompted to connect to the federated 
database. 

Should the salesman not connect to the database, the 
TCC will be unable to obtain authorisation and the query 
to view the gear box lifetime property will be denied. If the 
salesman does connect the laptop to the federated database, 
he may be prompted for a username and passvvord, upon 
successful authorisation the TCC will grant permission to 
run the query and hence view the gear box lifetime prop-
erty. 

We have so far assumed that should a mobile site be un
able to establish a connection to its parent site, any transac
tions that require authorisation will simply be denied per
mission to execute and subsequently deleted. In the fol-
lowing section we propose an alternative to handling trans
actions so as to acommodate the execution of transactions 

which require authorisation even though the mobile site 
may not be able to connect to the federated database. 

D.3 An alternative to executing transactions 
which require authorisation 

There are several problems in allovving an MSPO to be 
updated vvhilst disconnected from the federated database. 
We are concerned with the problem of integrity. Since an 
MSPO is not connected to the federated database, how can 
we be certain that an MSPO which has been updated whilst 
disconnected from the federated database has undergone a 
series of authorised modifications? One could argue that 
we can be sure the MSPO has maintained its integrity since 
it will only be used via the TCC. 

Within the framevvork we have proposed so far, this is 
indeed the čase, but usage of an MSPO limited. There will 
be properties of an MSPO which require authorisation in 
order to be modified. Since the MSPO is on a mobile site, 
connecting to the federated database to obtain authorisa
tion may not always be feasible. Does this mean that one 
is denied the ability to update an MSPO property which 
requires authorisation, unless the mobile site can establish 
contact with the federated database? This is indeed the čase 
if we are to be certain that integrity will be maintained. 

An alternative to this approach may be to make use of 
a slightly modified TCC on the mobile site. Modifications 
can be made to the way a TCC handles transactions in gen
eral. The TCC could allow transactions vvhich require au
thorisation to simply be executed, whilst maintaining a log 
of ali the activities of each transaction. Upon re-entry into 
the federated database (discussed in the follovving section), 
the transaction log for the MSPO would be analysed and 
executed on the duplicate copy made of the MSPO before 
becoming mobile. If unauthorised modifications are iden-
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tified, these transactions can siniply be ignored. The du-
pUcate copy of the MSPO, having undergone aH the au
thorised transactions of the transaction log would then be 
permitted to re-enter the federated database. Figure 3 il-
lustrates the proposed alternative to handling unauthorised 
transactions. 

This approach to dealing with authorised transactions 
opens areas of future research regarding prioritising SPOs 
or SPO classification. If we once again consider a salesman 
who has moved a Car SPO to his laptop. The salesman vis-
its a client who is going to purchase a car based on the re
tail value of the car. The salesman does not have access to 
modify the retail priče property of the Car MSPO but since 
his mobile site is using the approach described above, he 
is able to reduce the cost of the car considerably. He visits 
the client and the client is so impressed with the car's retail 
priče that he decides to purchase the car. 

The salesman now updates the Car MSPO as being sold. 
Usage of the MSPO in this manner is authorised. The sales
man returns from the client and the laptop is reconnected 
to the federated database. Upon parsing the transaction log, 
the TCC handles the two transactions above in the follow-
ing manner: 

- Salesman reduces Car.retailjrice by 10,000: Unau
thorised Transaction - NOT EXECUTED 

Salesman sells Car. Authorised Transaction 
CUTED 

EXE-

Although the retail priče of the car was not reduced, the 
šale is stili made since it was an authorised transaction. The 
implications of this kind of transaction management are ob-
vious. Future research could therefore entail classifying 
SPOs into categories which are too sensitive to be relocated 
onto sites that employ this type of transaction management. 

D.4 Re-entry into the federated database 
Before an MSPO can be allovi'ed back into the federated 
database, one has to be certain it is an MSPO which has 
undergone a series of authorised transactions and has, es-
sentially, maintained its integrity. 

Assuming the tirne that the mobile site has been discon-
nected has not exceeded the maximum tirne that it is al-
ldwed to be disconnected, each MSPO that is hosted by the 
mobile site will in turn undergo a re-entry process vvhich 
will determine whether or not the MSPO will be allowed to 
re-enter the federated database. 

The primary goal of the re-entry process is to ensure that 
the MSPO being re-introduced into the database has not 
had its integrity compromised and at the very least, is the 
MSPO that it claims to be. As the mobile site reconnects 
to its parent site, the MSPO will be moved from the mobile 
site to its originating site. The Unique Identifier (UI) of 
the SPO will then be extracted and a hash made of aH the 
values that require authorisation in order to me modified. 
The UI and the hash will then be compared to the duplicate 

UI and hash stored at the SPO's originating site before the 
SPO became mobile or after any authorised modifications 
made whilst the MSPO was mobile. If they are alike, the 
SPO will then undergo the second and final phase of the 
re-entry process. 

Should the SPO fail the first phase of the re-entry pro
cess, the SPO will be denied re-entry into the database. 
Having failed the first phase, one can with certainty deduce 
that the integrity of the SPO has indeed been compromised. 
The SPO will be deleted and the duplicate copy made at its 
originating site will be used to re-introduce the SPO into 
the federated database, in its last uncompromised state. 

The second phase of re-entry has the SPO undergo an or
der of operations vvhich vvill ensure that any valid changes 
made to the SPO whilst mobile will now be saved and the 
SPO will be declared as being in a valid, uncompromised 
state. The new duplicate copy and hashes vvill simply re-
place the previous duplicate copy and hashes stored on the 
SPO's originating site. 

E Conclusion 
In this paper we have introduced the concept of Mobile 
Self Protecting Objects and have proposed an architecture 
within which it can be implemented. We have discussed 
how MSPOs can be used on mobile sites and how transac
tions requiring authorisation can be handled with the ulti
mate goal of ensuring that the integrity of the MSPO vvill 
always be maintained. 

We have assumed throughout this paper that mobile sites 
vvill implement and trust the TCC. In doing so, we can be 
certain that the integrity of an MSPO vvill be maintained 
regardless of malicious intent or error. 
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In current electronic commerce systems, customers have an on-line interaction with merchants via a 
browser on their personal computer. AIso payment is done electronically via the Internet, mostly with 
a credit card. In parallel to this, e-services via wireless-only systems are emerging. This paper identiHes 
security and functionality vveaknesses in botli of these current approaches. The paper discusses why and 
hov/ general-purpose mobile devices could be used as an extension to PC based systems, to provide more 
security and functionality. General-purpose mobile devices are shown to be an alternative to costly special-
purpose hardware. This combined approach has in many cases more interesting properties than wben using 
mobile devices only. As an example ofthe combined approach, a GSM based electronic payment system 
is proposed and investigated. The system enables users to order goods through the World Wide Web and 
pay by using their mobile phone. 

A Introduction 

In current electronic commerce systems, customers have 
an on-line interaction with merchants via a browser on their 
personal computer. Also payment is done electronically via 
the Internet, mostly by sending a credit card number to the 
merchant. This basic system is in widespread use today, 
and most people are familiar with buying books and mu-
sic, booking flights, ordering PCs, etc. There are hovvever 
some important security problems. For example, credit 
card numbers are often stolen by hackers from merchants' 
computers, orders and confirmations are usually not digi-
tally signed and can be repudiated afterwards. In parallel to 
the fixed PC based systems, e-services are also emerging in 
the wireless world. Current mobile devices have however 
rather limited functionality, and in many applications, they 
are not suited to be used on their own. 

This paper suggests a combined approach in which mo
bile devices are used as an extension to the World Wide 
Web environment. The paper starts with a description of 
the security properties of the World Wide Web in Sect. 
2, and the security features in some wireless systems, i.e., 
GSM and WAP, in Sect. 3. Section 4 discusses security and 
functionality weaknesses in both worlds, and suggests a 
combined approach. An example of this approach is given 
in Sect. 5: a GSM based electronic payment system for the 
WWW is proposed and investigated. Further analysis of 
this system is presented in Sect. 6. 

B World Wide Web security 

There are many security issues related to the WWW. 
Within the scope of this paper, we will only discuss the 
Communications security aspect, both at the netvvork and 
the application level, and the payment security aspect. 

B.l Communications security 

The communication between a web browser and a web 
server is secured by the SSL/TLS protocol. Historically, 
Secure Sockets Layer (SSL) was an initiative of Netscape 
Communications. SSL 2.0 contains a number of security 
flaws which are solved in SSL 3.0. SSL 3.0 was adopted by 
the lETF Transport Layer Security (TLS) working group, 
which made some small improvements and published the 
TLS 1.0 [9] standard. "SSL/TLS" is used in this paper, as 
"SSL" is an acronym everyone is quite familiar with; how-
ever, the use of TLS in applications is certainly preferred to 
the use of the SSL protocois. 

Within the protocol stack, SSL/TLS is situated under-
neath the application layer. It can in principle be used to 
secure the communication of any application, and not only 
betvveen a web browser and server. SSL/TLS provides 
entity authentication, data authentication, and data confi-
dentiality. In short, SSL/TLS vvorks as follows: public-
key cryptography is used to authenticate the participating 
entities, and to establish cryptographic keys; symmetric 
key cryptography is used for encrypting the communica
tion and adding Message Authentication Codes (MACs), 
to provide data confidentiality and data authentication re-
spectively. Thus, SSL/TLS depends on a Public Key In-

http://www.esat.kuleuven.ac.be/cosic/
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frastructure. Participating entities (usually only the server) 
should have a public/private key pair and a certificate. Root 
certificates (the certification authorities' certificates that are 
needed to verify the entities' certificates) should be se-
curely distributed in advance (e.g., they are shipped with 
the brovvsers). Private keys should be properly protected. 
Note that these two elements, i.e., distribution of root cer
tificates in browsers and the protection of private keys, is 
actually one of the weak and exploited points with respect 
to WWW security (see 4.1). 

More detailed information on SSL/TLS, the security 
flaws in SSL 2.0, and the differences between SSL 3.0 and 
TLS 1.0, can be found in Rescorla [30]. 

B.2 Application security 
SSL/TLS only protects data while it is in transit. More
over, exchanged messages are not digitally signed. There-
fore it does not provide non-repudiation. Both customers 
and merchants can always deny later on having sent or re-
ceived requests or confirmations from each other. 

In addition to SSL/TLS, critičal messages should thus 
be digitally signed before they are sent through the secure 
channel. The concept of digitally signing messages is not 
really integrated yet in today's web browsers. Netscape 
though allows the content of forms to be digitally signed 
using the Javascript s i g n T e x t () function. XML will 
be more and more used on the WWW to represent con
tent instead of the basic HTML. In the future, browsers are 
therefore expected to implement Signed XML [11], which 
specifies how XML documents should be digitally signed. 

Note that an alternative protocol to secure the commu-
nication on the WWW has been proposed in the past: S-
HTTP [31]. This protocol is situated at the application 
layer, and is specifically intended for HTTP. It secures 
HTTP messages in a very similar way to the protocols for 
secure email, and provides non-repudiation. SSL/TLS has 
however become the de-facto standard on the web, and S-
HTTP was not a success. 

B.3 Payment security 
Although numerous different electronic payment systems 
have been proposed that can be or are used on the WWW, 
including micro-payment systems and cash-like systems, 
most transactions on the web are paid using credit cards. 
Mostly, customers just have to send their credit card num-
ber to the merchant's web server. This is normally done 
'securely' over SSL/TLS, but some serious problems can 
stili be identified. Users have to disclose their credit card 
number to each merchant. This is quite contradictory to 
the fact that the credit card number is actually the secret on 
which the whole payment system is based (note that there 
is no electronic equivalent of the additional security mech-
anisms present in real vvorld credit card transactions, such 
as face-to-face interaction, physical cards and handwritten 
signatures). Even if the merchant is trusted and honest this 

is risky, as one can obtain huge lists of credit card numbers 
by hacking into (trustworthy, but less protected) merchants' 
web servers. Moreover, it is possible to generate fake but 
valid credit card numbers, which is of great concern for the 
on-line merchants. Thus, merchants bear risk in card-not-
present transactions. 

Secure Electronic Transaction, SET [33], is a more ad-
vanced standard for credit card based payments. One of 
its core features is that merchants only see encrypted credit 
card numbers, which can only be decrypted by the issuers. 
Moreover, the number is cryptographically bound to the 
transaction by a digital signature. This system is conceptu-
ally much better, but until now it has not become popular 
due to its complexity. 

Recendy, Visa published the specifications of its 3-D Se
cure Authenticated Payment Program [37]. This system is 
mainly based on SSL/TLS. Its purpose is to authenticate 
cardholders in order to reduce the number of disputed on-
line transactions. 

American Express offers a 'one-time credit card' solu-
tion [1] with which customers can protect their privacy, but 
which also solves some of the above mentioned problems. 
Alternatively, severa! similar systems exist (e.g., Internet-
Cash [18]) in which customers can obtain some pre-paid 
value identified and protected with a number and PIN, and 
use it on-line in cooperation with a central server. Finally, 
real-life electronic payment means (e.g., Proton [29] and 
debit cards) are also starting to be deployed on the WWW 
(e.g., [2]). 

C Wireless security 
GSM and WAP are currently probably the two most popu
lar and widely used wireless technologies. They are briefly 
presented in the following paragraphs. Thereafter, some 
other systems and initiatives in the wireless world are dis-
cussed. 

C.1 GSM 
GSM, Global System for Mobile Communications, is the 
currently very popular digital cellular telecommunications 
system specified by the European Telecommunications 
Standards Institute (ETSI). In short, GSM intends to pro
vide three security services [36]: temporary identities, for 
the confidentiality of the user identity; entity authentica-
tion, that is, to verify the identity of the user; and encryp-
tion, for the confidentiality of user-related data (note that 
data can be contained in a traffic channel, e.g., voice, or 
signaling channel, e.g., SMS messages). 

The Subscriber Identity Module (SIM) is a security de
vice, a smart card which contains ali the necessary infor
mation and aigorithms to authenticate the subscriber to the 
network. It is a removable module and may be used in 
any mobile equipment [36]. Note that the encryption ai
gorithms are integrated into the mobile equipment as ded-
icated hardvvare. GSM does not use public-key cryptog-
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raphy. Symmetric keys are derived from user related data 
using an algorithm under the control of a master key. 

The electronic payment system described in the example 
later in this paper, requires the SIM to contain a smail pay-
ment application, based on the SIM Application Toolkit. 
The SIM Application Toolkit [14] provides mechanisms 
which allow applications, existing in the SIM, to interact 
and operate with any compliant mobile equipment. These 
mechanisms include displaying text from the SIM to the 
mobile phone, sending and receiving SMS messages, and 
initiating a dialogue with the user. In addition to the GSM 
security mechanisms, special SIM Application Toolkit se-
curity features have been defined [12, 13]. The security re-
quirements that have been considered are: (entity) authen
tication, message integrity, replay detection and sequence 
integrity, proof of receipt and proof of execution, message 
confidentiality, and indication of the security mechanisms 
used. According to the standard, digital signatures can be 
used to implement some of these requirements. 

Note that the same distinction between Communications 
security and application security as made in the WWW se-
curity context, can be made here: standard GSM security 
at the Communications level, and SIM Application Toolkit 
security at the application level. 

C.2 WAP 
The Wireless Application Protocol (WAP) is a protocol 
stack for wireless communication networks. WAP is bearer 
independent; the most common bearer is currently GSM. 

Similar to SSL/TLS for the Internet, WTLS [44] is 
WAP's Communications security solution. It also relies 
on a Public Key Infrastructure [40, 39]. The main dif-
ferences are that WTLS supports by default algorithms 
based on elliptic-curve cryptography, is adapted for data-
gram communication (instead of connection), and supports 
its ovvn certificate format, besides X.509v3, optimized for 
size. TLS was as such modified to make it more suitable in 
an environment where there are bandvvidth, memory, and 
processing limitations. 

At the application Iayer, WAP provides digital signature 
functionality through the WMLScript Crypto Library [45], 
which is similar to Netscape's Javascript signing. Compa-
rable to the GSM's SIM, WAP devices will use a Wireless 
Identity Module (WIM) [43] which can contain the neces-
sary private and public keys to perform digital signatures 
and certificate verification respectively. 

C.3 Other systems and inititiatives 
GSM is a second-generation system (2G). UMTS, Univer-
sal Mobile Telecommunications System [35], is part of a 
global family of third-generation (3G) mobile Communica
tions systems. These systems provide high-capacity and 
more secure [38] communication. A competitor of WAP 
is NTT DoCoMo's i-mode [27]. Bluetooth [5] is a wire-
less protocol for communication betvveen devices that are 

in close proximity. The Internet itself is also expanding to 
the vvireless world. The lETF is currently defining stan-
dards for Mobile IP [17], and is vvorking on extensions (in-
cluding vvireless) for TLS [4]. 

The Mobile Electronic Signature Consortium has de
fined mSign [24], which should provide a standardized 
interface betvveen Primary Service Providers (e.g., mer-
chants) and Mobile Operators. It allows Primary Service 
Providers to request signatures from end-users through the 
Mobile Operators. The Mobile electronic Transactions ini-
tiative - MeT [25] - intends to establish a consistent and 
coherent framevvork for secure mobile transactions, based 
on existing standards and specifications; where needed, 
new functionality will be submitted to relevant standard-
ization and specification organizations. There are numer-
ous other fora concerned with mobile secure payments, see 
[7] for a description and comparison of these. 

D Combining WWW and wireless 
Both the World Wide Web and the wireless world on their 
own have security and/or functionality problems. These 
shortcomings are explained in the following paragraphs. 
An approach in which the two worlds and their advantages 
are combined, is then motivated. 

D.l WWW: problems 
It is very common that only web servers have certificates 
with which they are authenticated. In čase user authentica
tion is needed, it is almost never done via SSL/TLS client 
authentication. Users are often authenticated via their IP 
address, which is vulnerable to IP spoofing [3], which cer-
tainly does not provide mobility, and which is just not us
ahle in an open system. Fixed passwords are frequently 
used, which provide mobility, but which are vulnerable to 
guessing, dictionary attacks and social engineering [26]. 
Passwords that are only used once [21] are not frequently 
used. They would be more secure, but certainly less conve-
nient. 

Root certificates are needed when verifying a web server 
certificate. It is very important that a user has an authen-
tic copy of these certificates. This is more or less ensured 
by shipping them together with the browsers. It is hovvever 
easy to add more or even replace root certificates. More-
over, the browser trust model causes a server certificate to 
be trusted if it is successfully verified by any of the root 
certificates (since there is usually no central policy man-
agement, this might easily include an attacker's root cer
tificate). Finally, brovvsers generally also do not yet check 
by default if a certificate has been revoked. 

Users must recognize when they have a secure session 
with a web server. Hovvever, in today's browsers, there are 
only some limited visual indications (e.g., closed lock), and 
an unexperienced user is easily fooled by a spoofed web 
site as demonstrated by Felten et al. [15] and more recently 
by Yuane/a/. [46]. 
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If the user has a public/private key pair - for SSL/TLS 
client authentication, for SET, or for digitally signing doc-
uments - the private key will mostly reside on the hard disk 
of the machine. Even if it is protected by a pass phrase, it 
is stili very vulnerable, for example due to Trojan horses. 
Users with such a softvvare token are also hardly mobile. 
Smart cards are a solution, but for particular applications, 
they might be inconvenient. Moreover, smart card readers 
are currently not installed on each machine. Other special-
purpose hardvvare, such as a Digipass [10], as sometimes 
used in e-banking, might be too costly for small applica
tions, i.e., the investment for the customers and/or mer-
chants would just be too high compared to the expected 
benefits. 

Current end-user computing systems tend to offer more 
functionality at the cost of security. This is actually the rea-
son why for example root certificates and private keys are 
so vulnerable on current end-user machines. Specifically, 
there is currently a lack of secure operating systems [22] 
and trusted components [34]. Today's PC and browser of
fer advanced functionality, but are (therefore) an insecure 
environment. 

D.2 Wireless: problems 
While the security problems on the WWW are currently 
more related to the secure management of the end-points, 
the security problems in some wireless systems are stili 
with the protocols and algorithms themselves. For exam-
ple, algorithms used by many GSM providers have been 
broken and 'over-the-air cloning' and real-time eavesdrop-
ping have been shown (at least in theory) to be feasible 
[32]. Security problems have been discovered in other mo
bile systems too [6, 19]. Most of these problems are due to 
non-public design of the algorithms and protocols, leakage 
and/or publication of the details to the general public after-
wards, and discovery of flaws by the cryptographic com-
munity. 

More conceptually, both GSM and WAP do not offer 
end-to-end security. GSM security only applies on the 
wireless link, i.e., from mobile phone to base station, but 
not from mobile phone to mobile phone. The fixed net-
work is considered to be secure (more precisely, GSM in-
tends to offer the same security level as the fixed network). 
In the WAP architecture, WAP devices communicate with 
vveb servers through a WAP gateway. WTLS is only used 
betvveen the device and the gateway, while SSL/TLS can be 
used between the gateway and the server. From a security 
point of view, this means that the gateway should be con
sidered as a person-in-the-middle. Note that WAP is now 
evolving into end-to-end security [42,41]. 

Security seems to evolve in the good direction though. 
From a usability point of view on the other hand, mobile 
devices have stili a rather limited functionality. They are 
not performant, and have often a quite poor human-device 
interface. Although mobile devices are getting more ad
vanced, they will always be outsmarted by desktop PCs. 

Note that the complexity of the PC (e.g., multi-user oper
ating system, data with executable content,...) is the main 
reason why securing the end-points of the communication 
is such a difficult task, and remains an important problem 
on the WWW. As long as mobile devices stay quite simple 
and do not provide too much functionality, their security as 
an end-point will be more easy to čope with. 

D.3 IMotivation for a combined approach 
By combining the World Wide Web with a wireless sys-
tem, we want to come to practical and low-cost electronic 
commerce applications, which can fully exploit the broad 
functionality of the WWW. Two goals should hereby be 
achieved at the same tirne: security and mobUity. 

The WWW on its own does not seem to be sufficient 
for these applications. It surely provides broad functional-
ity. When for example only fixed passwords are used, the 
WWW also offers mobility, i.e., a user can initiate transac-
tions from any computer (e.g., a public terminal). Strong 
security is in that čase hovvever not achieved. Stronger 
security can be achieved by using for example crypto-
graphic keys stored on the computer's hard disk. Hovvever, 
this does not allow for practical mobility. Special-purpose 
hardware tokens would increase the security of the applica-
tion and provide mobility again. However, in an electronic 
commerce environment, consumers do not likely want to 
pay for a token that can only be used in the context of that 
application. 

Wireless systems on their own are not suitable either. By 
definition, they offer mobility. Although there are some 
vveaknesses in current systems, security in vvireless systems 
tends to improve substantially. It is however clear that the 
GSM system is a rather limited environment. WAP offers 
a more general and WWW-like functionality, but in prac-
tice today's devices and networks do not satisfy the needs 
of merchants and customers. Mobile devices are generally 
expected to stay inferior to desktop computers. 

This brings us to the motivation for a combined ap
proach. Mobile devices are general-purpose devices which 
can be used as an extension to the WWW - instead of 
special-purpose devices - to offer more security and mo-
bility without any extra cost. These mobile devices can 
be personalized and can store secret Information such as 
cryptographic keys. They can be used in combination with 
any computer, i.e., the personal computer at the user's 
home, but also a public terminal, hereby providing mobil-
ity. Moreover, the computer terminal must not necessarily 
be completely trusted, as (part of) the security will rely on 
trusted and/or secret Information that is securely stored in 
the device (and never leaves it, in čase of secrecy). 

In the remainder of this paper, this combined approach 
will be illustrated with an electronic payment system for 
the WWW that makes use of a mobile phone. This GSM 
based system is an alternative to the widely spread credit 
card based solution, offering more security and equivalent 
mobility and complexity (assuming that a mobile phone is 
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standard equipment of many users). In addition, it might 
be suited for lower-price transactions. 

E GSM based payment for the 
WWW 

The main goal of the remaining part of the paper is to 
present a system in which the WWW and GSM environ-
ment are combined to improve overall security, mobility, 
and functionality. In particular, an architecture and pro-
tocol are developed in which: (1) a customer can initiate 
and complete an electronic paynient over the GSM network 
where the network operator is an active participant; (2) the 
pre-payment related interaction is done via the WWW; (3) 
the customer receives a receipt with which he/she can pick 
up the goods (post-payment). 

E.l Involved entities 
The following entities play an active role in this e-
commerce system: 

Customer The Customer wants to buy something via the 
WWW. Payment will be done via his/her GSM. The Cus
tomer will receive a receipt, with which he/she can pick 
up the goods (the system must work with both physically 
deliverable goods and electronically available goods). Ob-
viously, the Customer should have a PC with Internet con-
nection. This can also be a public terminal. He/she needs 
a mobile phone with SIM Application Toolkit functional-
ity. The SIM card should be issued by a Network Operator 
that is running this electronic payment service. Optionally, 
there should be a connection betvveen the mobile phone and 
the PC, and accordingly some extra softvvare on the PC. 

Merchant The Merchant wants to seli something via the . 
WWW. He/she should have a web server, and an access 
point to the mobile netvvork. Examples are an on-line book-
store, a pizza delivery chain, an electronic parts shop, etc. 

Deliverer The Deliverer is the local (with respect to the 
Customer) representative of the Merchant. It will deliver 
the goods after having verified the receipt the Customer has 
obtained from the Merchant. The Deliverer should have 
some equipment to verify this receipt. An example is the 
pizza delivery boy/girl, etc. The Deliverer can also be an-
other company that made an agreement with the Merchant. 
For example, the Merchant can send the goods to a gas sta-
tion near the Customer; in this čase, the gas station is the 
Deliverer where the Customer can pick up the goods. 

commission on this amount will be taken, or a periodical 
fee will be requested from the Customer and/or Merchant. 
In practice there will be multiple N.O.s: N.O.(C), N.O.(M) 
and N.O.(D), for the Custpmer, the Merchant and .the 
Deliverer respectively (as shown in Fig. 1). 

Note that in reality, and from a non-technical point of 
view, it might not be easy for any Netvvork Operator to de-
ploy an electronic payment service (e.g., banking license). 
Alternatively, the "Network Operator" could in this system 
be replaced by a real financial institution, which makes an 
agreement with one or more operators. 

E.2 Architecture and protocol 
From a high-level point of view, the different entities per-
form the following interactions (see Fig. 1): after brovvsing 
and negotiating, the Customer requests a purchase; via an 
SMS message, the Merchant asks the Customer to pay the 
purchase; the Customer pays by sending an SMS message 
to the Netvvork Operator; the Network Operator informs 
the Merchant about the successful payment; the Merchant 
sends a receipt to the Customer (also an SMS message); 
the Customer can use this receipt to pick up the goods at 
the Deliverer. 

The protocol contains the follovving steps (see Fig. 1): 

1. Purchase Request After browsing and negotiating (0), 
the Customer makes a Purchase Reguest via the WWW 
(1). The Merchant can choose the format and encoding 
of the message. It should at least contain a description of 
the goods, the amount of money to be paid, and the Cus-
tomer's GSM number (in order to be able to send an SMS 
message to the Customer). The message will normally be 
sent through submission of an HTML form. The level of 
protection can be chosen by the Merchant, but it will nor-
mally be protected in transit by SSL/TLS. The form could 
also be digitally signed,by the Customer (e.g., Netscape'š 
Javascript signing capability, or Signed XML). 

2. Purchase Confirm The Merchant sends a Purchase 
Confirm via SMS (2) to the Customer's mobile phone. This 
message should be in a standard format, and is optionally 
digitally signed by the Merchant. The message contains: 
(optionally) a description of the goods (either a hashed 
form of the description, or an abbreviated yet unique de
scription of the goods, e.g., as in supermarket receipts), 
a Transaction ID (TID), a unique Merchant ID, the ID of 
N.O.(M), and the amount of money to be paid. The Mer
chant also sends a Purchase Confirm via the WWW (2). 
Note that this could already be included in the reply to the 
submission of the Purchase Request form. 

Network Operator The N.O. plays the role of the 
bank. It will deduct the necessary amount of money from 
the Customer's balance (can be credit or pre-payment 
based), and add this amount to the Merchant's balance. A 

3. Verification by the Customer The Customer verlfies 
vvhether ali the ordered goods are listed, and vvhether the 
amount of money requested equals the amount agreed on. 
The Information in the SMS message should be the same 
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TID 
goods 
amount of money 

MERCHANT 

DELIVERER 

CLIENT PC 

1. Purchase Request 7. Verification by Merchant 
2. Purchase Confirm 8. Receipt 
3. Verification by Customer 9. Presentation of Receipt 
4. Debit Account 10. Verification by Deliverer 
5. Inter-N.O. 11. Delivery of Goods 
6. Delivery OK 12. Confirmation of Reception 

Figure 1: GSM based payment for the WWW: architecture and protocoi 

as the information displayed in the browser. Authentica-
tion of the Merchant thus relies on both GSM (we assume 
that the Customer knows the number of the Merchant) and 
SSL/TLS, so the Customer's trust in the correct execution 
of the transaction increases. If the reply in the browser 
and/or the SMS message are digitally signed, the signatures 
are verified. Note that in current GSM phones such a signa
ture must possibly be verified using additional software on 
the Computer. This requires a connection between the mo-
bile phone and the PC which can for example be provided 
by Bluetooth. An automatic verification and comparison 
of the reply in the browser and the SMS message can then 
also be made. The interface to the Customer is provided 
by the SIM Application Toolkit. A payment application is 
installed on the SIM card, which is invoked on receipt of a 
Purchase Confirm message. 

4. Debit Account The SIM Application Toolkit applica
tion asks the Customer a confirmation for sending a Debit 
Account message (4) to the N.O.(C). This message includes 
the amount of money to be paid, the TID, the Merchant's ID 
and N.O.(M)'s ID. The authentication of the Customer re
lies on GSM entity authentication (the Customer's mobile 
phone number should be in the Merchant's database). The 
TID will allow verification by the Merchant afterwards. 

5. Inter-N.O The N.O.(C) deducts the proper amount 
of money from the Customer's balance, and forwards the 

Debit Account message to N.O.(M). The N.O.(M) adds the 
amount to the Merchant's account. 

6. Delivery OK The N.O.(M) sends a Delivery OK (6) to 
the Merchant. This message contains the amount of money 
and the TID, and can be digitally signed by the N.O.(M). 

7. Verification by tlie Merchant The Merchant verifies 
if the Delivery OK message originates from the N.O.(M) 
(relying on GSM entity authentication). If added, the dig-
ital signature of the N.O.(M) is verified. The Merchant 
looks up the TID in his transaction database, and checks 
if the amount of money is the same as included in the cor-
responding Purchase Confirm messages. 

8. Receipt The Merchant sends a Receipt (8) to the Cus
tomer via SMS. It contains: a (hashed) description of the 
goods, the TID, a timestamp (in order for the Deliverer to 
verify the freshness of the receipt), information on the De
liverer (optionally depending on the Customer's celi loca-
tion, and including the Deliverer's GSM number), and in
formation on the Customer (optionally including its GSM 
number, to allow verification of ownership of the receipt). 
The receipt is digitally signed by the Merchant. The receipt 
can only be used for the intended Deliverer as indicated. 
The TID and timestamp ensure that the receipt cannot be 
replayed by the Customer (i.e., the Deliverer should keep a 



COMBINING VVORLD WIDE WEB AND WIRELESS SECURITV Informatica 26 (2002) 123-132 129 

list of previously received TIDs and shouid not accept re-
ceipts that are too old). GSM authentication is relied upon 
for authenticating the Customer. 

9. Presentation of the receipt If goods are electronic and 
delivered via the WWW, a receipt is not needed. Goods are 
then dovvnioaded using the TID. The Merchant keeps a list 
of which TIDs correspond to transactions for vvhich a pay-
ment has been received. Physical goods shouid be retrieved 
at the Deliverer. The receipt is forvvarded to the Deliverer 
(9), manually or through the SIM Application Toolkit, or 
the Customer just presents the receipt to the Deliverer on 
the screen of his/her own GSM. 

10. Verification by the Deliverer The Deliverer just 
reads the receipt from the screen of the Customer's or 
his/her own GSM, or he/she verifies the receipt more prop-
erly by checking if the signature of the Merchant is valid. 
The Deliverer needs some infrastructure with GSM access 
point for this (e.g., a GSM connected to a laptop). 

11. Delivery of goods If the receipt is valid, the Deliv
erer can be sure that the Customer is the one that has made 
(and paid) the purchase. The goods can thus be delivered 
(11). In čase of electronic goods which are delivered di-
rectly by the Merchant's web site (not necessarily though, 
as the Deliverer might have its own web site), the Customer 
shouid be granted access based on the TID: after a Delivery 
OK message has been received, the Merchant enables the 
access to the Information; the TID shouid not be known to 
other entities (hovvever, note that the N.O. shouid be trusted 
not to misuse its knowledge of the TID). 

12. Confirmation of reception After the Customer has 
obtained the goods, it can optionally be required that he/she 
confirms the reception of the goods (12), e.g., by digitally 
signing a specific message. This will prevent Customers 
from denying later on having received the goods. 

F Analysis and remarks 
The proposed GSM based electronic payment system for 
the WWW is analyzed further in this section. Some GSM 
specific comments are given, the security and privacy of 
the system is evaluated, and a comparison with a number 
of similar systems is made. Note that this section only in-
tends to discuss this particular example, and not the general 
combined approach. 

OnIy the essential steps of the proposed payment system 
are presented in this paper. It is clear that a real implemen-
tation of this system would require many extra features. 
For example, it is possible that the Customer completed 
the payment but did not receive a receipt. Other kinds of 
interrupted transactions might occur. To be able to čope 
with this, status and cancel requests shouid be built into the 
system. 

F.l GSM functionality 
The protocol relies on SMS messages. These can only con-
tain 160 characters, which shouid be taken into account 
when defining the exact content of the protocol messages. 
Note that GSM provides a mechanism to send long mes
sages as a concatenation of multiple SMS messages. Since 
the protocol involves on-line bi-directional communication 
between the entities, there shouid be not much latency be-
tween sending and receiving SMS messages. This might 
be a problem in the čase of International roaming. 

The proposed system relies on GSM authentication. The 
participants can only verify the identity of their communi
cation peers though if "caller Identification" is supported by 
the mobile netvvork and the phone, and if it is not disabled. 

F.2 Security 
The security features of SSL/TLS and GSM form together 
a basis for the security of the proposed electronic payment 
system. By having a close link betvveen the two, the secu-
rity is even improved. 

The Customer can securely request a purchase via 
SSL/TLS. The Customer will receive a confirmation via 
this same secure channel, and also on its mobile phone. 
Therefore, the Customer can double-check the Merchant's 
identity, and the contents of the purchase, including the 
amount of money to be paid. 

The Merchant can rely on the GSM netvvork to be sure 
to receive an authenticated payment from the Customer via 
the Netvvork Operator later on. Moreover, the Customer 
cannot cheat by requesting its Network Operator to deduct 
a smaller amount of money than originally requested by the 
Merchant. The Merchant vvould notice the smaller amount 
of money and not send a receipt. 

The Deliverer can validate a receipt by verifying the dig-
ital signature of the Merchant, and by checking if the re
ceipt is fresh. Thus, receipts cannot be forged, and cannot 
be replayed. Moreover, if the Customer's mobile phone 
number is included in the receipt, the Deliverer could rely 
on GSM authentication and check if the receipt is actually 
presented by the original initiator of the transaction (note 
that for some applications, Customers might desire to be 
able to forward the receipt to another party that in its turn 
can pick up the goods). 

As on top of SSL/TLS and GSM, some crucial messages 
are digitally signed; this decreases the need for Customers 
and Merchants to trust each other (i.e., they only need to 
trust they use the right public key, vvhich shouid be ensured 
by the certificates that are issued by mutually trusted CAs). 
For example, since the receipt is digitally signed, it cannot 
only be verified by the Deliverer, but also by a Judge, in 
čase of a dispute. Note that the latter also requires that the 
receipt includes a unique and indisputable description of 
the goods that shouid be delivered. 

The Network Operator is trusted to transfer the proper 
amount of money from the Customer's to the Merchant's 
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balance. It is expected to do so, as its business would oth-
erwise quickly coliapse due to negative publicity. 

In some sense, the Customer's mobile phone can be con-
sidered as a secure and personal device (and čare should 
therefore be taken that it is not easily stolen or lost). The 
strength of the electronic payment system proposed in this 
example relies particularly on the security of such a device, 
which is combined with the advanced yet insecure environ-
ment provided by the PC and the browser. 

F.3 Privacy 

The presented electronic payment system seems to offer 
more security than today's widely used mechanisms; how-
ever, it does not really offer more privacy. Merchants know 
at least the mobile phone number of their Customers. This 
number does not necessarily reveal a Customer's real iden-
tity (as opposed to an ordinary credit card payment). There 
already exist phone books with GSM numbers though. One 
would for example certainly not be happy when this num
ber would be used for advertisement purposes. In fact, for 
this reason, some people will be reluctant to release their 
phone number, while they freely disclose their credit card 
number to merchants. The ability of hiding numbers or 
anonymizing customers in another way, would thus be an 
improvement of the system. Just as with credit card pay-
ments, the Network Operator knovvs exactly which Cus
tomers are buying goods from which Merchants and for 
what amount of money. The Network Operator will not 
necessarily know the actual nature of the goods though. 

F.4 Other approaches 

Numerous other GSM based payment systems exist. 
GiSMo [16] is (was) a system intended for the Internet in 
which customers receive a random code through SMS via 
a central server. This random code is then entered via the 
Computer in order to pay. Mint [23] is a system in vvhich 
each terminal/shop has a unique phone number vvhich the 
customer should just call at the time of payment. Similar 
alternatives are Jalda [20] and Paybox [28]. 

In the system presented in this paper, more payment re-
lated Information is exchanged via GSM, vvhich results in 
a closer link betvveen the WWW and the GSM interaction. 
Conceptually, it is also more general and independent of the 
vvireless system. With more advanced mobile devices and 
netvvorks, such as UMTS, more secure schemes would be 
possible, foUovving the same architecture and protocol, but 
vvith different content of (and another exchange mechanism 
of) the messages. For example, instead of an account based 
protocol, electronic cash like schemes could be used. Mo
bile devices vvith built-in smart card readers vvould be very 
useful for integrating smart card based payment means as 
used in the physical vvorld. 

G Conclusion 
Electronic commerce is already a normal part of peo-
ple's ordinary life. Mobile devices, and certainly mobile 
phones, are currently widely spread. This paper gave a 
brief overvievv of the security properties of the World Wide 
Web and some existing mobile systems. The main purpose 
of this paper was to suggest to use a vvireless system as an 
extension to the WWW, to provide more security and func-
tionality. To demonstrate this combined approach, a GSM 
based electronic payment for the WWW vvas presented. 

Unlike most mobile phones, some mobile devices are 
povverful and advanced enough to allovv more or less conve-
nient brovvsing and shopping. Future mobile systems vvill 
also be more secure and vvill offer more functionality than 
the GSM system or than WAP. Vet, the concept of using an 
out-of-band channel for electronic payment, and the com
bined use of a mobile device together vvith a normal PC, 
vvill remain very useful. For the PC and its big screen vvill 
always be far more advanced than the mobile device, but 
vvill never be mobile. 
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We recent!y proposed an access control model for XML information tbat permits the definition of au-
thorizations at a fine granularity. We here describe the design and implementation of an Access Control 
Processor based on the above-mentioned model. We aiso present the major issues arising when integrating 
it into the framework ofa component-based Web server system. 

A Introduction 

XML [2] promises to have a great impact on the way infor
mation is exchanged between applications, going well be-
yond the original goal of being a replacement for HTML. 
Given the ubiquitous nature of XML, the protection of 
XML information will become a critical aspect of many se-
curity infrastructures. Thus, the investigation of techniques 
that can offer protection in a way adequate to the peculiar-
ities of the XML data model is an important goal. 

Current solutions do not address the peculiarities of the 
security of XML information. Web servers may easily ex-
port XML documents, but their protection can typically 
be defined only at the file system level. Our proposal, 
presented in [3, 4, 5], introduces an access control model 
for XML data that exploits the characteristics of XML 
documents, allowing the definition of access control poli-
cies that operate with a fine granuiSrity, permitting the 
definition of authorizations at the level of the single ele-
ment/attribute of an XML document. 

The focus of this paper is the design and implementa
tion of a system offering the services of our access control 
model. We first give in Section B a brief description of the 
approach. Then, in Section C we describe the high-level 
softvvare architecture. Section D presents the IDL inter-
faces of the classes which impiement the services of the 
access control system. Finally, Section E is dedicated to 
the integration of the access control system with Web based 
systems. 

The analysis contained in this paper derives 
from the experience we gained in the imple

mentation of the current prototype of the system 
( s e c l a b . d t i . u n i i n i . i t / ~ x m l - s e c ) ; our results 
should be helpful to those considering the implementation 
of security mechanisms in the WWW/XML context. 

B XML Access Control Model 

The access control model we present is based on the def
inition of authorizations at the level of the elements and 
attributes of an XML document. 

A natural interpretation for XML documents is to con-
sider them as trees, where elements and attributes cor-
respond to nodes, and the containment relation between 
nodes is represented by the tree arcs. Authorizations can 
be local, if the access privilege they represent applies only 
to a specific element node and its attributes, or can be recur-
sive, if the access is granted/denied to the node and ali the 
nodes descending from it (i.e., the nodes that in the textual 
representation of an XML document are enclosed between 
the start and end tags). 

We identified two levels at which authorizations on XML 
documents can be defined, instance and DTD (Document 
Type Definition, a syntax defining the structure of the doc
ument). DTD level authorizations specify the privileges of 
ali the documents following a given DTD, vvhereas instance 
level authorizations denote privileges that apply only to a 
specific document. The disUnction betvveen the two autho-
rization types may correspond to the distribution of respon-
sibilities in an organization, as DTD authorizations may be 
considered derived from the requirements of the global en-

http://seclab.dti.uniini.it/~xml-sec
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terprise, whereas authorizations on the instance may be the 
responsibility of the creator of the document. We also as-
sume that DTD authorizations are dominated by instance 
level ones (following the general principle that more spe-
cific authorizations win [8, 11] and that an instance level 
authorization is more specific than a DTD level one), but 
we also consider the need for an organization to have as-
surance that some of the DTD authorizations are not over-
ruled. Thus, we permit the definition of hard DTD autho
rizations, Nvhich dominate instance level ones. For cases 
where instance level authorizations must be explicitly de-
fined as valid only if not in confiict with DTD level ones, 
we designed soji instance level authorizations. 

Each authorization has five components: subject, object, 
type, action and sign. 
The subject is composed by a triple that describes the 
user or the group of users to which the authorization 
applies, combined with the numeric (IP) and symbolic 
(DNS) addresses of the machine originating the re-
quest. This triple can thus permit to define controis 
that consider both the user and the location. Wild card 
character * permits the definition of patterns for addresses 
(e.g., 1 3 1 . * for ali IP addresses having 131 as first 
component, or *. i t for ali addresses in the Italian 
domain). The authorization applies on the request only 
if the triple of parameters of the requester is equal or 
more specific in aH three components of the autho
rization subject. For example, an authorization with 
subject < S t u d e n t , 1 3 1 . 1 7 5 . *, * . p o l i m i . i t > 
will be applied to a request from 
< E n n i o , 1 3 1 . 1 7 5 . 1 6 . 4 3 , p c . e l e t . p o l i m i . i t > , 

if Ennio is a member of group Š t u d e n t . The object is 
identified by means of an XPath [17] expression. XPath 
expressions may be used to identify document components 
in a declarative way, but they can also use navigation 
functions, like c h i l d , offering a standard and povverful 
way to identify the elements and attributes of an XML 
document. The type can be one of eight values, arising 
from the combination of three binary properties: DTD 
level or instance level; local or recursive; normal or 
soft/hard. The eight types, in order of priority, are: local 
DTD level hard (LDH), recursive DTD level hard (RDH), 
local instance level (L), recursive instance level (R), local 
DTD level (LD), recursive DTD level (RD), local instance 
level soft (LS), recursive instance level soft (RS). Since 
currently, most XML applications offer read-only access, 
the action currently supported by our prototype is only 
read. 

A positive authorization sign specifies that the autho
rization permits access, a negative sign instead forbids 
it. XML Access Slieets (XASs) are used to keep ali the 
authorizations relative to a given document or DTD. 

Authorizations are then evaluated according to the fol-
lowing principles: 

- If two authorizations are of a different type, the one 
with the higher priority wins (e.g., between LD and 
LS, LD wins). 

- If two authorizations have the same type, but the ob
ject of one is more specific, the more specific wins 
(e.g., a recursive authorization for an element is dom
inated by authorizations on its sub-elements). 

- If two authorizations have the same type and are on the 
same object, but the subject of one is more specific, 
the more specific wins (e.g., an authorization for the 
P u b l i c group is dominated by an authorization for 
the specific user Ennio). 

- When none of the above criteria is met, a site-specific 
general resolution policy is used (e.g., assuming a 
closed access control policy, the negative authoriza
tion wins). 

We refer to the presentations in [3, 5] for a complete 
overview of the characteristics of our solution. In this pa-
per we intend to focus on the design and implementation of 
a system for fine-grained access control. 

C Software Architecture: An 
Outline 

For the access control technique outlined in Section B to 
be of any interest from the software designer point of view, 
it must be suitable for clean integration in the framework 
of XML-based WWW applications. To clarify this point, 
we shall briefiy introduce the use of an XML Access Con
trol Processor (ACP) as a part of a component-based Web 
service [7], where a set of reusable components are respon-
sible of processing user reguests. 

The sample UML Sequence Diagram shown in Figure 1 
gives a general idea of the internal operation of our proces
sor and of its integration in a Web server system. For the 
sake of simplicity, in this Section we shall not deal with the 
transformation of the XML document, which is hidden in-
side a container ACP object. Also, Figure 1 does not show 
provisions for persistence management and caching. The 
ACP object wraps up entirely the computation of access 
permissions to individual elements and the final transfor
mation to be performed on the XML document. The stan
dard operation of a Web server receiving a HTTP request 
(1) from a user is represented in Figure 1 by the creation 
of a transient Connection Handler object (2). Then, a Pro
cessor is activated by the Connection Handler, and an ACP 
object is instantiated (3). In turn, ACP creates a Subjects 
object which fully encapsulates the subjects' hierarchy (4). 
After getting the available data about the user/group of the 
requestor, together with the DP address and symbolic name 
(5), ACP signals to a static Loader/Parser object to up-
load the requested XML document (6). The Loader/Parser 
translates the document into a low level object data struc
ture based on the Document Object model (DOM) (not 
shown in Figure 1) more suitable for modification. Then, 
the ACP modifies the data structure according to the per
missions, using the services of the transient Subjects object 
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Figure 1: Sequence diagram 

which fully encapsuiates the subjects' hierarchy. Messages 
sent to the Subjects object (7) allow the ACP object to posi-
tion the requestor in the subjects' hierarchy. After comput-
ing the transformation, the ACP object signals to the Parser 
(8) that the data structure can be returned to its text format, 
ready to be served to the user by the Connection Handler 
(9). 

From the architectural point of vievv, it should be noted 
that our design is fuliy server side: ali the message ex-
changes of Figure 1 except the connection itself (1) take 
plače on the server. Client-side processing strategies (in-
cluding client-side caching, and caching proxy servers) 
have been traditionally used for HTML. However, client-
side Solutions have been found to be less apt at XML-based 
Web Services [7], where the contents to be transferred usu-
ally require extra. processing. There may vvell be cases. 
vvhere negotiation could be envisioned between the client 
and the server as to the kinds of XML content transfor-
mations that are possible by the server and acceptable to 
the client; but it is clear that client-side techniques must be 
excluded from any sound implementation of access con
trol. As we will see in Section D.3, the fictitious ACP ob
ject is indeed a complex object inheriting from Java Servlet 
class. A different design approach to XML access control 
enforcement could involve the use of a server-side XSLT 
engine [9] to compute transformations. However, program-
ming the transformation engine provides fuller control over 
XML parsing and caching techniques, as well as on mem-
ory management, with respect to the declarative paradigm 
ofXSLT. 

D The XML-AC Package 
The interface offered by the XML-AC system can be rep
resented by a set of classes modeling the entities and con-

cepts introduced by the access control model. Two major 
class families are used: one constitutes an extension of the 
DOM Interface defined by the W3C, the other describes ali 
the concepts on vvhich the ACP system is based. 

D.l Architectural Objects: the SecureDOM 
Hierarchy 

Our system, like most XML applications, intemally repre-
sents XML documents and DTDs as object trees, according 
to the Document Object Model (DOM) specification [16]. 
DOM provides an object-oriented Application Program In
terface (API) for HTML and XML documents. Namely, 
DOM defines a set of object definitions (e.g., Element , 
A t t r , and Text) to. buildan object-oriented,representa-
tion vvhich closely models the document structure. While 
DOM trees are topologically equivalent to XML trees, they 
represent element containment by means of the object-
oriented part-o/ relationship. For example, a document el
ement is represented in DOM by an Element object, an 
element contained vvithin another element is represented as 
a child Element object, and text contained in an element 
is represented as a child Text object. The root class of 
the DOM hierarchy is Node, vvhich represents the generic 
component of an XML document and provides basic meth-
ods for insertion, deletion and editing; via inheritance, such 
methods are also defined for more specialized classes in 
the hierarchy, like Element , A t t r and Text . Node 
also provides a powerful set of navigation methods, such as 
pa ren tNode , f i r s t C h i l d a n d n e x t S i b l i n g . Nav
igation methods allovv application programs to visit the 
DOM representation of XML documents via a sequence of 
calls to the interface. Specifically, the NodeLi s t method, 
vvhich returns an array containing ali the children of the 
current node, is often used to expIore the structure of an 
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XML document from the root to the leaves. 
We extended the DOM hierarchy associating to the 

members of the class hierarchy a S e c u r e variant. Each 
S e c u r e variant extends the base class with references to 
ali the authorizations which can be applied to the node. 
Internally, each class separates the references to autho
rizations into 8 containers, depending on the authoriza-
tion type. Each Container internally keeps a list of positive 
and negative authorizations of the type. The IDL interface 
common to ali Secure classes, vvritten in IDL, the OMG-
CORBA standard Interface Definition Language [13], is: 

interface Secure { 
void addAuthorization(in int position, 

in Authorization authorization); 
AuthorizationList defineFinalLabel( 

in AuthorizationList labelsUpperLevel); 
boolean isAllowed(); 
void prune();) 

Each S e c u r e variant extends the base class with refer
ences to aH the subjects of the authorizations which can 
be applied to the node. The answer to method i s A l -
lowed derives from the analysis of ali the authoriza
tions. From this interface it is possible to define the in-
terfaces of each S e c u r e variant of the DOM classes, us-
ing multiple inheritance in IDL definitions. Por example, 
the definition of the SecureNcde class is i n t e r f a c e 
SecureNode: Node, S e c u r e {}. Recently, se-
curity provisions for the XML data model have been 
adopted by some commercial software products: for in
stance, Tamino (www.sof tware -ag .de ) provides an 
authorization check to grant or deny access to XML nodes 
(elements and attributes of documents) stored in Tamino's 
data store. Tamino's approach is related to our inasmuch it 
makes access control available at the structural level, that 
is, each XML node or any of its descendants can be pro-
tected individually based on its position in the document 
tree. Hovvever, Tamino's authorizations are specified in an 
attributeofanadditionalAccess C o n t r o l Element , 
which needs to be added for each secured node. In contrast, 
our DOM extension imposes a limited increase in the cost 
of the document representation, as authorizations are kept 
separate. Also, our proposal ušes XPath in authorizations 
and permits the declarative specification of authorization 
objects. 

D.2 Application Objects: 
Control Classes 

The Access 

We describe here the main classes of the Access Control 
Processor: UserGroup, User , A u t h o r i z a t i o n L a -
b e l , A u t h o r i z a t i o n T y p e , A u t h o r i z a t i o n S u b -
j e c t , and A u t h o r i z a t i o n . 

Class UserGroup describes the features common to 
a user and a group: both have a name and appear in the 
user/group hierarchy. The services offered by the class are 
the storage of the hierarchy on users/groups, method a d -
d C h i l d that permits to add a new user/group in the hi-

erarchy, and method i s D e s c e n d e n t that permits to de-
termine if the user/group belongs, directly or indirectly, to 
another group. 

interface UserGroup{ 
attribute string Name; 
void addChild (in UserGroup childToAdd) ; 
boolean isDescendent(in UserGroup ancestor);) 

Class User is a specialization of class UserGroup 
and extends it with al! the information specific to users, 
like the real person name. Method checkPassword im-
plements the cryptographic function that determines if the 
password returned by the user corresponds to the stored 
value. Method setPasswordpermits tochangethepass-
word. 

interface User: UserGroup{ 
attribute string FirstName; 
attribute string LastName; 
boolean checkPassword(in string passwordToCheck) 
void setPassword(in string newPassword);} 

Class A u t h o r i z a t i o n L a b e l contains an enumera-
tive type that describes the three values (positive, negative, 
and undefined) of the security label that can be assigned to 
a node, after the evaluation of the existing authorizations. 
Its methods permit to set and retrieve the value. 

interface AuthorizationLabel{ 
enum Label_t (positive, negative, undefined); 
void setPositive(); 
void setNegative{); 
void setUndefined();} 
boolean isPositive{); 
boolean isNegative(); 
boolean isUndefined();) 

Class A u t h o r i z a t i o n T y p e describes the possible 
types of authorization. Its methods permit to set and to 
retrieve the authorization type (local or recursive, on the 
document or on the DTD, and hard or soft). 

interface AuthorizationType{ 
enim AuthType_t (LDH, RDH, L, R, LD, RD, LS, RS) 
void setLocal{); 
void setRecursive(); 
void setOnInstance(); 
void setOnInstanceSoft{); 
void setOnDTD(); 
void setOnDTDHard(); 
boolean isLocal(); 
boolean isRecursive(); 
boolean isOnInstance(); 
boolean isOnInstanceSoft(); 
boolean isOnDTD(); 
boolean isOnDTDHard();) 

Class A u t h o r i z a t i o n S u b j e c t describes the triple 
(user-group, IP address, symbolic address) that identifies 
the subjects to which the authorizations must be applied. 
The class offers methods to get and assign the components 
of the addresses and a method i sEqua lOrMoreSpe-
c i f i c to determine if one subject is equal or more specific 
than another subject. 

http://www.software-ag.de
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interface AuthorizationSubject{ 
void setUserGroup(in UserGroup userGroupToSet); 
UserGroup getUserGroup(); 
void setIpAddress(in string IPAddrToSet); 
string getIPAddress(); 
void setSnAddress (in string SyinbAddrToSet) ; 
string getSnAddress(); 
boolean isEqualOrMoreSpecific( 

in AuthorizationSubject asHigher);) 

Class A u t h o r i z a t i o n represents the authorizations 
that are defined on the system. Each authorization is 
characterized by a subject (class A u t h o r i z a t i o n S u b 
j e c t ) , an object (represented by an XPath expression, 
managed by classes defined in an extemal XSL implemen-
tation), the sign (represented by an A u t h o r i z a t i o n L a -
b e l component for which value undefined is not admitted), 
the action (currently a simple string), and finally the type 
(represented by a component of class A u t h o r i z a t i o n -
Type). 

interface Authorization{ 
attribute AuthorizationSubject subject; 
attribute XPathExpr object; 
attribute AuthorizationLabel sign; 
attribute AuthorizationType type; 
attribute string action;} 

D.3 DepIoying the Package 

We implemented the above classes in Java and used them 
to realize a prototype of the Access Control Processor with 
a Java servlet solution. Java servlets, designed by Sun and 
part of the Java environment, appear as a set of predefined 
classes that offer services that are needed for the exchange 
of Information between a Web server and a Java applica-
tion. Examples of these classes are H t t p S e s s i o n and 
H t t p R e q u e s t . Java servlets constitute a simple and ef-
ficient mechanism for the extension of the services of a 
generic Web server; the Web server must be configured 
to launch the execution of a Java Virtual Machine when 
a request for a URL served by a servlet arrives, passing the 
parameters of the request with a specified internal protocol. 

The Java classes we implemented could also be used in a 
different framework, using a solution like JSP (Java Server 
Pages). Actually, JSP is internally based on servlets, but it 
offers an easier interface to the programmer, requiring the 
definition of HTML/XML templates vvhich embed the in-
vocation of servlet services. We have already demonstrated 
the use of the prototype inside a JSP server. 

There are several other architectures that could be used 
and whose applicability we plan to investigate in the future. 
Since we gave an IDL description of the classes that con
stitute the implementation of our system, it is natural to en-
vision a solution based on the distributed object paradigm, 
using protocols like RMI/IIOP (for the Java implementa
tion) or the services of a generic ČORBA broker (where 
the services are implemented by objects written in a generic 
programming language). 

E Integration with Web-based 
systems 

We are now ready to describe how our access control sys-
tem can be integrated in a Web-based framevvork for dis-
tribution and management of XML Information. This ar-
chitecture needs to include a number of components and a 
careful study of their interaction with access control is of 
paramount importance to achieve an efficient implementa
tion. Some of the solutions that we describe have not yet 
been implemented in the current prototype, but we plan in 
the near future to integrale ali of them into the system. 

E.l Linking XAS to XML Documents and 
DTDs 

In our approach, authorizations are expressed in XML. 
Each XML document/DTD is associated with an XML Ac
cess Control Sfieet (XAS) that includes the authorizations 
that apply to the document. As XASs contain access con
trol Information for XML documents and DTDs, links must 
be provided allovving the system, upon receipt of a HTTP 
request for an XML document, to locate the XAS associ
ated with both the document itself and its DTD. In current 
XML practice, association between XML documents and 
their DTDs is made by either direct inclusion (the DTD 
is embedded in the XML document) or by hypertext link 
(the XML document contains the URL of its DTD). Nei-
ther technique seems appropriate for linking documents 
and DTDs to XASs as they would interfere with the normal 
processing of XML documents, and pose the problem of 
managing access control for legacy documents not linked 
to any XAS specification. Luckily enough, we can rely on 
the abstract nature of XML XLink specification [6] to de-
fine out-of-Une links that reside outside the documents they 
connect, making links themselves a viable and manageable 
resource. The repertoire of out-of-line links defining ac
cess control mappings is itself an XML document, easily 
managed and updated by the system manager; nonetheless 
it is easily secured by standard file-system level access con
trol. We propose to set up a suitable namespace, called AC, 
which is for the time being aimed at reserving the standard 
tag name <XAS> to denote off-line links betvveen docu
ments, DTDs and XASs. The DTD of the documents con-
taining the mappings from XML documents to DTDs and 
to XASs can be written as follovvs: 

<!ENTITY % xlink 
" type CDATA #FIXED >arc' 
role CDATA #FIXED 'access control' 
title CDATA •-#FIXED >access control-' 
actuate CDATA #FIXED >auto' 
from CDATA #REQUIRED 
to CDATA #REQUIRED"> 

<!ELEMENT XAS EMPTY> 
<!ATTLIST XAS % xlink 
xinlns:xlink CDATA 'http://www.w3.org/1999/xlink'> 

Note that, in the private documents specifying link sets 

http://'http://www.w3.org/1999/xlink'
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for each site and at the DTD level, the name of the XAS 
element will be preceded by the mention of the AC names-
pace in order to avoid ambiguity. In the above DTD defi-
•nition, we rely on.a reusable XML entity to groupJhe.at-. 
tributes needed to set up an out-of-line link between a doc-
ument and its access control Information. Namely, out-of-
line links are identified by the t y p e attribute being set to 
" a r e " , and by the presence of required from and t o at-
tributes instead of the usual h r e f used for embedded links. 
The a c t u a t e attribute is set to " a u t o " , meaning that the 
traversal of the link will be automatically made by the sys-
tem and not revealed to the user. Finally, the r o l e and 
t i t l e attributes are used primarily for descriptive pur-
poses and are therefore not mandatory. 

E.2 XML-AC Support for Sessions 
In the current prototype, sessions are managed by class 
H t t p S e s s i o n , a component of the Java servlet environ-
ment. Class H t t p S e s s i o n keeps track of the series of 
requests originating from the same user. Using the services 
of H t t p S e s s i o n it is possible to ask only once to the 
user to declare his identity and password-. The implemen
tation of class H t t p S e s s i o n permits to manage sessions 
in two modes, with or vvithout cookies. When the client has 
cookies enabled, H t t p S e s s i o n may store a session iden-
tifier in the client cookies and use it to identify the request; 
if cookies are not enabled, sessions are identified by stor-
ing the session identifier as a parameter of the requests that 
are embedded into the page which is returned to the user. 
Since users often do not enable cookies, it is important to 
be able to manage sessions independently. 

We observe that the solution we implemented, based on 
the services of class H t t p S e s s i o n , is adequate for our 
context, vvhere the goal was a demonstration of the capa-
bilities of the access control model. An environment with 
strong security requirements should probably plan a dif-
ferent implementation of the session management services, 
using adequate cryptographic techniques to protect the con-
nection. 

E.3 A Multithreaded Server Framework 
To guarantee efficient and effective integration of access-
control in the framework of Web-based systems, two basic 
problems must be solved: 

Quality of Service The emergence of the World Wide 
Web as a mainstream technology has highlighted the prob
lem of providing a high quality of service (QoS) to applica-
tion users. This factor alone cautioned us about the risk of 
increasing substantially the processing load of Web server. 

Seamless Integration A second point to be mentioned 
regards how to provide XML access control as seamlessly 
as possible, vvithout interfering with the operation of other 
presentation or data-processing services. Moreover, the 

application 
specific logic 
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i HTTP seirver 
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Figure 2: Cocoon-style multi-threading technique 

access control service should be introduced on existing 
servers with minimal or no interruption of their operation. 

To deal with these problems, we chose an integrated (yet 
modular) approach, that supports reuse allowing for dif-
ferent deployment solutions according to implementation 
platforms' performance profiles. In fact, besides being de-
ployed as a single-thread servlet invoked by the Connection 
Handler, as in our current prototype, our processor can be 
easily interfaced to a Dispatcher registered with an Evem 
Handler. Dispatcher-based multi-threading can be man
aged synchronously, according to the well knovvn Reac-
tor/Proactor design pattern [15] or asynchronously, as in 
thcActive Object pattern. In this section we shall focus on 
the former choice, as it facilitates integration of our XML 
access control code in the framevvork of existing general-
purpose server-side transformers based on the same design 
pattern like Cocoon [1]. Figure 2 depicts the Reactor-based 
multi-threading technique. 

In order to avoid being a potential bottleneck for the 
server operation, our Access Control system needs to man
age effectively a high number of concurrent reguests. 
Multi-threaded designs are currently the preferred choice 
to implement Web-based, high-concurrency systems. This 
is also our design choice for our components. However, it 
must be noted that no Java-based design of multi-threading 
components has full control on thread management: when 
running on an operating system that supports threads, the 
Java Virtual Machine automatically maps Java threads to 
native threads [10], vvhile when no native thread support 
is available, the JVM has to emulate threads. In the latter 
čase, the emulation technique chosen by the JVM imple-
mentors can make significant difference in performance. 
In the sequel, we shall briefiy describe the Java thread 
management technique used for the implementation of our 
processor, providing full synchronization between threads 
when accessing the same DOM and A u t h o r i z a t i o n -
S u b j e c t objects. To clarify the synchronization prob
lem associated with multi-threading, consider two access 
control tasks that need to be executed in parallel (see Fig
ure 3(a)). For the sake of simp!icity both tasks are nat-
uralty subdivided into four atoinic non-interruptible sub-
tasks, loosely corresponding to actions from (4) to (7) of 
Section C. In a "naive" multi-threaded implementation 
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Figure 3: Two AC tasks to be executed in parallel (a) and 
their subdivision into four atomic sub-tasks (b) 

of our processor, each task would be executed on its own 
thread. However, the only way to preserve atomicity using 
this technique would be to explicitly synchronize threads 
by means of semaphores. Fortunately, the additional com-
plexity and overhead involved in explicit synchronization 
can be easily avoided in our čase. 

Synchronous dispatching A synchronous dispatcher 
can be used to solve the synchronization problem by sim-
ulating multi-threading within a single Java thread. To il-
lustrate the evolution of our design from a single task di-
vided into portions to a synchronous dispatcher, consider 
first the subdivision of each task of Figure 3(a) into four 
independent sub-tasks, depicted in Figure 3(b). From the 
Java implementation point of view, each sub-task can now 
be straightforwardIy defined as the run {) method of a 
Runnable object [12]. Then, the objects can be stored 
into an array, and ascheduler module can be added execut-
ing the objects one at a time. S l e e p O o r y i e l d ( ) calls 
mark the transition betvveen sub-tasks. 

As anticipated, this code is a simple implementation of 
Schmidfs Reactor design pattern [15]. The effect is es-
sentially the same as several threads waiting on a single 
ordered binarj semaphore that is set to t r u e by an event. 
Here, the programmerretains full control over the sequence 
of subtask execution after the event. In our AC proces
sor, however, a slightly more complex technique should be 
used, as we need to execute complex transformation tasks 
concurrently, each of them being subdivided into atomic 
sub-tasks. To deal with this problem, the synchronous dis
patcher of Figure 4 can be easiiy modified [12] to provide 
interleaving (Figure 5). 

The behavior of the code in Figure 5 allows for a multi-

Runnable[] taek = new Runnable[] ( 
new Runnable(|{ public void run{){/ ' 
new Ruimable(){ public void r u n O i / ' 
new Runnable{){ public void run{){/ ' 
new Rurmable(({ public void run( ) ( / ' 

) ; 
• for( int i = 0; i < task.length; i++ 
{taakfil.runi); 
Thread.getCurrentThreadO.yield{); 
1 
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execute sub-task 3 
execute sub-task 4 V ) ) , 

Figure 4: Sample Java code for the synchronous dispatcher 

RunnableO two_taskB = 
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for( int j = 0; i < two_taak.length; 
{ two_tasks[i].run(); 
Thread,getCurrentThreadt).yield|); 

Figure 5: The interleaving dispatcher 

threading cooperative system (in which threads explicitly 
yield control to other threads). Of course, this synchronous 
dispatching technique is aimed at native multi-threaded op-
erating systems, where ali the subtasks are executing on 
a single operating system-level thread. In this čase, there 
is no synchronization overhead at ali, and no expensive 
context switch into the host operating system's kernel. It 
should be noted that several dispatchers could be used, 
each running on its own thread (as in Sun's green thread 
model [14]), so that cooperative and preemptive threads 
may share the same process. 

F Conclusion 

In this paper we presented the major results of the study 
we did before the implementation of the processor for the 
proposed access control model for XML data. Most of the 
considerations we present are not specific to our system, 
but can be of interest in any context where services for the 
security of XML must be implemented. 

There are several directions where our work can be ex-
tended and that offer interesting opportunities. For in
stance, we focused on multi-threading techniques to ob-
tain efficient concurrent execution of access control tasks. 
Hovvever, synchronization overhead is obviously not the 
only performance problem. Other techniques rather than 
round-robin interleaving could be adopted: e.g., the XML 
access-control service could adaptively optimize itself to 
provide higher priorities for smaller requests. These tech-
niques combined could potentially produce a system highly 
responsive and with an adequate throughput. The next re-
lease of the ACP plans to implement the prioritized strat-
egy-
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Since many applications are too complex to be designed in a straightforward way, mechanisms are being 
developed to deal with different concerns separately. An interesting čase ofthis separation is security. The 
implementation ofsecurity mechanisms often interacts ar even interferes with the core functionality ofthe 
application. This results in tangled, unmanageable code with a higherrisk ofsecurity bugs. 
Aspect-oriented programming promises to tackle this problem by offering several abstractions that help 
to reason about and specify the concerns one at a time. In this paper we make use of this approach to 
introduce security into an application. By means of the example of access control, we investigate how 
weU the state of the art in aspect-oriented programming can deal with separating security concerns from 
an application. We also discuss the beneHts and drawbacks ofthis approach, and how it relates to similar 
techniques. 

A Introduction 
In the open world of the Internet it is very important to 
use secure applications, servers and operating systems in 
order to avoid losing valuable assets. Hovvever, developing 
a secure application in an open, distributed environment is 
a far from straightforward task. 

Security should never be considered a minor issue when 
developing softvvare. Adding security to an application as 
an afterthough is almost always a bad idea, and will very 
often lead to bugs and vulnerabilities. Security should be 
an issue in each phase of the development process, from 
the first gathering of requirements to the testing and final 
deployment (see the Common Criteria [1]). 

During requirements gathering and even during (high-
level) analysis of the problem, it is not too difficult to take 
security considerations into account. They can be dealt 
vvith rather independently of the application. Hovvever, 
later in the development cycle it becomes harder and harder 
to correctly handle security requirements. Besides the fact 
that both the application and the security mechanisms be-
come more elaborate here, the real problem lies in the in-
teraction betvveen the application functionality and the se-
curity concerns. At the base of this problem is a structural 
mismatch betvveen the application and the required security 
solution. Confidentiality for instance requires both sealing 
and unsealing of sensitive Information. Although they are 
logically joint and in fact very similar, they are typically 
spread over several places in the application. 

The source ofthis structural mismatch does not lie in the 
way the application is modularized. Restructuring the ap
plication vvill only shift or transform the mismatch. State-
of-the-art development approaches just can not handle this 

kind of modularity. What is needed is support for dealing 
with this structural mismatch explicitly in every phase of 
the development. 

Aspect-orientation is an attempt at ansvvering this need. 
It has constructs to declare how modules cross cut one 
another. In this paper we use AspectJ, a specific tool 
that helps dealing vvith cross cutting at the implementa
tion level. As a beneficial side effect of using this tool, the 
implementation of the security mechanism and the basic 
logic can be reused for other applications, when properly 
designed. 

The structure of this paper is as follows. First a more 
detailed description of the context of our approach is ex-
plained. Then, we vvill give a short introduction to As
pectJ, an aspect-oriented programming language for Java. 
Through a concrete example we vvill explain hovv this can 
be used to secure an application. This mechanism vvill be 
generalized in order to construct a framevvork of security 
aspects, after vvhich the advantages/disadvantages of the 
approach vvill be discussed. We end this paper vvith a sec-
tion on related vvork vvhere vve compare the aspect-oriented 
approach vvith other existing techniques. 

B Applicability of the approach 
As vve vvill shovv in this paper, the technique of aspect-
oriented programming can help considerably in designing 
secure softvvare. Hovvever, vve do not want to claim it is 
the silver bullet. Some problems map nicely onto the ideas 
of aspect-oriented programming and hence can be solved 
quite elegantly, vvhile others cannot. In this section vve dis
cuss the scope of this novel technique by grafting it upon 

http://kuleuven.ac.be
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the process of secure software engineering. 
For this discussion, we will look at the development 

of secure software from two orthogonal vievvpoints. A 
first, straightforward viewpoint comprises the weIl-known 
phases during the development of a typical application. 
This starts from requirements gathering, through analysis, 
design and implementation to end with the actual deploy-
ment. Remark that we are not interested in the sequential 
order of the phases, merely in the different levels of detail. 

The second vievvpoint focuses on the different respons-
abilities in an application. For security, we can distinguish 
three different categories. The first one involves the core 
business functionality of the application. The second cat-
egory corresponds with code implementing basic security 
operations (such as how to encrypt something): it is part 
of the implementation, but is at the same tirne totally un-
related to the business logic of the application. The third 
category is the set of code that specifies where and how to 
use the security operations in the application. This third 
type of responsability actually constitutes the relationship 
betvveen business and security logic in an application. 

In order to clarify the last vievvpoint, let us apply it to a 
typical online banking system. The code that implements 
how to check the balance of your account and how to trans-
fer money from one account to another is part of the busi
ness logic of the application and belongs as such to the first 
category. Then, there is code that implements how to se
cure communication data from eavesdropping and tamper-
ing. This code could be reused for different types of ap-
pHcations, i.e. ali applications requiring that information 
(in transit) should be secured. Hence, this code belongs 
to the second category. Finally, some code in the applica
tion is responsible for activating the security mechanisms 
at the right plače and at the right tirne, i.e. every time ac
count information is transferred from the bank to the client. 
This code links the security mechanisms to the application 
and is therefore part of the third category. Looking at this 
example in another phase during the development cycle as 
defined in the first vievvpoint will produce similar results. 

Merging the two orthogonal vievvpoints results in a table 
as shown in Figure 1. As you will notice, the distinction 
between application, relationship and security code is ap-
parent' in every phase of the development process. In every 
celi of this table, uncareful development can result in secu-
rity problems. To give an idea of the possible problems, 
we filled in the different categories of the Common Vulner-
abilities and Exposures[3] (CVE). For instance, the cate-
gory access validation errors originates from implementa
tion errors in security related code. Race condition errors 
are not only present in security code, they can also arise 
from the uncareful incorporation into the application. 

Note that the table in Figure 1 is not complete in the 
sense that it does not contain aH known security problems. 

'We use dotted lines in the first and last row of the table to denote 
that at these phases the distinction between the three responsabilities is 
less clear, since at that time you are dealing with one monolithic system, 
rather than with separate parts. 

CVE primarily focuses on security flaws in operational sys-
tems. Thus, most of the problems are situated in the lower 
rows of the table. 

Aspect-oriented programming, and more in particular 
the AspectJ tool we use, (currently) covers only a specific 
part of the table. It provides a way to cleanly separate dif
ferent responsabilities in a system and it offers a means to 
specify how they should be combined. Hovvever, compared 
to standard object-oriented techniques, it does not offer en-
hanced support to design and implement the actual business 
logic, nor the security logic. As such, AspectJ primarily 
operates at the inner column of the table. Furthermore, its 
tool support is stili limited to the design and the implemen
tation phase. This demarcates the theoretical scope (repre-
sented by the grey rectangle) of the approach discussed in 
this paper. Applying AspectJ to problems situated outside 
this scope will result in unnatural, forced solutions. 

C Introduction to AspectJ 
In this section we will briefiy discuss the principles of the 
AspectJ language [2]. AspectJ is a Java language extension 
to support the separate definition of crosscutting concerns. 
In AspectJ, pointcuts define a collection of specific points 
in the dynamic execution of a java program. Pointcut def-
initions are specified using primitive pointcuts designators 
such as the execution of a method, the creation of a specific 
type of object, etc. Primitive pointcuts can be combined 
using logical operators. 

On pointcuts, advice can be defined in order to execute 
certain code. AspectJ supports before and after advice, de-
pending on the time the code is executed. E.g. before ad
vice on the execution of a method will make sure that the 
code specified in the advice will be executed before the par
ticular method is actually executed. In addition, both ad-
vices can be combined into one, the around advice. The use 
of the pointcut and advice constructs will become clearer 
when we discuss a concrete example. 

The definition of pointcuts together with the specifica-
tion of advice on these pointcuts forms an aspect defini
tion.^ An aspect is also similar to a class and can as such 
contain data members, methods, etc. Instances of an as
pect can be associated with an object, but also with other 
runtime elements like control flow. The instance is auto-
matically created when the target of the association (e.g., 
a specific object) is active. To conclude, an aspect defines 
extra functionality and a description of where it should be 
applied. 

To deploy the aspects in a concrete application, AspectJ 
provides a special compiler that parses ali application and 
aspect code to produce, through some intermediate trans-
formations, the woven application in the form of Java byte-
code. 

^AspecU also supports other constructs like Introduction. Since they 
are not used in this paper, we will not discuss them here. 
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Requirements 

Analysis 

Design 

Implementation 

Deployment 

Application Relation Security 
1 • 
• • 
• 1 
• 1 
• 1 

design error 
1, 

input 
validation 

exceptional condition handling 

•., ,„ . l l . l l ' ! ! •)l"ll 

race condition 

environmentai/configuration error 
1 1 
1 1 
• I 

access 
validation 

Figure 1: Table illustrating the application area of the approach. 

D Security as an aspect 
The technique of aspect-oriented programming helps us to 
tackle the problems described in the introduction. It pro-
vides a mechanism to combine separate pieces of code eas-
ily, which encourages the separate implementation of non-
functional issues like security. Using this divide and con-
quer strategy, the overall complexity of the problem is re-
duced considerably. Moreover, it allows different special-
ists (e.g., an application engineer, a security engineer,...) 
to work simultaneously and to concentrate on their field 
only. 

D.l An example: Access Control 
The example presented in this section discusses how to per-
form access control in an application. We have chosen this 
problem because it clearly shows that security related code 
can be separated from the functionality of the application 
in an elegant way. 

Basically, access control can be described as follows: at 
a certain point, the application requires credentials from the 
user, after which access to certain resources is allowed or 
denied based on the user's identity. However, this abstract 
view hides several decisions. The key to convert the above 
description into an aspect-oriented application is the Identi
fication of the important domain concepts and their mutual 
dependencies. 

First, what is the e\act entity that has to be authenti-
cated? From a user-oriented view^, the user of the global 
application might be a reasonable decision here. In this 
čase the user has to login once, after which this identity is 

^From another point of view, the source of the application code might 
be the subject of authentication. While the mechanism to estabhsh the 
correct identity of the code originator might be different, the overall au-
thorization mechanism described in this paper vvill stili be applicable. 

used during the rest of the application. However, the gran-
ularity of this approach will clearly not suffice for some 
applications, like a multi-user or a multi-agent system. A 
second approach consists of linking the identity to a cer
tain object in the application. Here, login information vvill 
be reused as long as the actions are initiated by the same 
object. On the other hand, the identity of the user might 
change over time. It is then necessary to associate the iden-
tity with the initiator of a certain action. In this čase, an 
authentication procedure is required every time the specific 
action is initiated. 

Next, for what resources do we want to enforce access 
control? Again, one can think of different scenarios. An 
identity might require access to one resource instance (e.g., 
a printer). When more instances are available, one could 
have access to the whole group or to only a particular sub-
group. In čase of different resource types the identity could 
require access to a specific combination of these resources. 
In general, this vvill often correspond to a combination of 
(some parts of) application objects. 

A last but not less important consideration deals with 
specifying how and where the resources are accessed. This 
path from the authenticated entity to the resources is neces-
sary to pass login information to the access control mech
anism. In a distributed system for instance, authentication 
and access control might be performed on different hosts. 
In that čase, authentication information must evidently be 
passed to the access control mechanism in order to ensure 
correct execution. One obvious example of such access 
path is the invocation of a specific service of a resource. 

Bach of the above concepts (identity, resource and access 
path) is actually a crosscutting entity to the application and 
maps closely to an aspect. In fact, the three concepts cap-
ture the conceptual model of access control and they can as 
such be used for most access control problems. Note that 
we did not discuss any issues concerning concrete mecha-
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nisms for authentication and access control. Although cer-
tainly relevant, it is important to realize that these are im
plementation decisions and will depend on the underlying 
security architecture. 

Figure 2 shows the details of one particular čase of ac
cess control, where each user is authenticated once and 
where access is checked for each invocation of a particu
lar service. The implementation of the other variants of 
access control would be fairly similar. To make it more 
readable, the aspect code of the example is written for a 
minimal application that consists of a Server implement-
ing a Serverinterface with a method service and a Client 
invoking this service. 

The Identification aspect is used to tag the entities that 
must be authenticated. The idea is that the subject included 
in the Identification aspect is used to check whether access 
is allowed or denied"*. In the example, every object of the 
class Client is considered as a possible candidate. By us-
ing the perthis association, the subject Information will be 
available as if it were glued to the particular Client object. 

The serviceRequest pointcut of the Authentication as
pect specifies ali places where the service method of the 
Serverinterface is invoked. Through the use of the power-
ful percflow construct, the Authentication aspect, and more 
important, its Subject data member, travels along with the 
invocation. Thus, it is able to pass the authentication in-
formation to the access control mechanism. Before the 
method is actually invoked, the identity Information from 
the Identification aspect is copied to the local Subject of 
this aspect. If the Client was not yet authenticated, this is 
the right plače to do this. 

Finally, the Authorization aspect checks access based 
on the identity Information received through the Authenti
cation aspect. This check is performed for every execution 
of the service method (checkedMethods pointcut). In this 
example, the login and access control phase are vvritten in 
pseudo code. The actual code will make use of the un-
derlying security architecture. In our implementation, we 
have used the Java Authentication and Authorization Ser
vice [15] for this purpose. 

Weaving the above aspects into the application will re-
siilt in a new, more secure version of the application. In 
the latter, the access controlling code defined in the Au
thorization aspect will be executed before every invocation 
of service(). At this point, the application will continue 
its normal execution if access is granted, however an ex-
ception will be throvvn if the (un)authenticated entity is not 
allowed to do so. As such, conventional^ use of the method 
serviceO will be restricted to certain users depending on 
the security policy, just as would have been the čase by 
coding the access control mechanism direcdy into the ap-
plition code. 

' 'AH objects that don't have an Identification aspect will not be able to 
execute service. 

'By predicting the output of the aspect weaver, one might be able to 
circumvent this access control mechanism under certain circumstances. 
We discuss this problem in detail in section E. 

D.2 Generalization of the exainple 
The deployment of each of the crosscutting entities de-
scribed in the previous section depends heavily on the ac
tual type and implementation of the particular application. 
For example, an email client will vvork on behalf of one 
user, while a multi-user agenda system will want to dis-
tinguish his users. Also, objects representing a user will 
clearly differ in structure and behaviour between separate 
applications. In general, it is impossible to define one set 
of aspects that will be applicable to ali possible applica
tions. Therefore, a more generic mechanism is desirable 
that separates the implementation of security mechanisms 
from these choices. 

Given the previous example one might notice that the 
deployment decisions are actually contained in the point
cut definitions, which define where and when an advice or 
an aspect has to be applied. For this purpose, AspecJ has 
the ability to declare pointcuts abstract and aftervvards de
fine them in an extended aspect. Using this mechanism, it is 
possible to build a general authorization aspect and redefine 
the included abstract pointcuts depending on a specific ap
plication. To illustrate this technique, we have applied it to 
the example of the previous section. The result is sketched^ 
in figure 3. In order to use these generic aspects in a con-
crete situation, one has to extend the abstract aspects and 
fill in the necessary pointcuts based on the specific security 
requirements of the application. 

A major advantage of this generalization phase is the 
ability to reuse the core structure of the security require-
ment. Since this will be similar for every situation, it is not 
necessary to reinvent the wheel for every čase. It should 
be properly designed by a qualified person only once, after 
which aspect inheritance enables easy reuse. 

D.3 Towards a framework of security 
aspects 

For a secure distributed application, other security require-
ments besides authentication and authorization must be 
considered, such as confidentiality, non-repudiation, etc. 
We will now briefly describe how some could be imple-
mented using aspects. 

Encryption of objects is required for confidentiality and 
integrity. This is a quite straightforvvard task using the Java 
JCA/JCE [12]. Two issues have to be considered. First, one 
has to decide vvhere and how to insert this into the applica
tion. One possibility is to encrypt objects while they are 
written to a specific stream. For this čase, the stream can 
be wrapped by a specific encryption stream. Another pos-
sibility is to encrypt objects vvhenever they are serialized. 
Therefore, the readObject() and writeObject() methods of 
the object should be overridden to include encryption here. 
Second, there is the issue of how to get or store the crypto-
graphic keys. Similar to the identity in the previous section. 

*A real implementation would have extra work-arounds for some lim-
itations of the current version of AspecU. See discussion. 
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aspect Identification perthis(this(Client)) { 

public Subject subject = null; 

} 

aspect Authentication percflow(serviceRequest()) { 
private Subject subject; 

pointcut serviceRequest(): call(* Serverinterface+.service(..)); 

pointcut authenticationCall(Object caller): 
this(caller) 
&& serviceRequest() 
&& if(Identification.hasAspect(caller)) ; 

before(Object caller): authenticationCall(caller) { 

Identification id = Identification.aspectOf(caller); 
if(id.subject == null) { 

<login> 

subject = id.subject; 
} 

} 

public Subject getSubjectO { 

return subject; 

} 

) 

aspect Authorization { 

pointcut checkedMethods() : within(Server) && execution(* service(..)); 

Object aroundO: checkedMethods () { 

Authentication au = Authentication.aspectOf(); 

Subject subject = au.getSubject(); 

boolean allowed = <check access control>; 

if(allowed) { 

return proceedO ; 

} else { 

throw new AccessControlException("Access denied"); 

} 

} 

Figure 2: Aspect cede for object-based access control 
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abstract aspect Identification perthis(entities{)) { 
abstract pointcut entities() ; 

public Subject subject null ; 
} 

abstract aspect Authentication percflow(serviceRequest()) { 
private Subject subject; 

abstract pointcut serviceRequest() ; 

} 

abstract aspect Authorization { 
abstract pointcut checkedMethods() ; 

Figure 3: Generalized aspect code for access control 

one has to find some entity in the application with vvhich 
the keys will be associated. The implementation will vary 
according to how the keys are to be acquired. 

Non-repudiation requires the generation of proof for cer-
tain events in the system, e.g. the invocation of a specific 
method. This is quite similar to the problem of access con
trol described above. One crosscutting entity defines the 
identity that wants to generate the proof. Another entity 
Stores and manages these proofs. And finally, a third en-
tity defines where and how proofs should be generated and 
passed along. 

In the end, a combination of ali the security aspects could 
form the basis of an aspect framevvork for application se-
curity. This framevvork will consist of generalized aspects 
for each of the security requirements. Note that several as
pect implementations, depending on different underlying 
security mechanisms, may be included for the same secu-
rity requirement. The deployment of the framework for a 
concrete application will then come down to choosing the 
appropriate aspects and defining concrete pointcut designa-
tors for them. A more elaborate discussion on this security 
framework can be found in [18]. 

E Discussion 

The separation of a (complex) application into an applica
tion specific part, a security part and a part that details the 
relation between the two is a noble goal, in the špirit of ad-
vanced separation of concerns. The technology of and the 
ideas behind aspect-oriented programming hold a promise 
of achieving this goal. 

Although the technology has not yet fully matured, the 
current possibilities of AspectJ already allow us to fill up a 

number of gaps in the table introduced in section R, where 
state-of-the-art tool support is lacking: 

- The mere fact that this kind of separation is possible 
at the code level already makes the management and 
maintenance of this code easier. There can be distinct 
packages for pure application functionality, for pure 
security code and a package that defines the points 
vvhere that security is to be applied. This actually sug-
gests three distinct tasks to develop a secure applica
tion^: build the application, develop a generic security 
aspect architecture and specify the aspect deployment 
pointcuts. 

- Security should be applied at ali times, if it is to be 
applied correctly. By looking at the definition of the 
pointcuts in the aspect that implements the particu-
lar security concern, a security engineer immediately 
knows ali the places vvhere this concern vvill be used, 
given that the AspectJ compiler does its job correctly. 

- The implementation of the security mechanisms does 
not have to be copied several times. Ali the implemen
tation code can be gathered vvithin a small number of 
advices, perhaps ali vvithin one source file. As a result, 
vvhen changes have to be made or vvhen bugs need to 
be corrected, the programmer can focus on that one 
part. 

- Many bugs in security softvvare are caused by a dif-
ference in how conditions are interpreted by the secu-
rity code versus hovv these are handled in the applica
tion. This difference is for instance manifested in the 

^A similar separation of these tasks has been described in [16]. 
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CVE class of vulnerabilities named exceptionaI con-
dition handling. The aspect-oriented approach makes 
the interactions between the appHcation and the se-
curity mechanisms explicit such that differences are 
easier detected. 

Furthermore, analogously to the way object-oriented 
languages influenced earlier steps in the design process, we 
are now seeing new design techniques that deal more ex-
plicitly with separation of concerns. Over tirne, every celi 
in the table in Figure I might be supported. 

Por our work, the use of the current version of AspecU 
(1.0) has also some dravvbacks. On the one hand there are 
some technical issues regarding the current implementation 
of AspecU. It is expected that these will be solved in later 
releases of the tool. On the other hand there are problems 
that are more fundamental in nature. Por this, we suspect 
at least a redesign of the aspect-oriented tool is needed. 

- Por each method call that has some security concern, 
the AspecU compiler will insert one or more extra 
calls. Therefore, the generated code is less efficient, 
and introduces more overhead than a direct implemen
tation vvould have. Unfortunately, this is the priče to 
pay for the genericity of our approach. Hovvever, it is 
certainly not worse than some other systems discussed 
in the next section. Building a more complex, but less 
general aspect combination tool could solve this. 

- If not aH code in the application can be trusted, one 
has to be very certain the generated code does not 
add any security holes. For instance in the čase of 
authorization: it should not be possible for a client 
to call the end-functionaIity of a server through some 
other means in order to circumvent the authorization 
checks. This means the security implementer has to 
have a very clear idea of what the aspect tool pro-
duces. In this respect, the output of the AspecU com
piler can currently not be trusted yet, because the orig
inal functionality is only moved into a new method 
with a special name. Hovvever, this is only a problem 
if not ali source code^ is under the control of the As
pecU compiler. The fact that AspecU is not a formally 
proven language only increases this problem. 

- The implementer of the security code stili has to have 
very detailed knovvledge of security mechanisms, their 
strong and weak points, how to implement them. As 
AspecU is a generic tool, it does not help the program-
mer here, apart from providing a better modulariza-
tion of the problem. However, this is not a particular 
problem of AspecU, but rather of our approach to the 
problem. 

- Generalization of aspects is currently stili difficult (see 
also [8]). The limitations of the aspect language and 

"Current releases of AspecU can only do the necessary transformation 
of source code. This means that weaving aspects in compiled code is not 
possible yet. 

weaver sometimes makes it very hard or even impos-
sible to generalize certain cases. As a result, a com-
pletely reusable security framework can not be devel-
oped yet. 

F Related work 
There are already a large number of security architectures 
proposed or implemented in Java, e.g. [7]. Also, Sun 
has released JAAS [15] for authentication and authoriza
tion, SSE for secured network communication, and there 
are proposals for a secure RMI implementation. These will 
often already realize the intended result, and can therefore 
be used in the implementation of the security aspects. The 
combination of existing technologies with aspect-oriented 
programming is not expected to pose severe problems. The 
added value of aspects in this čase is the possibility to have 
a much more flexible security policy, and this at a granular-
ity that corresponds better with the application, i.e. at the 
level of method calls and objects. Some of the proposed 
architectures also have a fine granularity, but the configura-
tion and mapping onto what happens inside an application 
can be fairly difficult. 

By using a number of object-oriented design patterns 
[11], the existing security architectures also try to be inde-
pendent of an application structure, and they ali succeed in 
this to some degree. The dravvback of this design is that the 
structure of the solution becomes more complex and harder 
to understand. With an aspect-oriented approach these im-
plementations can be designed in a more natural way. 

Transformations in AspecU happen on the level of 
source code. One could argue there already exist numer-
ous tools to manipulate text files. These are also able to 
insert code in a generic way into a program. However, the 
aspect-oriented approach has much less chance of introduc-
ing bugs. The constructs aspect-oriented transformers work 
on, are not mere text elements, but language constructs. 
These map more naturally onto the entities a security pol-
icy would speak about. 

Other tools are available that work on the level of byte 
code [6,14]. This has the advantage that one can add his 
own aspects even when no source code is available for the 
application. Again, the disadvantage is that on the level of 
byte code, a lot of the application logic is already lost. Re-
constructing this is often hard, and giving correct descrip-
tions of how a series of byte codes has to be changed to 
for instance implement authentication will be even harder. 
Checking and debugging the result will also be difficult. 

Meta level architectures [5,16,17] also make it possi
ble to separate application from security implementation 
[4,19]. They offer a complete reification of what is go-
ing on in the application: the events of sending a message, 
starting the execution, creating an object aH get reified into 
a first class object. Because the meta-program has con
trol over these reified entities, it can intervene in the ex-
ecution of the base application. In comparison to aspect-
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oriented programming this mechanism is much more pow-
erful, but it is also heavier. Moreover, the development of 
meta-programs for security is more complex, because the 
programmer is forced to think in terms of meta-elements, 
which are only indirectly related to the application. 

Other approaches [10] also use the basic idea of intro-
ducing an interceptor between clients and services, for in
stance to do extra access control checks. They are similar 
to meta-level architectures in that they also intervene in the 
communication between client and service, but the inter-
vention is less generic (and less heavy): the interceptors 
are mere decorators around the services. In simple situ-
ations, they can be specified fairly easy, perhaps through 
some declarative description. Hovvever, when more and 
more application state needs to be taken into account, writ-
ing decorators becomes very hard, or even impossible due 
to the bounded possibilities of the declarative language. 

There is also research into a more generic, declarative 
description of security properties for an application [9,13]. 
Such a language would be especially valuable to define the 
relation between application and security mechanisms as 
illustrated by the middle column of figure 1. The real chal-
lenge here is to think of the right abstractions the descrip
tion will consist of. This is not at ali an evident matter, 
certainly if a goal is to be generic. We think it is better to 
first experiment with a generic aspect-oriented language as 
described in this paper. From these experiments, we would 
hope to distill the important abstractions. 
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The boom of electronic commerce requires existence and use ofreliable means of authentication ofcom-
municating parties. We need an analogy of hand-wntten signature that can be applied to electronic doc-
uments. We shall call such a concept an electronic signature. There is a currenttrend to make electronic 
signatures meeting some requirements equal to hand-written signatures. This makes it a very pov/erful 
tool but, on the other hand, there are some sensitive security issues that have to be discussed and that the 
potential users should beav/are of. 
In this article we would like to point out some of these issues and especially those that ali electronic 
signature users are affected by. We have to say, it is very unwise to use a software only implementation 
on a non-dedicated hardware to create electronic signatures if the responsibility for such signature is not 
limited: Using a hardware cryptographic module thalis incapable of displaying thedata to be signed may 
stili be unsatisfactory. Using a module witbout an independent input for authorization data does not help 
much, a module with an independent input is signiHcandy better but the danger is stili far from negligible. 
Using a dedicated system to create electronic signatures can so/ve many of the problems. On the other 
hand, it is the most expensive solution considered. We will describe a solution that isbothrelatively cheap 
and reasonably secure. We aiso suggest some affordable key management solutions. 

A Introduction impossible to derive the private key from the correspond-
ing public key. In the existing solutions there is no known 

The boom of electronic commerce requires existence and algorithm for deriving the private key from the correspond-
use of reUable means of authentication of communicating ing public key in a reasonable amount of time or space (i.e. 
parties (although some cases of electronic commerce are in time that is polynomial with respect to the key length). A 
certainly possible without it, there are many that are not). digital signature is a piece of information calculated from 
We need an analogy of hand-written signature that can be a document and a private key. Using the public key corre-
. applied to electronic documents, and that meets at least the sponding to the private key used to create the digital sig-
following requirements: nature it is possible to verify whether a given document is 

, . , , , , , . . identical (more precisely identical with high probability) 
1. It can only be created by the entity It represents, ^ .. . .r • • i . i .• •. i • . , , 

•̂  ^ •> t- to the document from which the digital signature has been 
2. it allows the recipient of a document with this analogy calculated. On the assumption the private keys are only 

of signature to verify that the document has not been known to their ovvners and the public keys are known to 
subsequently modified (this includes the requirement 1̂1 intended recipients of documents, the digital signatures 
that the signature analogy cannot be copied from one ^^et the requirements 1 and 2 stated above. 
document to another). To meet the requirement 3 we need to establish a trusted 

link between a public key and the owner of the correspond-
3. it is capable of identifying the entity it represents. -^^ ^^-^^^^ ^^^ ^^-^ -^^^^^ ^^^.^^^^^ ^^-^^ certificates. A 

We shall call such a concept an electronic signature. Cryp- certificate is a digitally signed document issued by a trusted 
tography offers means of digital signatures that can be (and *ird party - Certification Authority (CA) that binds a pub-
are) used to achieve this goal. 'i^ ^^^ t« some sort of identity of its owner. 

Digital signatures are based on asymmetric crypto- Electronic signatures have been used for a while now 
graphic algorithms. They use a pair of keys - a private in many systems. Their use has been typically based on 
key and a public key. The private key has to be known only an agreement of the users of the system. There is a cur-
to the entity that is to create its digital signatures, the public rent trend to make electronic signatures meeting some re-
key must be known to any entity that is to be able to ver- quirements equal to hand-written signatures. This makes 
ify the digital signatures. In an ideal solution it would be it a very powerful tool for electronic commerce and other 
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electronic communication but, on the other hand, there are 
some sensitive security issues that have to be discussed and 
that the potential users should be aware of. In this article 
we would like to point out some of these issues and espe-
cially those that ali electronic signature users are affected 
by. We will discuss several possible implementations and 
try to identify their advantages and disadvantages. 

By the term signatorj we mean the person who is re
sponsible for creation of an electronic signature. We will 
assume a legislation that makes a signatory responsible for 
any electronic signature created using the signatory's pri
vate key while the signatory's certificate containing the cor-
responding public key is valid. We will assume that a sig-
natory can make his or her certificate invalid by requesting 
its revocation at any tirne. 

B What do you really sign? 
Let us assume that a signatory wants to electronically sign 
a document. The signatory's private key has to be stored 
somevvhere and the signatory will use some hardvvare and 
software to create the signature (unless he or she is an ex-
perienced and fanatic mathematician who wants to spend 
his or her life calculating the signature by hand). 

B.l Software only implementation on a 
non-dedicated systeni 

Let us assume the signatory does not have any specialized 
or dedicated hardvvare to support electronic signature cre
ation. He or she ušes a standard computer with a standard 
operating system and an application to create electronic 
signatures. Other applications are also used on the com
puter and it is potentially connected to the Internet. The 
private key is stored in a file on a diskette, CD or on the 
computer's hard disk. In order to protect the private key 
against other person's access it will be encrypted using a 
passphrase the signatory will remember (let us assume the 
encryption used is strong enough and the passphrase is hard 
to guess). 

The first step of signing a document is usually reading 
it. In čase of an electronic document it usually means us
ing an appropriate viewer to display the document in a hu
man readable form. But does the viewer always display 
ali relevant Information? (Let us consider the type of the 
document to be known, so that we can exclude different 
interpretation of the data than expected.) Is there nothing 
that remains hidden until you activate some function of the 
viewer? For less experienced users this can be a potential 
danger. For this reason it is safer to sign only documents 
of simple types (like plain text file) or, if you have to sign 
a complex document (e.g. MS Word), clearly specify what 
Information is to be considered relevant by the recipient 
(such as only the text that is displayed when using a default 
installation of a particular viewer). 

The next step would be to use a signature creation appli
cation to create the electronic signature for the document. It 
will need the signatory's private key, so it will read it from 
the file, the signatory will type his or her passphrase, the ap
plication will decrypt the private key and use it to calculate 
the electronic signature. The question here is whether the 
signature creation application cannot use the private key to 
sign another document (that the signatory is not aware of) 
or even export the private key to someone else. Even if you 
trust the particular application vendor, can you be sure it 
has not been modified by someone else? Or there may be a 
bug in the application that allows an attacker to make it mis-
behave. For example a bug in PGP has been dicovered that 
allowed an attacker to obtain the user's private key from 
a message signed using a corrupted private key file [14]. 
We have assumed a non-dedicated computer system in this 
subsection. Can you be sure that none of the software you 
have installed contains a malicious code to modify your 
signature creation application? If someone else has access 
to your computer or if it is connected to the Internet, it is 
hardly possible to be aware of everything that has happened 
to it. Standard operating systems have many security prob-
lems and it is often difficult even for experienced systems 
administrators to detect sophisticated attacks and modifica-
tions. In some cases it may be impossible vvithout connect-
ing the computer's hard disk to another computer (because 
the firmware of the computer could have been modified to 
prevent loading of an unaffected operating system from an
other medium). It vvould seem, at the first sight, that using 
a signature creation application loaded from a physically 
read-only medium should help. But if the operating system 
has been modified, it is possible to load a different applica
tion without the user knowing about it. And it is even not 
necessary to modify the signature creation application, it is 
enough to monitor the keystrokes and obtain the signatory's 
passphrase. 

To conclude this subsection we have to say, it is very 
unwise to use a software only implementation on a non-
dedicated hardware to create electronic signatures if the re-
sponsibility for such signature is not limited to a reason-
able amount (what is a reasonable amount is up to you). 
The only advantage of this approach is the priče - you do 
not need any special hardware, the only additional software 
you need is the signature creation application (and this is 
often integrated in e-mail clients or available for free). But 
the security risk is very high. 

B.2 Using a hardvvare cryptographic 
module 

Another solution, often prefered, includes the use of a spe
cialized hardvvare cryptographic module to store and use 
the private key. It ranges from a cryptographic chip-card 
to complex, tamper-proof devices. An example of secu-
rity requirements for a secure signature creation device can 
be found in [2]. A memory-only chip card does not be-
long here, it is just another type of storage device and ali 
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the problems from the previous subsection apply to it. We 
assume the cryptographic module is connected to a non-
dedicated computer system (just as described in the pre
vious subsection). The module contains the private key 
stored in itself and does not allow the key to be exported. 
We can therefore assume no-one is able to get a copy of the 
private key. The module is usually protected against use 
by an unauthorized user by requesting some authorization 
data (a passphrase or a PIN) to be entered by the user be-
fore a signature can be created. The first issue is vvhether 
the authorization data should be required for each signing 
operation or whether an unspecified number of documents 
can be signed after a single entry of the authorization data. 
In čase the number of documents to be signed is not regu-
lated it opens possibilities for signing documents the user 
is not aware of. 

Another issue is how the authorization data are entered. 
In čase of a chip-card it is usually through the computer. 
And, as we mention in the previous subsection, the com-
puter's operating system may be modified or an application 
may be running to monitor the keystrokes. Examples of 
attacks against several electronic signature creation appli-
cations can be found in [13]. The attacker cannot get hold 
of the private key but he or she could instruct the crypto-
graphic module to sign an arbitrary document as long as 
the module is connected and ready. If the cryptographic 
module has its own means of input for the authorization 
data the situation is better - if it requires an authorization 
of each signing operation it prevents signing without the 
signatory's knovvledge. 

However, as long as the cryptographic module cannot 
display the document it is about to sign, there is stili a 
great potential for an attacker to have an arbitrary docu
ment signed. Ali the attacker has to do is to arrange for 
his or her document to be sent to the cryptographic mod
ule instead of the document the signatory wanted to sign. 
The module will require the signatory to enter the autho
rization data and will sign the attacker's document. Well, 
the signatory's document will not be signed after this, but 
how will he or she find that out? The attacker's softvvare 
can arrange for something pretending to be a valid signa
ture to be created and the software to check the signature 
may be modified to acknovvledge it. When the document 
with the pretended signature is checked in another com
puter (or perhaps using an application the attacker does not 
know about), it will be found out the signature is invalid, 
but it may be too late. 

We have shown in this subsection that using a hardware 
cryptographic module that is incapable of displaying the 
data to be signed may stili be unsatisfactory when con
nected to a non-dedicated system. Using a module vvithout 
an independent input for authorization data does not help 
much, a module with an independent input is significantly 
better but the danger is stili far from negligible. 

B.3 Using a dedicated system 
As can be seen from the previous subsections, the remain-
ing problem is mainly the possibility of modification of a 
document between the signatory's viewing it and the sig
nature calculation. What is needed is a system that the sig-
natory can (reasonably) trust and that is capable of carying 
out the whole process of displaying the document, obtain-
ing authorization data from the signatory, obtaining the pri
vate key and calculating the electronic signature. It should 
be impossible or difficult enough to modify the system or 
change its operation. This leads to another solution - a ded
icated system, i.e. a system (hardware and software) that is 
used only for a specific task(s), such as the electronic sig
nature creation. It can be a specialized hardvvare with its 
own display and keyboard or it can even be a standard com
puter (perhaps, supplemented vvith a cryptographic module 
from the previous subsection). In the čase that a standard 
computer is to be used, only the necessary software should 
be installed and netvvork connection should be avoided or 
limited to a very simple interface for receiving the docu
ments and sending out the signatures. The softvvare has to 
be trusted (we will discuss this issue later). It is also nec-
essary to protect the computer from unauthorized physical 
access. It may be vvise to consider placing it into a tamper-
proof box. If there is more than one person who can gain 
access to the computer, the software (including the operat
ing system) should be installed on a read-only medium to 
prevent modifications. 

Using a dedicated system to create electronic signatures 
can solve many of the problems we have dicussed. On the 
other hand, it is the most expensive solution we have con-
sidered. While the cost of the softvvare only implementa-
tion on a non-dedicated system may be negligible (or even 
zero), the cost of a card reader and a cryptographic chip-
card is in the order of 100 EUR', the cost of a dedicated 
computer is in the order of 1000 EUR, the cost of a tamper-
proof computer may be even in the order of 10000 EUR. 

B.4 Can you trust the hardware and 
software? 

In ali the previous subsections we have assumed the avail-
ability of hardvvare and softvvare for signature creation that 
can be trusted. But vvhat would make you trust a particular 
product? This is a difficult question that we cannot provide 
a satisafactory ansvver to. But if a dedicated system vvith no 
netvvork connection is used and the signatures created are 
stored in a standard format, the system cannot be controlled 
remotely and cannot export any Information. The only pos-
sible way to export Information vvould be to incorporate it 
into the value of the electronic signature. But if this is in a 
standard format, possibilities of such Information leakage 
are limited. 

' 100 EUR is approx. US $90, therefore the orders of the approximate 
prices are the same in USD. 
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B.5 How to use electronic signatures in a 
home environment? 

Typical home users of electronic signatures cannot be ex-
pected to spend 10000 EUR on special equipment to use 
electronic signatures. What should such users do to use 
electronic signatures and not to do it in a way comparable 
to signing (in hand) blank sheets of paper and leaving them 
in front of the door? We will describe a solution that is both 
relatively cheap and reasonably secure. 

This solution ušes the same hardvvare the user ušes for 
other purposes. It can optionally use a hardware crypto-
graphic module to store the private key, e.g. a card reader 
with a cryptographic chip-card. The user will have a CD 
with a bootable copy of an operating system and ali nec-
essary applications for the signature creation. When the 
user vvants to sign a document, he or she will disconnect ali 
network interfaces and modems, reboot the computer from 
this CD, use an appropriate viewer from the CD to view the 
document (can be loaded from the computer's hard disk) 
and a signature creation application from the CD to create 
the electronic signature. The signature will be saved in a 
standard format back to the computer's hard disk. Then 
the user will shutdown the system, remove the CD, switch 
the computer off, reconnect any network and modem ca-
bles and restart the normal system. While this is certainly 
less comfortable than doing everything vvithin the normal 
system, it is significantly more secure. Regarding the is-
sue of trusting the software, there is a possible Information 
exporting channel if the computer's hard disk is used. An
other problem, already mentioned, is the possibility of the 
computer's firmvvare modification to prevent booting cor-
rectly from the CD (but to load a piece of unwanted soft-
ware before the "safe" operating system is loaded). This 
possibility exists but exploiting it is rather difficult and 
some of the new PCs provide for disabling the firmware 
modification without physical hardware manipulation. If 
your PC alIows this, use it (you will also protect your com
puter against several viruses that utilize the firmvvare mod
ification feature). 

To conclude this section we will suggest a few general 
rules to follow when using electronic signatures: 

- avoid signing complex documents (if you are not sure 
what they really contain) 

- if you have to sign a compIex document, specify de-
tails regarding its interpretation - such as a particular 
configuration of a viewer that is to be used 

- if you cannot use a dedicated secure system, use the 
procedure of booting a separate operating system from 
a medium that is not accessible during normal com-
puter's operation (such as described in this subsection) 

- if the appropriate legislation allows you to limit your 
liability for damages caused with respect to electronic 
signatures, make use of it (i.e. if you can have a key 
to create signatures with unlimited responsibility and 

a key to create signatures with your liability limited to 
500 EUR, do not use the former to sign an order of 
goods with the priče of 100 EUR) 

C Key management 
In the life cycle of a key pair, four main stages can be 
identified: key generation, key storage, key usage and key 
disposal. Each of these stages brings its own problems, 
which we should be aware of. Then these problems ought 
to be avoided in practice or solved to some acceptable level. 
Some of them will be mentioned in follovving subsections. 

C.l Key generation, storage and usage 
During the key pair generation we ought to have following 
points on mind: strength, uniqueness and confidentiality 
(which have to be maintained ali the time) of the newly 
generated private key. Users can choose if they will gener-
ate their key pairs or if they yield this generation to another 
party, e.g. certification authority. Each of these approaches 
has its own pros and cons. 

The main advantage of key generation by user is high 
level of user's control over this process. Nevertheless full 
control is hard to achieve. Even if the key pair is generated 
by the user, it is unlikely, that every step is done by him-
self or using user's designed software on user's designed 
hardware. That is why, even in this čase, the user have to 
trust some software and hardvvare on which this softvvare is 
running. On the other side, the user can isolate this system 
from other parties, test it at will, and in other ways mini-
mize the level of unavoidable trust. Beside of design flaws, 
incofrect implementations, and other unintended mistakes, 
it is also necessary to consider intended attacks. In this 
špirit we have already discussed trustworthiness of ordi-
nary PČs and their operating systems. From that it is clear, 
that a security-oriented user must turn his or her attention to 
some kind of specialized devices, for example smart cards. 

The user does not have an opportunity to study the inter-
nal architecture and implementation of a particular device. 
He or she can only check if the communication protocol is 
met, if the generation produces a valid key pair, if encipher-
ing and deciphering is correct and so on. In this way it is 
very hard to verify the quality of the device, for example the 
quality of generated keys (e.g. randomness of used random 
or pseudorandom generator). Even more, if there officially 
is no possibility to retrieve the private key from the card 
using the implemented communication protocol, there may 
be "secret unofficial" ways to retrieve it. For example, if 
randomised cryptography is implemented on a smart card, 
then every plaintext has more than one corresponding ci-
phertext. Then the smart card can gradually export secret 
Information. One of the possible methods how to achieve 
this, is based on the idea, that the user will not notice, if the 
ciphertext is not chosen randomly among ali correspond
ing ciphertext. We can use the least significant bit (LSB) 
of ciphertext to divide them to two nearly equal sized sets. 
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Then if the smart card vvants to secretly transmit one bit 
e.g. zero, it will choose a ciphertext randomly from the set 
of ciphertext with zero LSB. If bit one has to be secretly 
transmitted, then the ciphertext is analogously chosen ran-
domly among ciphertexts with LSB equal to one. In this 
way any secret Information from the smart card can leak. 
Of course one bit is not enough, but the card can cycUcally 
transmit bit by bit from, e.g. the private key. The user can 
easily detect, that something is wrong in this solution, be-
cause if he or she extracts the sequence of LSB from the 
sequence of produced ciphertexts, then this sequence will 
be periodical. Using more clever strategies to hide Infor
mation it is possible to avoid this. For example, a smart 
card may use a strong cryptographic hash function with se
cret key to divide the set of ali corresponding ciphertexts 
instead of LSB. Such hidden communication channels are 
called covert cannels. Chances to detect advanced covert 
channels using black box testing are negligible. 

An attack can be driven not only against the crypto-
graphic strength of the implemented algorithms, but also 
against the very way of their implementation. An attacker 
can employ timing or power consumption measurement 
and derive the secret Information from this. For example, 
execution of different arithmetic operations may result in 
different levels of power consumption. Which arithmetic 
instructions are executed can depend on the bits of the pri
vate key, and so on. These attacks are called differential 
power attacks and timing attacks. For more in depth dis-
cussion see [4, 3,7]. 

It follows that an ordinary customer using a crypto card 
must also trust the card. When the user is deciding which 
card to buy, he or she will probably choose some card from 
a trustworthy and reputable manufacturer to ensure its max-
imum conformity to actual knowledge in the field. But how 
can the user ensure himself that the card is genuine and not 
some forgery probably with "enhanced" functionality (e.g. 
covert cannel implemented). One possible solution is to in-
clude in ali authentic cards a private key for this brand of 
cards. If those cards are secure, no attacker can retrieve the 
private key and thus he or she cannot insert it into a forged 
card. This card then cannot authenticate itself and is re-
fused. A smart card, beside of creating digital signature, 
enciphering, deciphering,..., can also generate a key pair, 
that is then used inside it. This solution has the advantage 
that the private Information never leaves the smart card. As 
a result the security of the private Information is greatly in-
creased and the user does not need to evaluate the process 
of transferring it from a generator to the device. To protect 
deviceš with stored private key from theft aiid consequen-
tiafmisuse to generate false digital signatUres in name of 
legal user, it is essential to equip such devices with some 
kind of authentication (Cig. PIN) before it start to operate. 

Yielding the generation to another party is often mo-
tivated by better posšibilities of this party to generate a 
strong key pair. However, high level of the user's trust 
to this party is requifed, because it is improbable that the 
user can influence or supervise the generation process here 

in any way. Certification authorities often provide this kind 
of service. CA needs key generation for its own use and the 
large number of clients allow the CA to buy and use excel-
lent softvvare and hardware equipment that is often also too 
expensive (especially for typical user). Apart from that, CA 
cannot assume that its technical personnel can be trusted 
and should use tamper-proof devices. This will guarantee 
to the CA, and also to the customers, that the generated 
keys are kept secret even if the operator tries to misuse the 
generating device (or such manipulation is detected and the 
key is throvvn away). One of such measures can be mutual 
authentication of the generating device and the crypto card 
receiving the generated key pair. In this way it is impos-
sible for the operators to insert a false key into the user's 
device from a fake generator. 

Such measures increase the user's level of trust, that the 
CA has not made a copy of his or her private key (e.g. be
cause the CA is unable to do it). But he or she should be 
also ensured, that CA has not used his or her private key 
already. Thus the crypto card must have a feature by which 
the user can detect its first use. 

Existence of two identical key pairs assigned to different 
customers can lead to serious security consequences. If one 
of them realizes that they have the same public key, he or 
she can then easily conclude that they also have the same 
private key. This fact should be considered a compromise 
of the private keys of both users, and both users' certificates 
for the corresponding public keys should be revoked. CA 
should guarantee uniqueness of the generated keys (or keys 
with their certificate) at least among keys that CA manages. 

More detailed Information about requirements on CA 
practice, management, operation, PKI - key management 
life cycle and other related topics can be found in [10, 11]. 

C.2 Key lifetime and disposal 
Every cryptographic algorithm, vvhich is not absolutely se
cure (in Shanon sense), can be successfully defeated by a 
brute force attack^. It is only a question of time. This time 
can be used as the upper bound on the time necessary for 
a successful attack. When making practical estimates it is 
also necessary to consider better attacks that decrease the 
time needed for a successful attack (e.g. for survey of the 
attacks on RSA see [5]). Mathematical lower bound would 
be more appropriate, but if a brute force attack is possible, 
then we can have lučk and hit the right key on the first try. 
Also such estimate must take the progress in cryptography 
and technology into account, vvhich give us better attacks 
on faster computers with more memory. 

In [6] we can find the following key size estimates for 
RSA, based on historical factoring records: s — 4.23 • {y -
1970) + 23. Key of size s became publicly breakable in the 
year y. Standards such as ANSI X9.30, X9.31, X9.42, and 

^More precisely also some cryptographic algorithms, which are not 
absolutely secure, can be hard to attack, because for too many different 
keys we can receive different and correctly looking plaintext - so called 
ideal security. 
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X9.44 and FIPS 186-2 ali require a minimum of a 1024-bit 
RSA or Diffie-Hellman key. Based on more elaborate esti-
mate from [6] 1024 key should be good enough until 2020. 
In the following table the key sizes for different crypto-
graphic algorithms that can be considered equivalent (at-
tacker need the same amount of time and other resources 
of equal priče to break them) are shown. For more details 
see [6]. Another study of key lenghts can be found in [9]. 

Key 
Symmetric 

56 
80 
96 
128 

Elliptic Curve 
112 
160 
192 
256 

RSA 
430 
760 
1020 
1620 

When the end of key lifetime period arrives, the key 
should not be used any more, because there is a high risk, 
that a successful attack has already been done. After such 
break, the attacker can emit false signatures, what must be 
avoided. To guarantee discontinuity of the key use, also the 
key certificate should expire simultaneously or before the 
end of the key lifetime. 

After that, attackers may be able to create false digi-
tal signatures, but they will be useless to them because 
the public key certificate will already be invalid at that 
time. On the other hand, they can create valid signatures, if 
they can backdate signed documents. This can be avoided 
for example by strict usage of time stamps^ on aH legal ly 
signed documents by this key pair. 

Disposal of keys is sometimes done much earlier than at 
the end of the estimated lifetime. For example, if we want 
higher level of security, we can dispose keys every year. 
Then it is also necessary to trustworthily destroy this Infor
mation. Department of Defense in [8] push around some 
procedures for erasing classified information. For example 
when data (e.g. a private key) on a floppy disk should be 
cleared, then the floppy disk have to be degaussed with a 
degausser or ali addressable locations must be overwritten 
with a single character. 

C.3 Suggestions for key management in a 
home environment 

It is probable, that many users will choose to minimize the 
cost of their solution. So they will decide to use an ordi-
nary PC and free software downloaded from the Internet. 
The Key pair will be generated by this software. They will 
store their keys on a harddisk or a diskette. This solution, 
although not optimal, can be made acceptable if the user 
ušes an environment like the one described in the subsec-
tion B.5 and keys are stored in encrypted form. 

Users with higher priority on security are encouraged to 
use smart card with built-in key generation and signature 

•'A time stamp is a document issued and signed by a trusted third party 
confirming existence of another document at a particular time. 

creation. In this way the private key is never exported and 
thus its transition is avoided. It is also reasonable to expect 
high quality of generated key pair. If a user obtains a key 
pair on a smart card from a CA, he or she should require 
the card to be able to indicate its first use. 

Conclusion 

Considering electronic signature legislation being prepared 
in many countries of the vvorid we can expect that elec
tronic signatures will become widely used in practise. Not 
onIy IT security specialists but also common computer 
users will come in touch with electronic signatures, there-
fore it is necessary that these people are informed about 
the security issues regarding the electronic signature use. 
It is necessary to find a solution that will be a compro-
mise betvveen a very secure but very expensive one (that 
can be used by entities that can afford it) and one that is 
cheap but extremely insecure. We have tried to discuss 
some of the security issues and suggested a solution that 
could be suitable for home users. There are many other se-
curity issues to discuss, such as the time stamping services, 
certificate issuing and revocation, certification authorities 
acreditation, certificate and CRL archiving, PKI structure, 
different types of certificates and others. Some of them are 
discussed in [12]. We should mention that similar security 
problems are also relevant to other security sensitive appli-
cations, such as Internet-banking systems, even when they 
are not based on electronic signatures. 
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The decentralised nature of web-based information systems demands a careful evaluation of the 
pantheon ofsecurity issues in order to avoid the potential occurrence of business risks that could not be 
easily mitigated. This paper presents an integrated approach based on a rigorous multi-level and multi-
dimensional model based on the realization that information security is not merely a technical solution 
implemented at each one ofthe endpoints ofthe inter-organizational application. Through synthesis and 
aiming to contribute towards implementing the most effective security strategy possible, the approach 
has as a starting point the overall business goals and objectives. Based on those it aids the development 
of a strategy from the lower levels of securing data in storage and transition to the higher levels of 
business processes. Its use and applicability is demonstrated over 'Billing Mali' - a system for 
Electronic Bili Presentment and Payment. 

1 Iiitroduction 
As organisations are rushing to revamp business models 
and align operations around e-commerce initiatives, 
information systems (IS) play a central role in the 
definition ofthe new value adding activities. It is vvithout 
doubt that in the yery near future, a largepercentage of 
ali commercial activities will be taking plače in a virtual 
world. References [17] and [11] emphasise that such 
systems must be thought of as 'servicescapes' - enablers 
of a virtual realm where products and services exist as 
digital information and can be delivered through 
information-based channels. 

As such, the achievement of strategic goals such as 
increasing market share will be directly related to the 
reliability of the technological infrastructure of 
organizations. It follovvs that the occurrence of business 
risks is now more eminent as the corporate netvvork, 
processes, and critical business data are vulnerable to 
attacks by anyone having Internet access [1][5][15][16]. 
What has been observed however is that most 
organizations treat the Internet simply as a transport 
medium. The resuh is that Internet security remains a 
relatively technical, local and distinct issue from the 
corporate Ievel IS design and management [15]. We 
advocate that, as security is the dependent variable for 
the success of web-based IS, the formation of any 
information security strategy should begin by taking into 

account the business vision, goals and objectives. 
Furthermore, it should not be approached as an 
afterthought, but rather it has to be designed and evolve 
concurrently with the development of the system. Any 
•other way to approach this issue could result t e a badly 
designed IS where purposive failure "...quickly leads to 
massive fraud, system failure, and acrimonious lavvsuits'' 
[6]. In summary, the definition of any effective 
information security strategy should thus be a well 
planned and concentrated effort initiated at the corporate 
Ievel, and not be seen only as a local technology issue, or 
as an ad hoc mix of particular technical solutions to 
specific problems. 

Taking into consideration the above issues, this 
paper offers an integrated approach for developing and 
implementing an information security strategy for IS 
operating in web environments. Based on a 
comprehensive multi-level and multi-dimensional model, 
it defines the issues and sets the guidelines for infiising 
security both at a low and higher Ievel. The section that 
follows presents the model and its building blocks for 
aiding the implementation of an effective security 
strategy. Its application is demonstrated in section 3 over 
a web-based Electronic Bili Presentment and Payment 
(EBPP) system developed for the Hellenic 
Telecommunications Organization (OTE), and currently 

mailto:h_margar@cc.uoa.gr
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in its final deployment phases. A concluding discussion 
closes the article. 

2 An Information Security Strategy 
Model 

The use of security models and framevvorks has been 
very much of a specialty area. The assumption that 
security is largely a technological issue and an 
afterthought that has to be addressed during a system's 
implementation phase, may explain the fact that relevant 
works are absent from the IS literature. However, as [2] 
notes "...a developmental duality of information systems 
security exists, that results because the information 
system and its security are treated as separate 
developments. This dua!ity may cause conflict and 
tension betvveen a system and its security". The model 
that is presented herein was developed taking the above 
issue under consideration. It acquired an added 
importance as it was developed during our attempt to 
define an information security strategy for 'Billing Mali' 
- a system for on-line bili presentment and payment 
whose intended users range from corporate customers to 
households. Realizing that the majority of current and 
potential Internet users are alert to the security issue 
through media over-exposure, it was clearly understood 
that security was a dependent variable for the level of 
adoption, and subsequently the future success of the 
system. 

Security Service 5ecurity Service 

Securitv Mechanism 

ZIL 

IS Development 

Figure 1: Information security strategy model. 

The model, which is depicted in figure 1, portrays a 
cyclic iterative process for designing and deploying an 
information security strategy. Each iteration is performed 
in the context of a phased IS development plan with the 
emphasis on the various activities and the level of 
engagement changing from one iteration to the next [9]. 
Thus, at the early phase of building the information 

security strategy the focus is on gaining a high-level 
understanding of the overall security requirements, 
shifting to vveighting risks and costs as more iterations 
take plače and finally to ensuring that the system 
maintains the quality levels required in meeting business 
objectives. 

The steps identified, namely Business Needs 
Analysis, Ris k Analysis, Security Strategy 
Implementation, and Monitoring, Research & Analysis, 
are described in the remainder of this section. 

2.1 Business Needs Analysis 
As already mentioned, security should be examined as an 
integral part of the overall strategic plan. Thus, any 
approach to security should start with an analysis of the 
business needs in order to provide a solid foundation for 
setting a strategy. Business Needs Analysis is the task of 
creating and maintaining an IS strategy that correctly 
reflects the overall mission and goals of the organisation. 
Understanding business objectives and organizational as 
well as inter-organizational requirements is fundamental 
for identifying the security requirements for a web-based 
IS. Since such a system may surpass the organization's 
boundaries and extend across multiple organizational 
entities [18], a deep understanding of business goals at 
the strategic level is deemed necessary to enable a clear 
estimation of the demanded security. The analysis starts 
by identiiying the objectives and business activities of 
the enterprise and its major units. Goals are set for each 
objective and Critical Success Factors (CSFs) are 
highlighted to emphasize what must go right if these are 
to be met. 

2.2 Risk Analysis and Cost Assessment 
Since the information owned by an organisation is of 
critical importance, the information resources that are to 
be protected in terms of their value to the business goals 
and CSFs identified during the previous step of our 
model, together with their owners and physical location 
should be identified. In addition, it has to be specified 
against whom the previously defined organizational 
assets should be protected. Ali these issues have to be 
considered in conjunction with the cost of deploying the 
security strategy. Cost assessment will also ensure the 
provision of management support, an essential part for 
developing the strategy and a prerequisite for its future 
application success [15]. 

The distributed nature of web-based systems implies 
the existence of a multitude of vulnerabilities and threats 
that have to be thoroughly examined to guarantee a 
secure environment for commercial transactions. 
Potential risks should be identified at ali levels, including 
network services, architecture, operating systems and 
applications Amongst others, typical business risks 
include the theft and alteration of data, unauthorised 
access to sensitive information, inability to meet 
customer needs quickly and the loss of business. Hence, 
the purpose of risk analysis is to facilitate decision-
making about the desired level of security as vvell as the 
methods that should be adopted for preventing risks. 
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Risk quantification should be undertaken, including 
a cost assessment of the possible damage associated with 
each threat against the cost of preventing the threat in 
terms of tirne, expenses and resources. The identified 
risks should then be categorised according to their 
probability and the severity of their impacts (see figure 
2), and prioritised with respect to the cost needed for 
their elimination. Certainly one needs to consider first 
those threats resulting in greater losses (classes D and C), 
but stili not to ignore threats of less probable financial 
impact, occurring more frequently (class B). In 
completing this step the organisation should be able to 
outline strategic security objectives. These are general 
objectives, which may be defined for instance, in terms 
of the levels of confidentiality, integrity, availability and 
accountability that the enterprise wishes to attain. The 
objectives along with a set of rules and practices that 
regulate how assets are administered, protected and 
distributed should be described in detail in a Corporate 
Information Security Policy (CISP) document. 

(C) 
more severe & 
less probable 

(A) 
less severe & 
less probable 

more severe & 
more probable 

(B) 
less severe & 
more probable 

Figure 2: Risk Classification 

2.3 Security Strategy Implementation 
When risk analysis is completed, the next step is to 
implement the organisation's Information security 
strategy. The strategy should aim to ensure the most 
effective use of resources, and will, where appropriate 
constitute a consistent approach to security across a 
range of different systems. The influence that the 
implementation step exerts upon the overall systems 
development lifecycle is tvvofold as the Information 
gathered during the previous steps is utilised to (a) 
identify security services that should be olfered by 
technical infrastructure components, such as standard 
protocols and commercial off-the self products; and (b) 
extend the system analysis and design tasks by infusing 
the security semantics of business processes. 

2.4 Identifying Security Services 
The Identification of security services involves the 
selection of those that need to be provided by the 
technical infrastructure in order to protect the 
organization's information assets from known and 
unknovvn threats (see figure 1). The process includes the 
analysis of a plethora of commercially available products 

and protocols by examining relevant industry reports and 
best practice guides. 

Undoubtedly, this is the most difficult part of the 
security strategy development plan, since this step 
involves the Identification of the security services that 
need to be offered in order to protect the organization's 
information assets from known and unknovvn threats (see 
figure 1). The process includes the analysis of a plethora 
of commercially available products and protocols by 
examining relevant industry reports and best practice 
guides. Not ali security services are used for the 
protection of aH kinds of information resources, since 
different classes of data require different levels of 
security. Classes of security services include integrity, 
confidentiality, authentication, accountability and 
auditing, authorisation, availability, and non-repudiation. 
In order to provide these security services to a web-based 
IS, we have to consider (a) the security mechanisms 
offered for data in transit, and (b) the security 
mechanisms offered for data in storage. These are 
illustrated in tables I and 2 respectively. 

When data in transit is considered (table 1), 
protocols offering security services are divided into three 
main categories depending on the International Standards 
Organisation's (www.iso.ch) Open Systems 
Interconnection (OSI) layer they operate, namely the 
network, transport and the applicatlon layer. Security 
mechanisms at the application layer can be further 
categorized according to the specific structure and nature 
of the data that needs to be protected. 

Layer 
netvvork/ 
Internet 

transport/ 
session 

application 

Protection 

host-to-
host 

process-to-
process 

data 
structure-
specific 

data 
nature-
specific 

Mechanism 

IP Security (IPSEC), IP 
Authentication header (AH), IP 
encapsulating security payload 
(ESP), netvvork Iayer security 
protocol (NLSP), point-to-point 
tunneiling protocol (PPTP) 
secure sockets layer (SSL), transport 
layer security (TLS), open financial 
exchange (OFX) 
secure hypertext transfer protocol (S-
HTTP), pretty good privacy (PGP), 
privacy enhanced mail (PEM), secure 
multipurpose Internet mail extensions 
(S/MIME) 
secure electronic transactions (SET), 
open financial exchange (OFX) 

Table I: Mechanisms used to enforce the security 
policy for data in transit 

In general, it is easier to protect corporate assets 
from third parties outside the corporate network than 
from its employees who intentionalIy or accidentally may 
cause severe security incidents. Thus, it is of crucial 
importance to ensure that everyone inside the corporate 
network complies with the corporate security strategy 
guidelines. This means that security for data in storage 
does not only depend on the technology used, but also on 
the proper administration of systems, as well as the 
observance of related business procedures, physical 

http://www.iso.ch
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access controls, and audit functions. Not ali business 
requirements and objectives are identical. Consequently, 
security mechanisms for data in storage are not absolute -
there is not one standard that wili fit ali businesses and 
Industries. In table 2, we present the dominant 
mechanisms (hardware/software based) currently 
available for safeguarding critical data in storage vvithin 
the organisation. 

Type 
Hardvvare 

software operating 
system level 

database 
management 
system level 

application 
level 

Solutions 
smart cards (PVC, EMV), other 
tamper-proof devices, screening 
routers, biometric devices 
password-based authentication, 
passvvord expiration and filtering, 
Kerberos-based distributed 
authentication, access control lists 
(ACL), security identifiers (SID) 
passNvord expiration, passvvord 
standards enforcement, break-in 
detection and evasion, dormant user 
ID Identification, centralised 
security administration, 
comprehensive report generation, 
maintenance of audit logs 
anti-virus softvvare, audit log 
analysers, firevvalls, backup Utilities 

Table 2: Mechanisms used to enforce the security 
policy for data in storage 

2.5 Defining Security Requirements 
Business Process Level 

at 

Our discussion thus far has focused on the 
implementation of a security strategy mainly at the lower 
infrastructure level. We agree with [2] that a security 
strategy should evolve concurrently with the design of 
the system and not be approached as an afterthought. As 
such, any integrated approach should address also how 
security could be possibly implemented at a higher level, 
i.e. the business process level. IS that support business 
transactions are developed based upon well-defmed 
business process models. A business process is defmed 
by a senior or middle manager - usually with the help of 
an outside consultant - and contains the follovving 
components: information flows between organizational 
units involved (e.g. business units, departments, agents, 
etc), tasks to be performed, information sources and 
their usage and structure, and behaviour of ali the 
components involved. 

In order to arrive at a complete understanding of the 
security requirements at the business process level, [12] 
suggested examining a business transaction from at least 
five different perspectives/views, each one extended 
accordingly in order to capture the security semantics: 

a The business process view representing the flow of 
work in terms of activities and participating entities from 
the vievvpoint of the whoIe business process. It is used 
both as a means to communicate the architecture of the 
system to the stakeholders and to guide the modelling 
efforts for the other four views. 

Q The informational view representing the information 
entities, their structure and any relationships between 
them. 

D The behavioural view shovving what tasks and 
activities are associated with the various objects, the 
events that trigger these activities and the message 
exchanging that occurs between them. 

Q The dynamic view representing for each information 
entity ali possible states and any transitions that may 
occur within the life cycle of the information entity. 

D The structural view showing where and by whom 
tasks and activities are performed. 

The above can guide the analyst tovvards acquiring a 
holistic view of any business process - from the highest 
to the iovvest level. We adopt those views - placing them 
vvithin the 'security strategy implementation' stage of our 
model in order to capture the security semantics of 
business processes during the analysis and design tasks. 
Their practical application is demonstrated in the next 
section of thepaper. 

Most existing research in the engineering of secure 
IS has used formal methods in the context of a 
conventional process model [3]. In general, a vviterfall 
process works well for systems vvhere requirements and 
design issues are well understood from the outset [8]. In 
the past many security critical systems exhibited these 
characteristics and in these environments conventional 
forma! methods were generally deemed adequate. 
However, they are much less useful in an environment 
where security and other design goals may be in conflict 
[2]. Pressures to compete against smaller or more flexible 
firms in global marketplaces are mounting. In response, 
organisations are attempting to achieve new forms that 
foster rapid adaptation to change. These competitive 
trends are forcing organisations to develop new forms of 
IS that are more open and adaptable to changes. 

In such an environment, a multi-dimensional 
approach integrating security semantics with business 
transaction models offers significant advantages such as 
the follovving: 

Q The security ramifications of different design 
alternatives can be explored before the decision is made 
to commit to any single one. 

• A basic verification strategy can be laid out early in 
the process in order to avoid the unpleasant possibility 
that a vvorkable design is impossible to verify-

• Decisions to bypass security in order to meet other 
goals are made consciously early in the process, avoiding 
thus the possibility to be discovered as a result of a 
security incident much later. 

2.6 Monitoring, Research and Analysis 
The monitoring, research and analysis step of our model 
can be performed using both internal and/or external 
auditors. A plethora of Solutions that are available widely 
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by software vendors, such as audit log ana!ysers and 
intrusion detection mechanisms can provide valuable 
information regarding potential implementation flaws. 
Their effective use may pinpoint to the need for further 
analysis and a re-evaluation of the risk level in the 
context of 'live' operating conditions (indicated by the 
broken line connecting steps 4 and 2 in figure 1). This 
exercise may identiiy implementation flaws or 
weaknesses of the current strategy, or serious gaps 
emanating from a change in the business scope and 
activities. In the former čase the modification of existing 
security mechanisms or the addition of new ones might 
be deemed necessary. The latter čase may constitute the 
starting point for radical changes in the security strategy, 
vvhich have to be adequately addressed during 
subsequent iterations of the steps in the model. In this 
section we provided a comprehensive model for aiding 
the defmition and deployment of an information security 
strategy from a multi-level and multi-dimensional 
perspective. What foliows is a description of how this 
model was used to define and implement the security 
strategy of 'Billing Mali' - an EBPP system developed 
for the Hellenic Telecommunications Organisation 
(OTE). 

3 Information Security Strategy 
Implementation 

The initial response of the market to various commercial 
applications regarding EBPP systems is indicative of 
their fliture potential in becoming contenders for a 
permanent plače in the worldwide Internet infrastructure. 
According to industry analysis, within 3-5 years the 
majority of bills will be presented and paid electronically 
[7]. In the United States alone it is projected that by 
taking the 'paper' out of the billing process, EBPP could 
save billers, customers and other constituents over $2 
billion annually by 2002 [10]. 'Billing Mali' 
(http://alexandra.di.uoa.gr') is such a system, offering 
facilities for bili presentment and payment, customer 
application processing and personalised marketing (see 
figure 3). The system provides electronic delivery of bills 
to customers through the presentment of bili information 
in both summarised and detailed form, and secures 
electronic payment of a single or multiple bills upon 
customer request. Customer Application Processing 
(CAP) provides the means to customers who wish to 
order a new product or service that is available by OTE 
to do so. Finally, Personalised Marketing (PM) offers the 
necessary functionality and support needed for the 
effective promotion of products and services based on a 
customer's identified needs and characteristics. 

The architectural model of the system is based ori the 
Open Internet Billing (OIB) [7] model. According to 
OIB, a central service provider, the Consolidator, collects 
and Stores electronic summary bills from registered 
billers. While offering a single point of access for 
vievving and paying bills, it provides the customer with 
the option to have access to the biller's web site for 
detailed bili information. When the customer visits the 
web site requesting to see a detailed bili, the Biiler 

presents him with informative messages regarding 
products and services available. The customer is aiso 
provided with a facility for placing orders for the 
advertised products and/or services. 
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/. Biller enrois to consolidator to offer services, 2, Biller receives 
certiflcate from Certification Authority (CA), 3. Biller Payment 
Provider (BPP) receives certificate from CA, 4. Customer enrois to 
consolidator and selects billers, 5. Customer receives certificate from 
CA and login account, 6. Announcement of new biller participating in 
EBPP service, 7, New biller providing EBPP service, 8. Request for 
receiving and paying bills from the new biller, P. Request for including 
the new biller in EBPP service is forwarded to biller, 10. Notification of 
EBPP service becoming active for customer, JI. BiH summary is made 
available to consolidator, 12. Notification of a new bili made available 
for viewing and paying, 13. Customer logs in, 14. BiH summary is 
accessed by customer, 15. Request for accessing detailed bili 
information, 16. Detailed bili information and personalised marketing, 
17. Customer initiates bili payment, 18. Payment request is forvvarded 
to BPP, 19. Payment execution is originated, 20. Payment execution is 
completed, 21. Notification for completion of payment, 22. Notification 
for bili payment execution and remittance information, 23. Notification 
for successful execution of bili payment, 24. Order submission for 
biller's products and/or services, 25. Request for information about risk 
of crediting customer for purchase of ordered products and services, 26. 
Information about credit risk associated with customer, 27. Notitication 
about acceptance or rejection of submitted order. 

Figure 3: The 'Billing Mali' Internet Bili Presentment and 
Payment System 

An evaluation of the critical factors for the 
successful deployment and consequent adoption of the 
system imposed the need for the parallel development of 
a comprehensive security strategy. Aiming to guarantee 
an integrated approach to the multilateral issue of 
security, the model described in the previous section has 
served as the basis for the design and implementation of 
the security strategy. 

FoUovving the stages prescribed by the model, a 
business needs analysis has been conducted first, 
providing the foundation for the strategy. In this context, 
business goals and Critical Success Factors (CSFs) were 
clearly defined, indicating the need for a system 
guaranteeing secure electronic transactions associated 
with ali types of offered services. In order to mitigate the 
cost of depioying a secure communication mechanism 
for financial transactions betvveen the Consolidator and 
the Banks, it was decided that the existing infrastructure 

http://alexandra.di.uoa.gr'
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currently in use for fund transfer betvveen financial 
institutions in Greece should be leveraged. This implied 
the need for including an additional entity to the OIB 
model, the Biller Payment Provider (see figure 3), 
serving as an intermediary between the Consolidator and 
the Banks. 

The next step tovvards the implementation of the 
security strategy was to conduct a risk ana]ysis as a 
proactive diagnosis of the vulnerabilities and threats that 
could possibly hinder the proper operation of the system 
and should be effectively addressed during the security 
strategy implementation phase. To this end, the resources 
that were to be protected were identified at both 
organizational and inter-organizational levels, in terms of 
the information stored, the applications and the hardvvare 
used and the underlying network infrastructure. These 
corporate assets were deemed necessary to be protected 
from intemal as well as external attacks, either 
intentional or accidental. A number of entity-centric and 
cross-organizational risks were identified. The results of 
this process suggested that the potential vulnerabilities 
and threats should be effectively addressed by carefully 
selecting and applying risk prevention, detection and 
response methods. The analysis revealed that the OIB 
model was not adequate to provide the anticipated level 
of security and reliability that is essential for the 
netvvorked business processes. Thus, it was decided that 
it had to be extended in order to accommodate the 
establishment of a Certification Authority (CA) issuing 
and disseminating digital certificates to the customers 
(see figure 3). Furthermore, as a means for addressing the 
risk of insolvent customers, issuing payment transactions 
that could not be completed due to insufficient credit, a 
Credit Bureau entity was added to the architectural 
model of the system (see figure 3). The functional role of 
this entity is the provision of information related to the 
credit status of customers, eliminating the possibility of 
financial damage. 

The security mechanisms required for managing the 
identified risks were identified next. Since 'Billing Mali' 
requires the exchange of large amounts of financial 
information, the first task was to evaluate the security 
features of existing protocols in the field. Betvveen Open 
Financial Exchange (OFX) (www.ofa.net) and Secure 
Electronic Transaction (SET) (www.setco.org). the 
former was found more appropriate mainly because (a) it 
supports the use of channel-level as well as application-
level security, and (b) its security architecture is 
expandable and customisable. The SSL protocol met the 
requirements defined by the deliverables of the first two 
steps of the framework for ensuring the confidentiality 
and the integrity of data in transit. However, some 
constraints had to be put into plače conceming the 
cryptographic algorithms used, as well as the size of the 
session key. In contrast to the OFX specification [4], 
both server and client side certificate-based 
authentication is required by Billing Mali at channel-
level security in order to eliminate security risks. Thus, 
password encryption is not required as the specification 
dictates for authenticating the user, who is provided with 
the additional capability of encrypting vital information 

inside the OFX message, such as credit card number 
and/or bank account data, with the OFX server's public 
key. 

For this reason, only one entity satisfying the 
requirements imposed by the European Community's 
1999/93/EC directive on electronic signatures was 
decided to play the role of the certification authority. The 
certificates issued by the CA are based on the PKCS #6 
extended-certificate syntax standard [13], because of its 
flexibility in defining new PKCS #9 selected attribute 
types [14], and its compatibility with applications 
requiring the use of X.509 certificates. In order to 
facilitate certificate and key management, from the 
customer's point of view, smart card technology was 
decided to be a basic part of the overall design. As far as 
'Billing Mair is concerned, a defensive policy is 
enforced regarding the amount for which an issued 
certificate can be used. This limit, which is interpreted as 
the amount that the user is willing to risk per transaction, 
is determined by the user and may be accepted or 
rejected by the CA and the Credit Bureau. 

Firewalls, as expected, constitute the first line of 
defence for aH entities (this does not include the 
Customer) participating in the 'Billing Mali' system. It is 
suggested that important information should only be 
accepted from, and delivered to servers with a specific IP 
address, which means that any network package sent by 
an unknown IP address is automatically rejected. 
Example procedures taking advantage of this feature are 
that (a) the Consolidator only accepts bili summary 
information from a small set of IP addresses in the 
Biller's domain, and (b) the Consolidator only forwards 
Customer's payment requests to the specific BPP IP 
address. This technique allows some degree of resistance 
against attacks such as the 'denial of service' attack and 
IP spoofing. 

Our aim during the design of the 'Billing Mali' was 
that the objectives of the information security strategy 
had to be integrated in the development process. It is 
suggested in [12] that in order for this to be achieved, a 
business transaction must be viewed from multiple 
perspectives with each view extended by the security 
semantics of the information security strategy. In the 
following section we present an example of analysing the 
different views of the 'BILL-PAYMENT-ORDER' 
business process (step 17 in figure 3) and its security 
requirement 'non-repudiation'. In the example we use the 
following notation: components of existing model or 
attributes, which are not affected by security 
requirements, are described using normal text. The 
attributes with relevance to non-repudiation are given in 
bold face. 

3.1 Business Process View 
As required by the European Community's 1999/93EC 
Directive documents in electronic business transactions 
must be signed digitally. A digital signature 'seals' the 
data to be transmitted and is created by the private key of 
the signatory using asymmetric cryptography. In order to 
study what effects a digital signature has, we will first 

http://www.ofa.net
http://www.setco.org
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refer to the business process view in our example. 
Business process modelling is typically performed in 
order to capture the commercially important activities. 
This can often lead to design conflicts once the security 
requirements are taken into account. In order to eliminate 
this tension, the supporting entities and activities that are 
necessary to realise the system function the way it is 
envisioned initially, need to be captured as well. 
Furthermore, since the business process view is used to 
guide the modelling efforts from many angles, the 
security semantics of the business transactions are 
captured in a consistent and integrated manner. 

Figures 4 and 5 graphically depict the 'BILL-
PAYMENT-ORDER' process using Unified Modelling 
Language (UML) use čase and activity diagrams. The 
use čase diagram in figure 4 depicts the scenarios and 
actors involved in the business process of our example, 
while figure 5 shows the activities performed in 
completing the PayBill use čase. In order to meet the 
"non-repudiation" requirement, our model has been 
extended by the appropriate actors (Certification 
Authority, Signature Manager), use cases (Certificate 
Renewal, Payment Order Archival) and activities (Verify 
Digital Signature, Verify Certificate Validity). 

Ceitlicalion /\iiharity 

BPP 
^ ' " ^ ^ SigiatireMarager 

Figure 4: Business Process View extended by 
security semantics 
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Figure 5: Activity diagram illustrating security semantics of 'Pay Bili' 
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3.2 Informational View 
According to the European Community's 1999/93/EC 
directive in order to sign an electronic document the 
'seal' or digital signature of each signatory and the 
corresponding certificates are necessary. Accordingly, to 
effectively carry out the BILL-PAYMENT-ORDER 
process and to establish non-repudiation, the 
informational view of the transaction has to be extended 
by information about the signatories, the certificates 
used, and the trusted parties (CA) responsible for issuing 
the certificates. The analysis and modelling can be 
performed using UML class diagrams. In figure 6 we 
have extended the class diagram containing the 
customer-biller relationship of our example by 
appropriate classes and member fields necessary for 
supporting non-repudiation. These are: 

• a new class CERTIFICATION AUTHORITV 

• a new association class CERTIFICATE 

• modification of the existing COMMITAL class by 
adding the appropriate fields for the digital signatures, 
and information about what algorithms were used for 
signing. The COMMITAL class is used to model any 
kind of document that should be signed by a customer 
(bili payment order), a biller (bili statement) or both 
(service level agreement). 
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In addition, customer and biller are specializations of 
a generic type signer, which must have a certificate 
relating the signer to a certification authority. 
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Figure 6: Informational View extended by security 
semantics 

3.3 Behavioural View 
The interactions and corresponding information flows 
betvveen the entities involved in the BILL-PAYMENT-
ORDER process can be analysed through the behavioural 
view. For the modelling of this view, UML sequence 
diagrams can be used. In order to assure non-repudiation, 
the behavioural view of the process must be modified as 
depicted in figure 7. 
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Figure 7: Behavioural View extended by security semantics 
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Figure 9: Organizational View extended by security semantics 

The customer must digitally sign the bili payment 
order and the signature must be verified. In addition, 
because the certificate of a public key may have expired, 
fiirther actions are necessary to guarantee the provability 
of digitally signed documents. These actions lead, for 
example, to extensions of the behavioural view of an 
object class (Verifier) responsible for validating the 
integrity and provability of the payment order. 

Again, in figure 7 necessary extensions due to 
security requirements are given in bold face (the 
sequence diagram has been enhanced by the use of 
scripts for accommodating complex scenarios involving 
conditions and iterations). 

3.4 Dynamic View 
Theprocess of executing a bili payment order and 
establishing non-repudiation raises a number of security 
issues emanating from state transitions that various 
entities undergo. These can be highlighted via an analysis 
and modelling of the dynamic view. In figure 8 we show 
the life cycle of the B1LL-PAYMENT-0RDER in terms 
of the participating entities and their different states, 
using a UML state-chart diagram. As [12] have 
emphasised in a similar examp]e, the state 'valid' is 
important security-wise as it represents an object of type 
bili payment order, which although signed, the certificate 
of the signatory is expired or is revoked. In this čase this 
becomes clear, as the payment order must be re-signed. 

3.5 Structural View 
As expected, 'non-repudiation' affects the structural 

view as well. Meeting critical security requirements inay 
result in the creation and introduction of new roles with 
specific responsibilities. Organizational charts have to 

be modified in order to mirror emerging needs. In this 
example, a new role (Signature Manager) can be created 
for an employee whose main responsibility vvill be to 
check the validity of archived digital signatures, re-sign 
documents with certificates that are no longer valid, and 
monitor in general ali activities in this context. 
Additional roles may be needed for key management 
(figure 9). 

Using the five vievvs for analysing and modelling the 
security semantics of business processes as proposed 
initially by [12], the preceding sections offer a 
summarised view of a single process and the security 
requirements that had to be infused and performed by the 
'Billing Mali'. It becomes clear that by modelling and 
analysing the security semantics, of the business 
transactions it supports, the IS and its security are not 
treated as separate developments. As the former becomes 
part of the design process, the possible duality as a cause 
for conflict [2] is eliminated. 

4 Conclusion 
In this paper we presented an integrated approach for the 
development of an information security strategy based on 
a rigorous multi-level and multi-dimensional model. The 
position that any security strategy must evolve 
concurrently with the design of the system and not be 
approached as an afterthought is reflected in the model, 
which (a) monitors closely the development phases of an 
IS, and (b) addresses security at the business process 
level. Enabling the practitioner to evaluate and use the 
available security tools and techniques in a consistent 
manner, the structure of the model enforces the view that 
any security strategy must be conducted primarily at a 



168 Informatica 26 (2002) 159-168 C. Margaritis et al. 

higher level, and not be seen merely as a local 
technology issue. Without doubt we believe that the 
approach presented herein could be further refined and 
enhanced. We hope that its fiirther adoption wiil possibly 
result to enhancements and modifications, incrementing 
thus its value regarding its applicability in commercial 
contexts. 'Waterproof security of large inter-
organizational systems is an issue of immense 
complexity, but we believe that we have at least made a 
few but necessary steps tovvards meeting this challenge. 
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The paper begins with the guestion of a structure for integrity objective based on information 
Usefulness-Usability-Integrity paradigm suggesting criticality of Information Integrity for competitive 
advantage. Ifintegrity researchers find it difficult to convince business managers ofthis criticality, it is 
because of want of a construct of an economic framework for Information Integrity. Thus the paper 
outlines an approach to cost-benefit analysis of Information Integrity to decide analytically on investing 
for improved, optimal integrity. This calls for quantijying intrinsic integrity attributes of accuracy, 
consistency and reliability. Towards this, the paper discusses the choice of information model for 
integrity improvement, followed by alternatives for guantification of integrity attributes and 
development of integrity profile and cumulative information integrity index as a means for 
demonstrating integrity improvement. This is followed by presentation of information integrity 
technology implementation steps within the framework of feedback control system approach. Finally, 
the paper details components of a platform to facilitate developing thus emerging information integrity 
technology as a software product. 

1 Introduction 

Errors in computerized information systems were Second Working Conference [Mandke and Nayar, 1998] 
relatively manageable as long as there was homogenous identify intrinsic integrity attributes of accuracy, 
system environment and centralized control over consistency and reliability which, irrespective of nature 
information. Emerging trends of globalization, changing of use, any IS must satisfy. Research investigations 
organizational patterns, strategic partnering, and fiirther observe that depending on the context and nature 
electronic commerce and distributed computing have of use there can be other optional integrity attributes of 
changed ali this, resulting in loss of integrity in security and privacy that can be seen as extrinsic or 
information systems. These errors are essentially caused subjective integrity attributes specific to area of use 
by on-line factors of change, complexity, [Mandke, 1996]. Other such subjective attributes of 
communication, conversion and corruption (the 5 C's). integrity could be: interpretability, understandability, 
These factors have their presence in IS mainly through tractability, flexibility, etc. [Wang and Strong, 1993]. 
system environment that is external to computing (and 
hence the application) system and overlaps the user It is to ensure above integrity attributes that research 
environment. In spite of application controls, it is these investigations presented at IFIP TC II WG 11.5 Second 
extemal factors that then introduce in information Working Conference [Mandke and Nayar, 1998] have 
systems, errors that are made but not corrected [Mandke proposed need to incorporate on-line leaming and error 
andNayar, 1997; Nayar, 1996]. correcting mechanisms in the IS models. Specifically, to 

account for errors in IS that are made but not corrected. 
It is vvithin above framevvork of errors in computerized they propose incorporation of automatic feedback control 
information systems and their integrity implications, that systems with error detection and correcting technologies 
research investigations presented at IFIP TC 11 WG 11.5 for improved information accuracy, consistency and 
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reliability; technologies that maximize integrity of 
information systems - Information Integrity (1*1) 
Technologies. They fiirther argue that, when 
incorporated, it is such Information Integrity Technology 
that would also facilitate demonstrating improved 
integrity of information obtained, rather than merely 
trusting the computerized information systems. 

There are obvious difficulties in implementing such 
automatic feedback control systems, the most important 
being to study error patterns. Specifically, it is not 
possible to track and analyse every bit of 
data/information for ali times as it flows through the 
information system stages. Way out here is to consider 
Information Integrity Technology that takes a sample of 
input data at the output or at an intermediate point of an 
appropriately identified stage or sub-system of the IS and 
then follows or keeps track of the sampled records at 
output or intermediate points of subsequent stages (sub-
systems), at a given point of time or at different points of 
time over a required time interval [Mandke and Nayar, 
1997; 1998]. 

2 Quantifying Information Integrity 
Attributes: A Basis 

This brings forth the central question as to what will be 
the nature of such an Information Integrity Technology. 
To answer this, it is first necessary to consider the 
question of a structure for integrity objective. 

2.1 Usefulness-Usability-Integrity paradigm 

When one is modelling data and information, it is useful 
to consider them as integral to a core information system 
(IS) Nvherein: (a) "data" is seen as raw material, 
"processing/transformation/conversion" as the system 
fiinction, "information or data product" as processed data 
which is used to trigger certain action or in management 
or decision or to gain better understanding of what data 
implies, and (b) the pre- and post- processing 
communication channels (comprising data 
communication and particularly distributed transaction 
processing netvvork) are components of IS [Mandke and 
Nayar, 1998]. This essentially is a decision process 
model of an IS in the sense as data is 
processed/transformed/converted to form information yb/-
use, choices are made among various alternatives and 
this fact is not limited to IS for management or policy 
decision but includes aH the routine operating decisions 
that are made at ali levels of the supply chain. In fact, 
even in a very routine and everyday activity, when the 
information is transmitted without changing form, as 
might be the čase in a telephone system, there is a 
decision to be made as to the objective of the 
transmission [Mandke and Nayar, 1999; Matthews, 
1971]. 

In the analysis of databases and the integrity objective, 
on the one hand, this IS- based visualization facilitates a 

need to view databases along with their data acquisition 
and information utilization cycles, while on the other 
hand it requires information always to be identified in the 
context (i.e., environment) of its objective or goal. In 
other words, for the study of integrity objective, firstly it 
becomes meaningful to necessarily take a system's view 
of Information Integrity (1*1) by going beyond data 
integrity and further covering the requirements of 
process integrity, medium integrity, people integrity, and 
the output integrity, aH these requirements together 
ensuring the information system integrity; and, secondly, 
data and information requirements - whatever may be the 
level at which the IS is considered (strategic, control or 
operational) - are required to be modelled in the context 
of their respective goal(s). 

In search of a structure for integrity objective definition, 
the above then provides a basis for the Usefulness-
Usability-Integrity paradigm. Specifically, Usefulness, 
implying the contribution of the information to task 
achievement, refers to the relevance attribute of the 
information for its intended purpose. For example, the 
recent history of a stock's priče may be useful in 
deciding whether to buy or seli a stock. However, the 
recent history of the priče of com or oil may not be 
useful at ali in deciding whether to buy or seli the stock. 
Against this, Usability, implying the presentation format 
and accessibility of information, refers to feasibility 
factors (attributes) such as availability, accessibility and 
understandability vvhich help make it possible and easy 
to use the information. For example, information may be 
usable because it is available on the Internet, because it is 
presented in an intuitively obvious format or because it 
can easily be imported into a spreadsheet or database. 

Literature identifies an universe of information attributes; 
namely, accuracy, usability, reliability, independence, 
timeliness, precision, completeness, relevance, 
sufficiency, ease of understanding, freedom from bias, 
consistency, trustworthy, brief, etc (as many as twenty 
three of them) [Delone and McLean, 1992; Mandke, 
1996]. Within the framevvork of the approach mentioned 
here, appropriate attributes from these (and such others) 
concerning context, goal, and nature of information use, 
i.e. relevance and feasibility of use, then can be 
categorized under the Usefulness and the Usability 
objectives. In such čase then, with aH relevance and 
feasibility related requirements categorized or separated, 
drawing on integrity research investigations in security, 
auditing and quality arenas and in the information 
systems area, a basis emerges to identiiy Integrity 
objective, i. e., the dependability or trustworthiness of 
information, in the form of accuracy, consistency and 
reliability attributes of information covering correctness 
and appropriateness aspects [Mandke and Nayar, 1997; 
1998]. 

2.2 Information Integrity-A Critical IS 
Requirement: Need for Economic 
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Framework for Information Integrity 

Information requirements of usefulness, usability, and 
integrity are determinants of information value. Integrity 
attributes of accuracy, consistency and re!iability are 
fundamental or basic to the information requirements of 
usefulness and usability and, therefore, to the value of 
information; and as a result a critical requirement of an 
IS. Trivial as it may look, this observation is not that 
obvious as to be found from the difficulty that 
researchers from the flelds of EDP, auditing, data quality, 
Computer science and information systems have in 
convincing the business managers to put their dollar on 
improving integrity of their information systems and of 
information there from. 

This is because much of the research efforts in defining 
integrity have invariably been addressed without 
reference to developing a scientific structure for costs 
and benefits associated with Information Integrity. 
Briefly, the integrity research in computer science has its 
origin in study of secured computer systems and of 
confidentiality of information. Here, security has 
normally been taken to mean confidentiality, integrity 
and availability. Researchers involved with information 
security issue are at ease with this terminology except 
that the meaning of the word "integrity" is not adequately 
resolved, the word being frequently used to describe a 
range of attributes (or requirements) such as: va]idity of 
information in a computer system; correctness and 
protection of Trusted Computing Base and Procedures; 
reliability, accuracy, faithfulness, non-corruptibility and 
credibility of information transmitted; interna) 
consistency of a system (a correctness aspect) and 
extemal consistency (correspondence with reality- an 
appropriateness aspect) ; etc [Mandke and Nayar, 1997]. 
In other words, the integrity research effort has been 
either very pragmatic, and/or technological, or almost 
semantic and in any čase there is no reference to the cost 
benefit framework for Information Integrity - an aspect 
so crucial to business decisions [Tallberg, 1999]. 

In accounting/auditing research there seems to have been 
no corresponding debate concerning the exact meaning 
of "integrity". Specifically, the auditor assesses control 
risk, according to Statement of Auditing Standard: SAS 
55, as determined by the relevant parts of the entity's 
(Auditee's) internal control structure. With respect to 
accounting information, relevant part of the internal 
control structure is thus made up of three parts 
(categorizations): the control environment, the 
accounting system, and the control procedures. This 
certainly offers a way of structuring the analysis of 
different possible control mechanisms. Hovvever, there is 
a problem in that there is no explicit coupling to cost and 
benefits, in the sense that items in different categories 
can be compared. The categorization in three parts is 
essentially ad-hoc. 

Then there is the COSO report that provides an extended 
framework, but it is qualitative in nature. It sees internal 
control, from the management point of view, as 
consisting of five interlocking factors: monitoring, 
information and communication, control activities, risk 
assessment, and control environment. Hovvever, the same 
line of inadequacy that is levelled at SAS 55 above, that 
is, lack of exp]icit cost-benefit links between the 
components of model, applies here [Tallberg, 1999]. 

This points to the need to develop an economic 
framework for Information Integrity facilitating cost 
benefit analysis of Information Integrity so as to 
scientifically arrive at lntegrity attributes and establish 
Information Integrity as a critical requirement for 
competitive advantage in business decisions at strategy, 
control and operational levels. Development of such an 
economic framework is a separate research study and 
does not form part of the current investigation. Hovvever, 
it is submitted that IS-based visualization of data and 
information when modelled as decision process (as 
discussed earlier) is amenable to developing such an 
economic framevvork. 

2.3 Cost Benefit Analysis of Information 
Integrity: Outlining the Approach 

Briefly, a generic business process covers entire supply 
chain from concept to delivery. A competitive business 
strategy calls for a good understanding of business 
process, which in turn requires choice of a good business 
model. With advances in computer-integrated systems 
and in data and information driven technologies, it has 
become possible to obtain process data and information 
on current basis and to manipulate it 'smarter' for 
strategic advantage. What this leads to is modelling the 
entire supply chain emphasizing 'information' as against 
material, flow, energy, etc. as has been the practice 
when, constrained by non-integrated technologies, 
businesses were mainly concerned vvith onIy 'standard' 
product in high volume syndrome for strategic 
advantages. And, specifically, what this leads to is a 
closed loop information and control system based model 
of a business process IS view of which generic business 
process is an integral part. It is by systematically 
controlling the information processing under this 
business process IS view that competitive advantage can 
be achieved in complex and changing business 
environments of today. 

As mentioned earlier, core IS model can be represented 
as a decision process model. Traditionally, within the 
system-engineering framework, decision process is 
viewed to comprise of stages of forecasting (prediction), 
evaluation of alternatives and selection (for control or 
any other type of use as the čase may be). Hovvever, what 
one has now is an information and control system based 
model of a business process and this IS is a complex, 
open system in that, at ali levels, the information it 
processes is accompanied by respective objective and is 
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impacted by and impacts its environment. As a result, for 
it, the more vvorkable, extended model of a decision 
process spans multiple stages. They are: initial problem 
recognition (goal setting); identifying information 
variables for a complex problem system (goal); 
constructing problem solving opportunity and 
constraining spaces; developing information structure, 
and information structure dynamics models; and 
undertaking customized planning & design for 
development of alternatives for the evaluation of final 
choice for delivery of flexible information decision (itself 
an information), and the control implementation, i. e., the 
information use part [Mandke and Nayar, 2001]. 

What is significant is that ali of the above stages {Sj}, 
from goal setting to final choice of information for use 
and control implementation, by themselves are complex 
information processing stages and, therefore, involve 
information gathering and processing activities vvith 
reference to their respective information bases. And of 
stili greater implication is the reality that at each stage 
(Si), these information gathering and processing acfivifies 
are affected by uncertainties; resulting in errors in 
information processed from stage to stage [Mandke and 
Nayar, 2001]. 

The cost benefit analysis of Information lntegrity then 
needs to be carried out with reference to this information 
processing reality between and within the sub-
systems/components of the complex, open system that 
the business process IS view is. As indicated earlier, 
development of cost benefit analysis methodology is 
outside the scope of the present investigation. But in the 
rest of this sub-section, for the purpose of analytical 
explanation to the criticality of Integrity objective for 
competitive advantage (as against definitional 
approaches normally reported in the literature; for 
example computer security research), an effort is made to 
outline an approach to the cost benefit analysis of 
Information Integrity [Tallberg, 1999]. 

Consider any information processing stage (Si) of the 
information and control system representing the business 
process IS view. Such IS can be viewed as formed by a 
number of core IS models connected in series and 
parallel [Mandke and Nayar, 1999; Matthews, 1971]. It is 
recalled that core IS model to which data and information 
are integral is modelled as a decision process. To outline 
the cost benefit analysis methodology of Information 
Integrity, one can consider such decision process. 

The decision purpose can be taken to 
process/transform/convert data as in core IS to deliver 
information decision (by itself an information) which can 
be seen as a decision outcome so as to achieve better 
information use (for example better control). Thus the 
purpose of processing data/information through the core 
IS can be taken as "improvement in information use", 
which in turn then can be considered as the strategic or 
competitive advantage. 

It is understood that this "improvement" (shown as "A") 
will be a function of the information (1) being processed 
under the stage {S,} and, accordingly, it can be 
represented by [AIU(I)], where IU(1) denotes the variable 
giving the upper bound of information use as function of 
"1" (given that such function can be defined). Let "a(I)" 
denote Usefulness factor and "|3(I)" Usability factor. 
Both factors, functions of "I", may take values betvveen 
(0,1] and, accordingly, can be seen as appropriately 
defined proportionality variables. Then, the improvement 
in information use at stage ( Si) is given by Equation (1). 

AIU(I) { [a(I)xp(I)xIU(I)] I Si } (1) 

On the face of it, Equation (1) would seem to give the 
benefit from the stage (Si) core IS viewed as a decision 
process. But, reality is different as one is dealing with 
complex, open core IS models and they have errors. As a 
result there is a question about the integrity of 
information "1" at the stage (Si). 

Specifically, suppose there is a question regarding the 
accuracy of information, and let [A(I)] denote the 
concemed integrity quotient, which takes values between 
(0,1]. Then, the "benefit" or improvement in informafion 
use from information processing at stage (Si) would get 
modified to as in Equation (2). 

{ AIU(I) I Si = < [ a(I)x P(I)x IU(I)] I Si ̂  X } : | A ( I ) l s i l 

(2) 

Of course our main objective is to outline an approach to 
cost benefit analysis of Information Integrity. Having 
considered the benefit, this then brings the question to 
that of costs. As can be seen, the correct assessment of 
benefit from the information processing at the core IS 
model under consideration can be done only when, from 
the benefit as accruing under Equation (2), the costs of 
information processing are accounted for. In other words, 
result of Equation (2) does not correctly state the benefit. 
What are these cost components then? 

It is suggested that these cost components are those of 
originating informafion "I" [denoted by COSToi (I)], of 
analyzing integrity quotient of A(I) [denoted by 
COSTANAL {A(I)}], and the opportunity cost of analyzing 
A(I) [denoted by COSTOPPORT {A(I)}]. Accordingly then 
the "benefit" in the form of improvement in information 
use as accruing at the information processing stage (Si) is 
as given in Equafion (3). 

{ AIU(I)| Si =)[a(I)xp(I)xIU(I)] s i l 
i 

J A(l)ls\ 
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{ COSTo, (I) I Si + COSTANAL {A(I)} I si 

+ COSToppoRT {A(I)} I Si } (3) 

Accounting for dynamic situations characterizing the 
information flow, if one considerably simplifies the 
query at hand and assumes a(I) and P(l) to be given 
(something not to be the čase in real worId problem 
solving), the functions IU(I) and A(I) having their own 
respective first order transients with corresponding 
steady state values [here of upper bound value for IU(I) 
and value equal to numerical one for A(I)], and assumes 
ali cost fiinctions to be exponentially increasing with 
tirne, then what emerges from Equation (3) is that AIU(I) 
at the stage (Si ) under consideration will have a 
maximum value at a given tirne, and , among other 
things, for a given (what can be seen as an optimum) 
value of Integrity quotient "A". In other words there is an 
optimum 1*1 at which overall increase in information use 
benefit is maximum; achieving that 1*1 (implying 
accuracy, consistency, and reliability - if they can be 
quantified) is a costly process; and, to meet the demands 
of competitive advantage, resource commitment for 
achieving improved 1*1, preferably optimum 1*1, is 
critical. 

3 Information Integrity Attribute 
Quantifiers 

Having developed the basis for Integrity objective, with 
reference to requirements of cost-benefit analysis of 
Information Integrity, next question is to explore 
approaches to quantification of intrinsic integrity 
attributes of accuracy, consistency and reliability, and to 
suggest a method for demonstrating integrity 
improvement in information obtained and in system 
integrity. 

As netvvorked computerized information systems contain 
errors that are made but not corrected, it is the above 
data/information model that needs to be fiirther improved 
by replacing triple <e, a, v> by triple < e, a, v + ri> 
vvherein y\ represents error or noise component 
responsible for inaccurate, inconsistent and unreliable 
information and, thereby, for loss of integrity in IS. It 
may be mentioned that this more realistic representation 
of data/information model is most simplistic in that it is 
only accounting for information item on value (v) for the 
error that is made but not corrected. Certainly such 
errors can also be present even at the stage of "view" 
definition where "view" consists of entity types. 

Considering that these error implications are present at 
each stage of an information system, namely; data origin 
stage, communication channel prior to processing stage, 
processing stage, communication channel at post 
processing stage and output stage, there are integrity 
implications at each stage of the IS and at the overall 
system level, as shown in Figure (1) [Rajaraman, 1996]. 
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3.1 Choice of Data/Information Model 

This calls for first deciding on a vvorkable data/ 
information model. Specifically for the problem 
objective at hand, data can be modelled by a triple 
< Ci, a;, Vi> representing input to the core information 
system, and information by a triple < Co, ao, Vo> 
representing output from the information system; 
< e, a, v > representing datum a triple <entity, attribute, 
value> as developed by the database research 
community. This representation, which permits treating 
data/information as formal organized collection, allows 
segmenting integrity issue into issues conceming entities, 
attributes and values thereby making it feasible to study 
IS integrity analytically [Mandke andNayar, 1998]. 

Figure 1. Conceptual Presentation of 
lntegrity of an Information System 

What is important for the investigation at hand is that 
integrity of the overall Information system is ensured 
if the integrity requirements of ali parts of the system as 
in Figure (1) are ensured [Rajaraman, 1996]; integrity 
being defined in terms of attributes of accuracy, 
consistency and reliability vvhose quantification being the 
query to be pursued. In what follows this section 
addresses this query. 

3.2 Accuracy 

Accuracy is the degree of agreement between a particular 
value and an identified source. It can be assessed by 
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identifying the relevant established source (standard) 
and by determining an acceptable tolerance. Specifically, 
the identified source provides the correct value -
preferably the value corresponding to the optimum 
integrity. It can be an object or relationship in the real 
world; it can also be the same value in another database, 
or the result of a computational algorithm. 

Given that value of data/information is expressed in a 
numerical, accuracy of the data/information can be 
quantified in a number of ways [Redman, 1992; AT&T 
Pubhcation, 1992; Svanks, 1984; Ameen, 1989]: 

i) 

ii) 

iv) 

v) 

Difference between the actual value (i.e., value 
of the identified source) and the value processed 
by the Information system. 

Actual Error 
Error Ratio = 

iii) Accuracy Index • 

Acceptable Error 

Number of correct values 

Number of total values 

Number of records examined: R 

Number of records with at least 
one defect of loss of Accuracy: Dl 

Percent Defective = 

Accuracy Index (A)= 

[T" ' " ] 

[ ••-•] 
•- R -• Note: Percent Defective is a quantifier used 

extensively in statistical quality control. 

Number of defects (cases of loss of accuracy) 
detected: D 
Number of records examined: R 

D 
Defects/Losses of accuracy per record = — 

R 

D 

Accuracy Index (A) = I 1 

•- R -^ 

It may be mentioned that defect denotes accuracy 
violation, i.e., presence of error, and hence the absence of 
accuracy. Ratios based on defects/errors can be 
converted into accuracy ratio by the transformation: 

Accuracy Ratio = 1 - Defect (i.e., Error) Ratio. 

Understandably, notion of accuracy quantified as above 
has many issues not considered here. What if correct 
value of the identified source is undefined, or simply 
unknovvn? And of course what if data/information is say 
a name or has an alphanumeric value or is a video image; 
how is error or defect defined then? 

3.3 Consistency 

Consistency is the degree to vvhich multiple instances of 
a value satisiy a set of constraints. The multiple 
instances may exist across space (such as databases or 
systems) or over time. 

Thus, consistency is with respect to a set of constraints 
and data/information is said to be consistent with respect 
to a set of constraints if it satisfies ali constraints of the 
data/information model [AT&T Publication, 1992]. 
Constraints can apply to the same attributes in different 
entities (such as the salary attribute in the entities of 
several employees); they can also apply to different 
attributes in the same entity (such as the salary level and 
salary attributes in the entity for a particular employee). 

Given the number of constraints specified (CS) and the 
number of constraints for which error/defect detected in 
the sense constraints are not satisfied (CE), consistency 
can be quantified as follows [Svanks, 1984]: 

Consistency Index (C) 

3.4 Reliability 

[•-'M 
Reliability, which traditionally is a large concern in the 
system development lifecycle model, is a little complex 
attribute to defme as it has a dual meaning in modem 
technical usage. In the broad sense, it refers to a wide 
range of issues relating to the design of large systems 
(complex computerized Information system [CIS] 
included), which are required to work well for specified 
periods of time. In such a čase, the term "reliability" 
includes descriptors such as "quality" (commonly 
understood from the traditional "standard' product angle) 
and "dependability", and is interpreted as a qualitative 
measure of how a system matches the specifications and 
expectations of a user. From this point of view for an IS 
the definition of reliability given as "accuracy with 
which Information obtained represents data item in 
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whatever respect the information system processed it" 
[Mandke and Nayar, 1998] can be seen to defme the 
reliability requirement for the IS as a vvhole; reliability 
index being amenable. to quantification through 
techniques such as Analysis of Variance (AOV). 

In a narrower sense, however, reliability is a measure 
denoting the probability of the operational success of an 
item under consideration. The notion of reliability, in this 
čase, may be applied to a single component (e g., a diode 
or a light bulb); a complex system (e g., an aircraft, a 
Computer or a network of computers); a computer 
program; a procedure (e g., conversation betvveen a pilot 
and an air-traffic controller); an element of an IS; 
namely, data, i. e., IS input, or IS output vvhich is "data 
processed", i.e., information; or even a human. 
Specifically, reliabi]ity analysis is concerned with 
occurrences of undesirable or unanticipated events 
during the course of operation of a system or an item and 
the impact of these events on the system's behaviour or 
the item's use. And the undesirable events may be 
failures of components (and, for information systems, 
failures of resulting data and information in the form of 
data/information errors) caused by deterioration or 
vvearing out of components due to age and usage or even 
design problems and inadequacies, etc. surfacing in the 
course of the use of the system [Visvvanadham, Sarma 
andSingh, 1987]. 

In view of the IS function of delivering information for 
use, reliability of each output item delivered, i. e., the 
reliability of "information", which is the element of the 
IS, becomes significant and, keeping in mind the needs 
of user domains, the same can be heuristically defined as 
follows: "Reliability refers to completeness, currency and 
auditability of data/information. Specifica]ly, 
data/information is complete when ali component 
elements are present. information is current when it 
represents the most recent value. And, information is 
auditable if there is a record of hovv it was derived and 
that record allows one to trace information back to its 
source." 

Within above framework then, using the earlier described 
concept of percent defective, given the number of records 
examined (R) and the number of records with at least 
one defect of incompleteness, lack of currency or 
inability of auditability (D2), the reliability index can be 
quantified as follows. 

Reliability Index (R) [ 
D2 

l - ( 

R 
•] 

requirements, will have appiication area specific order of 
significance for integrity attributes. Let Wa, Wc and Wr 
represent significant weightages for the. integrity 
attributes accuracy, consistency and reliability, 
respective]y, for the appiication area under consideration. 
These vveightages may take values between (0-10]. 

Consider a user using the above information system for 
the appiication at hand. Let the Information Integrity 
attribute indices as observed at the user end in this 
specific example be: Accuracy (A) = 0.78, Consistency 
(C) = 0.55 and Re]iability (R) = 0.85. Then Information 
Integrity Profile from the user end can be represented as 
in Figure (2) [figure not to the scale]. 

Integrity 
Index Information 

Integrity 
Profile 

Accuracy Consistency Reliability 

3.6 

Figure 2. Information Integrity Profile 

Cumulative Information Integrity 
Index (CIII) 

Let Information Integrity attribute, depending on the 
range in which the attribute index value falls, be assigned 
a 5-point scale as shown in Table 1. 

Attribute Index Value Range 
[1-0.8] 

(0.8-0.6] 
(0.6-0.4] 
(0.4-0.2] 
(0.2-0] 

Scale 
H 
G 
F 
E 
D 

Points 
5 
4 
3 
2 
1 

Table 1:5- Point Scale for Integrity Attributes 

3.5 Integrity Profile 

Consider an information system designed and developed 
for an appiication area. It is appreciated that each 
appiication area, consistent with information usage 

In the example under consideration, the Information 
Integrity attributes then have the scales and points as 
given in Table (2). 

Attribute Index Value Range Scale Points 
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Accuracy Index (A) 
Consistency Index (C) 
Reliability Index (R) 

G 
F 
H 

4 
3 
5 

Table 2: Integrity Attributes Scales and Points 

Then with a view to quantify the overall Information 
Integrity Index for the given application by the user, a 
Cumulative Information Integrity Index (CIII) may be 
given by: 

ciir 
4Wa + 3W<; + 5Wr 

Wa + W,+ Wr 

For example, if Wa = 6, Wc = 5 and Wj = 8, then 

CIII = 
(4 X 6) + (3 X 5) + (5 X 8) 

(6 + 5 + 8) 

79 
4.158 

19 

CIII will thus take a value between [1-5]. It could be the 
situation that this value of CIII may be low from the user 
point of view (as it is not optimum) and the user may be 
requiring minimum CIII value of 4.25, which is say 
closer to the optimum 1*1. Further, user may want to 
improve CUI with additionai requirement of Consistency 
lndex having minimum "G " scale. It is to achieve this 
integrity improvement that the user would then need to 
incorporate Information Integrity Technology. 

It may be mentioned that indices developed here are 
compatible with analytical requirements of cost-benefit 
analysis of Information Integrity as outlined in Section 
(2.3). Before one proceeds with further development of 
Information Integrity Technology Product platform, a 
word of caution is vvarranted here. The quantification of 
integrity attributes is not a trivial task even when it is 
possible [Redman, 1992]. Quantifiers suggested above 
do not bring out the complexity involved. In respect of 
accuracy quantification, it is already mentioned that there 
could be a problem of correct value of the identified 
source (also called standard) being undefmed, or being 
simply unknovvn. In a situation, an assumed standard 
itself may be incorrect as is often the čase with data 
gathered some time in the past and with no corroborating 
evidence. In yet another situation there may be more 
than one correct value. Then there is a problem of how 
to quantiiy accuracy if the value does not lie on a real 
line, i.e., it is not a numerical. 

As regards to consistency quantifiers, it is a relatively 
simpler concept than accuracy. Even then, it can assume 
complexities when ali real database inconsistencies are to 
be measured (and which will be the need). Corning to 
the reliability attribute, it is always a difficult index to 
develop. There may be more than one way of calculating 
the reliability index and there will always be a need to 
develop one based on the nature of available data, form 
of data and computation aids available for processing. 

Finally, exercise undertaken herein considers problem of 
quantiiying integrity attributes when errors made but not 
corrected are at the level of information item on value 
(v). But in data/information modelling exercise, errors 
can be present even at "vievv" defming level itself 
Specifically, data/information modelling exercise begins 
with modelling facts observed from the real world in the 
form of "vievv" which consists of one or more structures 
called entity types, from vvhere one builds attributes, 
their domains and, in the end, values; thereby forming 
the triple <e, a, v>. What if errors are present at the stage 
of "view" defining stage itself and which invariably is 
the čase. How does one define and quantify integrity 
attributes in such čase? Further, so far what ali one has 
discussed is only in terms of intrinsic integrity attributes. 
Depending on the context and the nature of use of 
information, one will also have to similarly develop 
methods for defining and quantifying extrinsic integrity 
attributes. 

Ali these areas then constitute further research needs in 
the context of integrity attribute quantifiers for integrity 
improvement. 

4 Information Integrity Technology 
Implementation Steps 

With a suggestion for Integrity indices as above, within 
the framework of Information Integrity attributes of 
Accuracy (A), Consistency (C) and Reliability (R) 
argued, one can then identify Information Integrity 
Technology Implementation steps as follows: 

i) Understand the user application of the 
computerized information system under 
consideration. 

ii) Establish organizational standard pertaining to 
data/information vis-a-vis requirements of: 
accuracy, consistency, reliability and cumulative 
integrity, based on application area and study of 
organizational practices. 

iii) Study data/information flovv through the 
Information System and define database(s). 
Note: Apart from knowing how the Information 
System processes the data and apart fi^om 
understanding more about the "noise" in the 
system, the study would also necessitate 
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knovving wherefrom, how and data/information 
of what integrity flows into the system. 

iv) Develop the Information System Model as in 
Figure (3), based on understanding of 
data/information flow in the system for the 
identified database. 

available data, form of data and available 
computation aids. 

vii) Develop Integrity Analysis Software for 
analyzing intrinsic Information Integrity 
attributes of accuracy, consistency and 
reliability. 

Data 
Model' •^AA-f 

Output 
Stage 

Figure 3: Data/Information Flow Model for an 
Information System for Implementing 
Information Integrity Technology 

v) Specify and document data rules, also known as 
edits, to be implemented to study accuracy and 
consistency of the data/information. 

vi) Choose a method for calculating Reliability 
Index, keeping in view advantages, 
disadvantages and convenience of application 
while accounting for factors such as nature of 

In addition, Integrity Analysis Software may 
also undertake statistical analysis (time series 
analysis and other techniques) of error patterns 
signiiying irregular changes, which contribute to 
loss of Accuracy and Consistency and of causes, 
which contribute to loss of Reliability. This in 
turn leads to the development of: 

a) filter to detect error or cause that 
occurred sometime in the past at time (t 
- X ) , 

b) an estimator to estimate error or cause 
that occurred in the immediate past at 
time (t), and 

c) a predictor to predict error or cause that 
may occur sometime in future at time 
(t + t). 

viii) For Data/Information Flow Model in Figure (3), 
select a data sampling point at the output of a 
subsystem (or at an intermediate point within 
the subsystem), as close to the beginning of the 
Information System as possible. 

ix) Depending on how data arrives at the sampling 
point (continuously or in batches), develop a 
continuous or batch processing sampler (a 
sampling program) to randomly select a sample 
of records arriving at the sampling point. Along 
vvith sampling records, the sampler program 
should also select some identifier of the 
sampling point and record of the data and time 
of sampling. 

x) Following the selection of a sampling point and 
development of a sampler, select points for 
maintaining audit trail for sampled records. 

xi) These points for maintaining audit trail may be 
selected at points at the output of subsystems (or 
at intermediate points within the subsystems) 
following the sampling point. 

xii) Once the points for maintaining audit trail for 
records sampled are identified, develop a 
Sampled Records' Audit Trail (SRAT) program 
to separate or puli out (at the points selected) the 
audit records. 

xiii) Ensure that sampler program and SRAT 
program are developed in such a way that they 
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can download sampled records and records for 
audit trail as in (ix) and (xii) into a database to 
be set up (see (xiv)). 

xiv) Accordingly, download the sampled and audit 
trailed records on mainframe or minicomputer 
or on personal computer/workstation so as to set 
up an Error Detection Database, based on 
hardvvare and software considerations and 
number of sampled and audit trailed records. 

xv) Using the Integrity Analysis Software 
developed in (vi i), analyze the Error Detection 
Database to: 

a) identify data rule violations in respect of 
accuracy and consistency attributes, 

b) establish degree of integrity of 
data/information in respect of Information 
Integrity attributes of accuracy and 
consistency, based on data rule violation 
statistics, 

c) obtain reliability index for the database 
along with analysis of factors which 
contribute to the level of reliability, 

d) develop Integrity Profile and Cumulative 
Information Integrity Index, based on 
indices of accuracy, consistency, and 
reliability attributes, and 

e) study changes in database not expected, i.e., 
irregular changes. 

xvi) Compare the Integrity profile and indices 
obtained as in [(xv (b))-(xv (d))] with: 
standards in (ii) - local, regional, national, 
International as the čase may be - and the user 
specifications on lntegrity, so as to know what 
is expected of Information Integrity 
Technology. This would also facilitate ordering 
or ranking of the Integrity attributes from the 
point of which attribute needs maximum 
improvement effort. 

xvii) For each of the Integrity attributes of accuracy 
and consistency, then, iurther analyze irregular 
changes either by subsystem or by field (in that 
order of priority of choice) and locate separate 
Integrity improvement opportunities at each of 
appropriately identified pairs of a given field at 
a given subsystem. 

xviii) Similarly locate reliability improvement 
opportunities at each of the subsystems based on 
reliability factor analysis in (vii). 

xix) Having located pairs of a given field at a given 
subsystem, each for improvements of accuracy 
and consistency and having located given 
subsystems for reliability improvement 
opportunities, further analyze the Error 
Detection Database and study irregular 
changes at each of pairs corresponding to 
accuracy and consistency attributes and study 
reliability factors at each of the subsystems, so 
as to understand over the time error patterns 
and causes contributing to loss of accuracy, 
consistency and reliability. 

This would then facilitate detection of error or 
cause that occurred sometime in the past (t -
x), or estimating error or cause at time (t), or 
predict error or cause that may occur at a future 
time (t + x). 

xx) Now develop Information Integrity 
Improvement Action Plan for locations 
identified in respect of integrity improvement 
opportunities based on assessment as in (xvi) of 
integrity improvement target and based on the 
understanding of error patterns and factors for 
loss of intrinsic Information Integrity attributes 
as in (xix). This Integrity Improvement Action 
Plan may comprise restructuring subsystem(s) 
previous to the point of occurrence of error, 
improving integrity of data origin stage, 
improving communication channels, etc. 

xxi) Finally, study performance of the Information 
System on incorporation of the Information 
Integrity Technology as outlined above. 
Accordingly obtain the intrinsic Information 
Integrity attribute indices, Integrity profile and 
Cumulative Information Integrity Index and 
compare them with appropriate reports before 
implementation of Information Integrity 
Technology available vide [xv (b)], [xv(c)] and 
[xv (d)], so as to quantiiy integrity improvement 
achieved and to check if it is as per customer 
expectation. 

5 The Information Integrity 
Technology Product Platform 

The Information Integrity Technology product thus 
emerging would then be a software product developed on 
a platform having following components: 

• the user data rules list for error detection 
Note: Data rule is that which must hold true in 
an Information System 

• the Integrity Analysis Software for: 
Accuracy 
Consistency 
Reliability 
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Integrity profile for the Information 
System 
Integrity Indices 

• the sampling program 
• the Sampled Records' Audit Trail (SRAT) 

program 
• the program for 

statistical analysis of errors/causes for 
loss of integrity 
factor analysis for reliability 
tirne series analysis 

• the program for: 
detecting errors/causes (filter program) 
estimating errors/causes (estimation 
program) 
predicting errors/causes (predictor 
program) 

• the generation of Error Detection Data Base 
• the reporting based on analysis of Error 

Detection Data Base in terms of: 
errors and causes detected; their 
locations in the Information System 
and their significance 
error and cause patterns and trends 
obtained through statistical techniques 
such as time-series analysis 
detection, estimation and prediction of 
errors and causes 
Identification of Integrity improvement 
opportunities 
deciding and implementing 
Information Integrity Improvement 
Action Plan for Integrity Improvement 
opportunities identified (probabilistic 
action plan as also manual action plan 
included) 

• obtaining improved Integrity Profile and Index 
• documentation: 

data rules list encoding the 
specifications for the Integrity Analysis 
softvvare and the reporting faci]ity. 
This calls for user interaction. 
the individual program in accordance 
with the systems and program 
documentation within the user 
organization 
operating instructions for each program 
program maintenance and test 
procedures 
training material for users 

6 Conclusion 

Computerized information systems contain errors that are 
made but not corrected by controls built-in at system 
analysis and design stage of the Information System. 
Therefore, the confirmation of potential or suspected 
anomalies in a live database and subsequent integrity 
improvement becomes an essential facility (beyond 

application controls) within an Information System. This 
facility is the Information lntegrity Technology. 

It is useful to view integrity objective in the context of 
information Usefulness-Usability-Integrity paradigm that 
in turn makes it possible to undertake cost benefit 
analysis of Information Integrity. Specifically what it 
means is that benefits of increase in information use by 
achieving integrity are compared with costs of acquiring 
information as also of evaluating and applying integrity. 
There is a competitive advantage in the form of an 
overall benefit, as long as increase in information use 
value is more than costs. What is interesting is that this 
overall benefit funqtion representing the overall increase 
in information use, after accounting for the costs, has a 
maximal. This then suggests an optimum integrity value 
that is desirable for maximum competitive advantage. It 
is this observation that then offers the basis for 
developing Information Integrity attribute quantifiers 
leading to the statement of Information Integrity 
Techno!ogy based on a feedback control system 
approach. 

The users of computerized information systems have to 
undertake computer housekeeping to incorporate 
Information Integrity Technology in their information 
systems, so as to avoid serious potential losses 
occasioned by errors that were made (due to factors 
external to application control) but not corrected. In 
concrete terms, Information Integrity Technology will be 
an application and user - specific software which, for an 
Information Flow Model as in Figure (3), samples on-
line, periodically and systematically, records arriving at 
an appropriately chosen point, follows or keeps track of 
sampled records at subsequently identified points 
through the information system and stores the records so 
sampled and obtained through follow up (audit trail), to 
set up error detection database. Information Integrity 
Technology then analyses this error database to identiiy 
errors, i.e., changes not expected, and to quantify 
resulting loss of integrity therefore, so as to develop 
Integrity Improvement Action wherein Information 
Integrity opportunity is identified and implemented. 

Understandably, this Information Integrity Technology 
will have to be developed in a computer language 
compatible with the information-processing environment 
of the user organization. This calls for organizational IS 
planning, devising policies, standards, and guidelines 
pertaining to data. If this is not ensured, net result is 
non-compatible, and un-shareable data/information. An 
important step in the implementation of Information 
Integrity Technology, therefore, is data rule specification, 
defining data rule standard, which is also needed for 
undertaking Information Integrity Analysis. 

Vet another area that calls for standards pertains to 
degree of integrity. As mentioned, the application area 
would influence the degree of accuracy, consistency and 
reliability. The application area would also influence 
values of Wa, Wc, VVp Further, quantification of Integrity 
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attribute such as accuracy calls for identification of 
data/information sources and their standards, i.e. correct 
values. In implementation of Information Integrity 
Technologies, it would therefore be necessary to 
establish these application area specific standards 
representing requirements of degrees of integrity as aiso 
of values of lntegrity attribute significance factors. 

Finally, it is important to appreciate that the development 
of standards as above vvould facilitate implementation of 
Information Integrity Technology products for different 
subsystems of the Information system as aiso for the total 
system. This would call for support of reputable 
software developers and vendors for the purpose. 
Further, these Information Integrity Technology products 
would cover data/information in various forms -
numerical, alphabetic, alphanumeric, video-images or 
any other - and that too for different application areas. 
This would open a new vista in terms of design, 
development, commissioning, operation and maintenance 
of data technologies, hitherto not attended, for ensuring 
on-line integrity of computerized Information system. 
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This paper describes an approach to the provision of a Structured Spreadsheet Engineering 
Methodology. The proposed methodology is mainly based on the classical systems development life 
cycle, structured methods and software engineering principles. It addresses the widespread problem of 
spreadsheet errors and is an extension to published work by Chadwick-97, Rajalingham-98, 
Rajalingham-99, Rajalingham-99a, Rajalingham-00, Rajalingham-OOa, Raj alingham-OOb and 
Rajalingham-01. This methodology also helps in training users in the process of spreadsheet building. 
Although there are variations ofthe life cyclefor systems development, they are fundamentally similar 
to each other. The proposed Structured Spreadsheet Engineering Methodology is primarily based on the 
systems development life cycle described by Aktas-85, Jackson structures (Jackson-75) and approaches 
recommended by other authors. Numerous approaches are incorporated into this framework, making it 
a highly integrated and structured methodology for spreadsheet design and development. Apartfrom the 
concepts and principles borrowed from the above methods, the methodology also contains new 
developments in the research into integrity control of spreadsheet models. 

1 Introduction 
The problem of data integrity in spreadsheet models has experiments and studies have been carried out in the past 
attracted much attention and concern over the years. and sufficient information is presently available. 
Although much attention has been devoted to the 
verification and validation of information processes in Based on material from a wide variety of publications, 
general, there has been relatively little research Panko and Halverson (Panko-96) have organised the 
undertaken into developing satisfactory solutions to the research findings into an excellent compilation statistics 
problem of spreadsheet errors. As a result, this on the frequency of spreadsheet errors. Large and well-
phenomenon remains prevalent, having a serious effect known auditing firms such as KPMG Management 
onbusinesses and costingthem lots of money. Consulting and Coopers & Lybrand (now known as 

PricewaterhouseCoopers) have also reported that 
2 Snrcadsheet errors spreadsheet errors are occurring at appalling rates. These 

organisations constantly audit very large numbers of 
Numerous publications over the years have confirmed spreadsheet models from various clients. KPMG 
and provided sufficient evidence that spreadsheet errors Management Consulting (KPMG-97) and Coopers & 
have adversely affected businesses. The phenomenon of Lybrand (Ward-97) have reported that more than 90% of 
spreadsheet errors can be explored or investigated from ^^e spreadsheet models they inspected contained errors. 
three different perspectives. They are as follows: 

the frequency ofthe errors The conclusion that can be reached after examining ali 
i. the real-life consequences of spreadsheet errors these reports is that the rate of occurrence of spreadsheet 
ii. the different types and classes of specific errors errors is indeed significantly high. 

2.1 Frequencyof spreadsheet errors 2.2 The real-life consequences 
This aspect ofthe spreadsheet integrity problem has been '^'^^ ' ^^°"^ ^^P '̂̂ ^ °f *^ spreadsheet integrity 
given adequate attention. As a result, most of the Phenomenon concern the real-life impact and 
literature on this issue concern the frequency of the eonsequences of spreadsheet errors. The purpose of 
occurrence of spreadsheet errors. Numerous related '"vestigating the negative effect of these errors on 

businesses is to enable better understanding of the 

mailto:K.Rajalingham@wmin.ac.uk
http://www.kamalasen.com/spreadsheets.html
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magnitude and seriousness of the problem of spreadsheet 
errors. 

Numerous recent publications have indicated the 
seriousness of spreadsheet errors and their adverse 
impact or potential impact on businesses, quoting many 
relevant cases. It must however be noted that these are 
just reported cases. There must be many other similar 
cases that have not been brought to public attention due 
to fear that they might affect the reputation of the 
company involved. 

Some of the reported cases are given in Chadwick et al 
(Chadwick-97), Rajalingham & Chadvvick (Rajalingham-
98) and Rajalingham et al (Rajalingham-99). Although 
many of these cases are not based on formal research, 
they do show that spreadsheet errors are deemed serious 
enough to be reported in the general business and 
computing press. They also show the extent of the 
damage that can be caused. If this situation prevails, 
companies will be losing a lot of money due to poor 
decisions made based on the unreliable spreadsheet 
figures. 

2.3 Types and classes of specific errors 
This is an area that has not at ali been adequately 
explored or discussed in publications on the problem of 
spreadsheet errors. Four research papers that have 
addressed this issue and analysed specific types of 
spreadsheet errors from business and academia are Panko 
and Halverson (Panko-96), Chadwick et al (Chadwick-
1997), Rajalingham & Chadvvick (Rajalingham-98), and 
Rajalingham et al (Rajalingham-99). 

The outcome of research into specific types of 
spreadsheet errors is the provision of a more 
comprehensive classification or taxonomy of spreadsheet 
errors. The elements of this classification of spreadsheet 
errors are presented and elaborately discussed by 
Rajalingham & Chadwick (Rajalingham-98) and 
Rajalingham et al (Rajalingham-99,00), supported by 
relevant examples. Figure 1 shows an improved version 
of the model, by Rajalingham et al (Rajalingham-99, 00). 

3 Rationale for a structured 
approach or methodology 

An investigation carried out into formal development 
methods used in industry revealed that large scale 
software developments by professional computing staff 
were subject to formal development methods and 
monitored by auditors for errors throughout their life-
history. On the other hand, small scale applications, such 
as spreadsheet models, were not subjected to such 
methodologies or structured methods (Chadwick-97). 

It has been observed for several years at the University of 
Greenwich, UK that students keep making similar 

USER-GENERATED SPREADSHEET ERRORS 
Ouantitative errors 

Accidental errors 
Structural errors 

Insertion errors 
Update errors 

Modification errors 
Deletion errors 

Data input errors 
Insertion errors 
Update errors 

Modification errors 
Deletion errors 

Reasoning errors 
Domain knowledge errors 

Real-world knovvledge errors 
Matliematical representation errors 

Implementation errors 
Logic errors 
SyntaK errors 

Ouahtatitive errors 
Temporal errors 
Structural errors 

Visible errors 
Hidden errors 

Figure 1: Taxonomy of spreadsheet errors. 

mistakes and errors when developing spreadsheet 
models. Hovvever, presently available literature on 
spreadsheet errors do not offer sufficient or effective 
methods, tools, techniques or guidelines that can be used 
in the process of constructing spreadsheets. It was 
therefore realised that better methods were needed in 
order to aid students in making fevver errors vvhilst 
building a spreadsheet and to aid the lecturer in assessing 
the students' spreadsheet for correctness. 

Research findings over the last few years clearly show 
the need for a structured approach or discipline for 
spreadsheet development. This is mainly due to the 
absence of recognised methods for spreadsheet design 
and development. Many authors on the subject have 
recently called for a disciplined or structured approach to 
spreadsheet building. Panko and Halverson (Panko-96) 
distinctly state that there is a need to adopt strict 
programming disciplines in dealing with complex 
spreadsheets. The journal paper by Panko (Panko-98) 
also says that there is an obvious need to begin adopting 
traditional programming disciplines due to the similarity 
between spreadsheet errors and programming errors. The 
paper also states that there is far too little knowledge of 
spreadsheet errors, which implies that much more 
research has to be undertaken into spreadsheet errors. 

Based on various published reports, we can come to the 
conclusion that there is a need for the adoption of a 
structured methodology in spreadsheet development. 
This will certainly help address the currently major 
problem of spreadsheet errors. 
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4 The Structured Spreadsheet 
Engineering Methodology 

This section presents a comprehensive methodology for 
spreadsheet development based on various approaches, 
methods, tools and techniques proposed in publications 
as well as original work done by the authors of this 
paper. This is in line with the constant call by numerous 
authors to impose some discipline and structure in 
spreadsheet development, as a step towards controlling 
the integrity of spreadsheet models. 

The unique feature of this methodology is that it brings 
together various approaches, most of which have already 
been discussed in previous publications (Rajalingham-
99,99a,01; Knight-00). The basic framework or 
foundation for this methodology is the classical systems 
development life cycle given by Aktas (Aktas-87) and 
Jackson-like tree structures (Jackson-75). The steps and 
stages vvithin this life cycle are now being proposed for 
spreadsheet models as well. It should also be noted that 
the proposed methodology caters for large and complex 
spreadsheet systems. As such, some of the steps can be 
omitted when building small or simple models. 

The methodology consists of five main stages: 

Stage 1: Planning 
Stage 2: Analysis 
Stage 3: Design 
Stage 4: Implementation 
Stage 5: Maintenance 

Stage 1: Planning 

spreadsheet software. If certain requirements cannot be 
met by the spreadsheet softvvare, other alternatives 
should be considered, such as a database system. The 
analyst should alsodetei-mine'ifexpertise'to build the 
spreadsheet system is available. 

Stage 2: Analysis 

The requirements gathering process is intensified and 
focused specifically on the spreadsheet model. 

Step 1: Redefine/define the spreadsheet problem 

The problem to be put on the computer and the nature of 
the spreadsheet model to be built has to be clearly 
understood. This includes the Information domain for the 
system as well as the required fiinctions, performance, 
and interfacing. 

This step involves translating the requirements of the 
model sponsors into a set of spreadsheet model outputs. 
Each spreadsheet model would normally have one or 
more associated outputs. The methodology insists on the 
presentation of outputs on one or more separate 
worksheets. They should neither appear in the worksheet 
containing the spreadsheet model schema, nor the 
vvorksheet containing the model inputs. 

The structure of each output is designed and 
implemented on the physical spreadsheet. Only the 
editorial aspects of each desired output are implemented 
at this stage. These include titles, headings and formula 
and data labels. An example (based on Wood-96) is 
shown in Figure 2. 

Step 1: Request for construction of the spreadsheet 
system 

The process of building a spreadsheet system or 
modiiying an existing one is initiated through a request 
by management. 

Step 2: Initial investigation of the spreadsheet system 

The main requirements for the spreadsheet system are 
defined. The requirements of the model sponsors are 
elicited and analysed. The overall objective or purpose of 
the spreadsheet model is also established. Based on the 
Information gathered, an assessment of the nature, scale 
and complexity of the model is carried out. 

There is also a study of the spreadsheet system's 
interfaces with other elements such as hardware, people, 
databases and other software. This encompasses 
requirements gathering at the system level with a small 
amount of top-level design and analysis. 

Step 3: Feasibility study of the spreadsheet system 

This step is important as it establishes whether the 
proposed system is in fact best developed using 

Unappropriated profils carried to next year 

B 
3 Net profit 
4 Add Unappropriated profits from last year 
5 Less Approprialions 
6 Unappropriated profits carried to next year 

Net prelit 

B 
11 Gross Profit 
12 tess Expenses 
13 Net profit 

C 
7 
? 
? 

Figure 2: Spreadsheet model output. 

Chadwick et al (Chadwick-99), Knight et al (Knight-00) 
and Rajalingham et al (Rajalingham-01) have proposed 
the use of Jackson structures (Jackson-75) for visually 
representing the relationships betvveen elements of the 
spreadsheet model outputs, as well as their precedents 
and dependants. In the same way that a computer 
program can be broken down into smaller parts and 
represented in the form of a tree, elements of a 
spreadsheet model can also be represented in a similar 
manner. 
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Based on the spreadsheet model outputs shown in Figure 
2, the corresponding dependency diagram based on 
Jackson structures is shown in Figure 3. Hovvever, when 
a top-down approach is adopted without shovving 
duplication of nodes, the structure of the model schema 
could take the form of a graph instead of the desired tree 
structure. The purpose of this is to distinctly show 
instances of multiple dependants of a particular formula 
of the model schema. This potentially results in a 
structure as shown in Figure 4. 

Often times, especially in large organisations, there is a 
need to modify or improve an existing spreadsheet 
system rather than developing one from scratch. 

Step 3: User requirements 
spreadsheet system 

and constraints of the 

A good understanding of the requirements of users and 
constraints to be imposed within the system is important 
and should be carefully considered. 

Yitr 
19X4 

y^ 
Cott of ci>adiKiU 

Cortof 
coodt lold 

Coil i ltt iu of 

Goliniilcick 

Figure 3: Conceptual design. 

Figure 4: Conceptual design in graph form. 

Step 2: Understand existing Spreadsheet System (if 
there is one) 

Stage 3: Design 

The design process translates requirements into a 
representation of the system that can be assessed for 
quality before system building begins. This stage consists 
of two main phases, namely, logical design and physical 
design. 

Step 1: Logical design 

The logical perspective consists of a formal and 
implementation-free description of the modePs logic and 
data structures (Isakowitz-95). The purpose of this step is 
to resolve sub-structures with formulae or data with 
multiple dependants. A formula or data with multiple 
dependants normally form a graph. Structurally, the aim 
at this stage is to transform ali graph sub-structures in 
the conceptual model to trees so that the entire model is 
in the form of a Jackson-like tree structure. From a more 
logical perspective, the objective of performing this task 
is to enable the direct mapping of the Jackson structure to 
the spreadsheet based on Jackson's method of mapping 
the data structure diagram to a computer program. 

Figure 4 shows an example of a generic conceptual 
design containing graph sub-structures. For instance, 
there is a loop in the relationships connecting E, G, I and 
K, so that we no longer have a tree form. In this chart, K 
is a precedent of both E and I. We can tum the graph into 
a tree-structure. In order to accomplish this, two 
important steps prescribing the rules have to be observed: 

Step 1: Each node or sub-structure with multiple 
dependants is duplicated so that each copy is 
assigned as a direct precedent of every 
dependant of that node. Nodes with multiple 
dependants can be easi]y identified from the 
conceptual design as they are represented by 
double-line boxes. This is illustrated in Figure 4. 

By performing this task, the graph structure is resolved 
into a tree-structure. However, in order to prevent 
multiple occurrence of the entire sub-structure, only the 
root node of each duplicated sub-structure appears in the 
logical design of the model at this point. Their precedents 
are therefore not included in the model. 
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Based on Figure 5, G and K are duplicated in order to 
resolve the graph structure, into a tree structure. The 
precedents of G and K are not included in the model. K 
is not even shown as a precedent of G in order to comply 
vvith the rule that precedents of duplicated nodes are not 
included in the main structure of the logical design. 

Step 2: If a duplicated node has precedents, a distinct 
structured module is created, the logical design 
of which is represented by a separate Jackson 
tree structure. The structured module consists of 
the duplicated node as its root node/formula and 
the precedents of the particular formula. The 
structures resulting from the application of this 
step/rule are illustrated in Figures 6a and 6b. 

If the duplicated node is a leaf and therefore has no 
precedents, there is no need to define it as a separate 
module. As a rule, only a node or formula vvith 
precedents, can be defmed as a common module. 

Figure 5: The logical design of the main 
structure based on Step 1 
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Figure 6a: The logical design of module G 
(based on Step 2) 
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Figure 6b: The logical design of module K 
(based on Step 2) 

Based on Figures 6a and 6b, the sub-structures G and K 
are defmed as separate modules, each of vvhich will 
occur once in the implemented spreadsheet model. 

The conceptual design shovvn in Figure 4 has novv been 
transformed into a logical design consisting of three 
modules, represented by three separate Jackson 
structures. The modules consist of a main or primary 
module and two secondary modules. 

In general, we can always reduce a graph structure to a 
tree by this method, vvhich conveniently produces a 
unique modularisation of the spreadsheet model. 
Referring to our Trading and Profit and Loss Account 
example, the model does not contain any graph sub-
structures. Therefore, this step is not applicable and can 
be omitted/skipped. In other vvords, the conceptual 
design of the model schema also represents its logical 
design. 

Step 2: Physical design 

Based on the logical design of the spreadsheet model, the 
location of the various elements or components of the 
model on the physical spreadsheet is determined. This is 
a lovv-level design of the spreadsheet model. The 
functions that operate on data values are specified using 
the right syntax and in terms of celi addresses as vvell, 
rather than just labels. 

The logical design of the model (represented as Jackson 
tree-like structures) is systematically mapped onto the 
physical spreadsheet based on rigorous rules prescribed 
by the methodology. To maintain the structure modelled 
in the logical design in the spreadsheet vievv, the 
indentation principle is used, both on the rovv labels and 
on the corresponding values themselves. The values are 
indented by assigning a spreadsheet column to each level 
of indentation. These columns can be referred to as 
Virtual columns. Based on the conceptual/logical design 
shovvn in Figure 4, the corresponding structure of the 
spreadsheet vievv at this stage is shovvn in Figure 7. 
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Figure 7: Outline of model schema 

The input component for the model can novv be created 
and ali inputs entered in order to provide the model 
schema vvith the values required. This is done on a 
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separate vvorksheet. The worksheet should be labelled 
input. Based on the logical design for the spreadsheet 
model, shown in Figure 7, the end-leaves can be 
implemented within an input component. This is shown 
in Figure 8. 

There are reasons why cells for data input and 
assumptions should be grouped together in an input 
section, separate from the structured modules described 
above. One reason is to do with the utmost importance of 
obtaining accurate data entry. Kee (Kee-88) also states 
that using a central data entry area makes data entry 
easier and helps to prevent input errors. A second reason 
is that input cells are often referred to by more than one 
calculated celi. Apart from these reasons, it is also a 
precaution against any accidental overwriting of 
formulae. This strategy is similar to the method 
introduced by DiAntonio (DiAntonio-86). DiAntonio's 
method advocates the isolation of facts by splitting the 
spreadsheet into two parts, one for the facts and one for 
the solution. DiAntonio's facts part corresponds to our 
input component. 

State of the model schema of the Trading and Profit and 
Loss Model. 

05 

06 

07 

08 

09 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

B C 

.̂  

' 

' 

Sales 

OpGninq stock 

Closinq slock 

Purchases 

Carriags inwards 

Unapprapriated profitsfrom last <cir 

Expenses 

' 
. 

Salaries 

Rates and occupancy 

Carriaqe outvrards 

Office expenses 

Sundnf expenses 

Deprecialion: Buildinqs 

Depreciation: Equipment 

Directors' retmuneration 

Appropriations 

' ,' Proposed dividend 

General reseive 

Foreiqn exchanqe 

D 
135,486 00 

40,360 OJ 

52,360 0." 

72,360 01 

1,570 o ; 

I 5 : : L : : 

E 

" "18,3130)" 
4,515 00 

1,390.00 

3,212.00 

1,896.00 

5,1X10.00 

9,000 00 

9,50000 

10,000 00 

1,000 00 

800.00 

Figure 8: Input component 

Stage 4: Implementation 

Stepi: Spreadsheet system building 

The physical design of the spreadsheet model is actually 
implemented using a particular spreadsheet package e.g. 
Microsoft Excel, Lotus 122 etc. 

The formulae and binding relationships of the model can 
now be physically implemented or programmed in the 
model schema. References to inputs are first entered into 
the relevant cells in the model schema. This includes 
functions of input ranges, such as total expenses and total 
appropriations. 

A bottom-up approach is taken in the implementation of 
formulae and relationships in the model schema. Figures 
9a (formula view) and 9b (normal view) show the final 
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Figure 9a: Model schema (formula view). 
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Figure 9b: Model schema (normal view). 

Figure 10 presents a graphic representation of the 
dependencies between elements of the model schema. 
The logic of the model is easily comprehensible as it can 
be easily seen that each formula is a function of elements 
in the next virtual column. 
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Figure 10: Data dependencies. 

It is beyond any doubt that the use of indentation and 
virtual columns make it far more straight-forvvard to 
make sense of and comprehend the composition of 
formulae. However, the fact that operands within a 
particular formula take the form of celi addresses rather 
than meaningful labels is not entirely desirable. 
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In order to further enhance the comprehensibility and 
integrity of the spreadsheet model, each data value and 
formula in the input component and model schema 
should be assigned a unique.name. These names should 
then be used as operands vvithin formulae, instead of celi 
addresses. The exception to this rule applies to a data 
value which is part of a related set of data that is always 
treated and operated on as a set, in which čase it will be 
defined as a range along vvith the other related inputs. 

References to corresponding formulae in the model 
schema and data in the input component, can now be 
entered into the relevant cells of the output component. 
The final state of the output component (based on the 
Trading and Profit and Loss model) is shown in Figure 
11. 
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Figure 11: Output component. 

Step 2: Testing of the spreadsheet system 

The testing process focuses on whether or not ali the 
requirements of the system are met. The data values are 
checked for omitted or redundant items. Ali data values 
referenced by some formula must be present in the 
model. The formulae are checked to make sure that they 
produce the desired results. The tests uncover errors and 
ensure that defined input will produce actual results that 
agree wlth required results. 

Various tools can be used to aid model testing such as the 
Microsoft Excel Audit Tool, Spreadsheet Professionalfor 
MS Excel by Spreadsheet Innovations, Spreadsheet 
Auditor, Cambridge Spreadsheet Analyst, Celi/Mate, 
Microsoft ExceVs Built In Auditing Functions, 
Spreadsheet Detective, The Oper is Analysis Kit (OAK) 
and Spreadsheet Auditing for Customs and Excise 
(SpACE). 

The audit tool which is part of the Microsoft Excel 
softvvare enables the user to easily trace the precedents 
or dependants of any celi. The precedents of a celi are 
the cells referenced by it while the dependants of a celi 
are the cells that reference it. When tracing the 
precedents of a celi, an arrovved line is drawn from each 
precedent celi, pointing to the dependant celi. On the 

other hand, when tracing the dependants of a celi, an 
arrowed line is drawn from that celi pointing to each of 
its dependant cells. 

Apart from that, the audit tool also offers a facility for 
the user to attach a note or description to a celi. 

Spreadsheet Professional for Microsoft Excel, which is 
an add-on to Microsoft Excel, has also served as a rather 
useful auditing tool. It has various functions to help 
detect errors in the spreadsheet model. Among the 
significant fiinctions of this tool are the calculation 
checker and the celi translation facility. 

Chadvvick et al (Chadwick-97) have proposed the 3A's 
(appropriateness, accuracy, about-right) Approach for 
spreadsheet auditing. This method can be used to test the 
spreadsheet model. The detailed version of the 
methodology can be obtained from the source paper. The 
following are the elements of Chadvvick et aVs 3A's 
approach: 

Step 1: Checking the appropriateness of the formula 
applied, from a logical point of view, based on 
the underlying business model. 

Step 2: Checking the accuracy of the formula entered 
based on a correct interpretation of the data 
model. 

Step 3: Checking if the resulting numeric value of the 
celi is about right. 

Step 3: Document the spreadsheet system/program 

Documentation may be included in a special area of the 
spreadsheet (on-line) or may be prepared in hard-copy 
form. It includes the program rationale and objectives. 
The author name and date prepared should also be part of 
the documentation. In addition to that, there should also 
be a log of ali changes made to the spreadsheet model. 

The Jackson structures described in the analysis and 
design stages can also be used as a means of 
documenting the spreadsheet model. These structures 
facilitate better comprehension of the spreadsheet model. 

Step 4: Operation of spreadsheet system 

Step 5: Post-implementation revievv of the spreadsheet 
system 

StageS: Maintenance 

The delivered spreadsheet system will undoubtedly have 
to undergo changes, due to advances in spreadsheet 
software as well as changing user requirements. Changes 
will also have to be made because of quantitative and 
qualitative errors that have been encountered. The system 
may also need to be adapted to accommodate changes in 
the external environment. System maintenance reapplies 
each of the preceding life-cycle stages and steps. 
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5 Conclusion 
The Structured Spreadsheet Engineering Methodology is 
mainly based on the classical systems development life 
cycle presented by Aktas (Aktas-87), structured 
techniques and Jackson structures (Jackson-75). 
Adopting such an approach to spreadsheet design and 
development imposes great discipline in the spreadsheet 
building process. This is exactly what has been deemed 
important and necessary by many authors on the subject 
of spreadsheet errors and integrity control of spreadsheet 
models. 

The proposed methodology has incorporated various 
tools, techniques, methods and principles for spreadsheet 
development, already published as well as new 
developments in the research into improved methods for 
integrity control in spreadsheet models. The integrated 
methodology also has the potential to prevent and reduce 
most of the errors given in the taxonomy of errors in 
section 2.3. 

The principal objective of a structured and disciplined 
methodology for the construction of spreadsheet models 
is to reduce the occurrence of user-generated errors in the 
models. 

In order to assess and establish the quality of the 
methodology, four different experiments have been 
carried out. The results of these experiments have been 
published (Rajalingham-01). They provide adequate 
evidence of the methodology's potential for controlling 
the integrity and improving the comprehensibility of 
spreadsheet models. A more detailed version of the 
complete set of experiments carried out and a thorough 
analysis of their results will be published soon. 

References 
[Aktas-87] 
Aktas A Z (1987). Structured Analysis & Design of 
Information Systems, Prentice-Hall. 

[Chadwick-97] 
Chadvvick D, Knight J and Clipsham P (1997). 
Information Integrity In End-user Systems, Proceedings 
of the IFIP TC-11 Working Group 11.5 First Working 
Conference on Integrity and Internal Control in 
Information Systems (December 1997), Zurich, 
Switzerland. 

[Chadwick-99] 
Chadwick D, Rajalingham K, Knight B and Edvvards D 
(1999). A Methodology for Spreadsheet Development 
Based on Data Structure, CMS Press (June 1999), No 
99/IM/50. 

[DiAntonio-86] 
DiAntonio A E (1986). Spreadsheet Applications, 
Prentice-Hall. 

[Isakowitz-95] 
Isakovvitz T, Schocken S and Lucas H C J (1995). 
Toward a Logical/Physical Theory of Spreadsheet 
Modeling, ACM Transactions on Information Systems, 
Vol 13(1), ppl-37. 

[Jackson-75] 
Jackson M A (1975). Principles of Program Design, 
Academic Press. 

[Kee-88] 
Kee R (1988). Programming Standards for Spreadsheet 
Software, CMA Magazine (April 1988), Vol 62, No 3, 
pp55-60. 

[Knight-00] 
Knight B, Chadwick D and Rajalingham K (2000). A 
Structured Methodology for Spreadsheet Modelling, 
Proceedings of the EuSpRIG 2000 Symposium on 
Spreadsheet Risks, Audit and Development Methods (17-
18 July 2000), Greenvvich, London: University of 
Greenvvich, pp43-50. 

[KPMG-97] 
KPMG (1997). Executive Summary: Financial Model 
Review Survey, KPMG (London). 

[Kruck-98] 
Kruck S (1998). Towards a Theory of Spreadsheet 
Accuracy: An Empirical Study. Paper delivered at the 
Decision Sciences Institute, Las Vegas, USA (November, 
1998). 

[Panko-96] 
Panko R R and Halverson R P, Jr. (1996). Spreadsheets 
on Trial: A Survey of Research on Spreadsheet Risks, 
Proceedings of the Twenty-Ninth Havvaii International 
Conference on System Sciences (2-5 January 1996), 
Maui, Hawaii. 

[Panko-98] 
Panko R R (1998). What We Know About Spreadsheet 
Errors, Journal of End User Computing (Spring 1998), 
VollO,No2,ppl5-21. 

[Rajalingham-98] 
Rajalingham K and Chadwick D (1998). Integrity 
Control of Spreadsheets: Organisation & Tools, 
Proceedings of the IFIP TCll WG11.5 Second Working 
Conference on Integrity and Internal Control in 
Information Systems (19-20 November 1998), Virginia, 
USA: Kluwer Academic Publishers, ppl47-168. 

[Rajalingham-99] 
Rajalingham K, Chadwick D, Knight B and Edvvards D 
(1999). An Approach to Improving the Quality of 
Spreadsheet Models, Proceedings of the Seventh 
International Conference on Software Quality 
Management SQM'99 (March 1999), Southampton, 
United Kingdom: British Computer Society, ppl 17-131. 



EFFICIENT METHODS FOR CHECKING... Informatica 26 (2002) 181 -189 189 

[Rajalingham-99a] 
Rajalingham K, Chadvvick D, Knight B and Edvvards D 
(1999). An Integrated Spreadsheet Engineering 
Methodology (ISEM), Proceedings of the IFIP TCll 
WG11.5 Third Working Conference on Integrity and 
Intemal Control in Information Systems (18-19 
November 1999), Amsterdam, The Netherlands: Kluwer 
Academic Publishers, pp41-58. 

[Rajalingham-00] 
Rajalingham K, Chadwick D, Knight B and Edvvards D 
(2000). Quality Control in Spreadsheets: A Software 
Engineering-Based Approach to Spreadsheet 
Development, Proceedings of the Thirty-Third Hawaii 
International Conference on System Sciences (4-7 
January 2000), Maui, Hawaii: IEEE Computer Society, 
CD-ROM. 

[Raj alingham-OOa] 
Rajalingham K, Chadvvick D and Knight B (2000). 
Classification of Spreadsheet Errors, Proceedings of the 
EuSpRIG 2000 Symposium on Spreadsheet Risks, Audit 
and Development Methods (17-18 July 2000), 
Greenwich, London: University of Greenvvich, pp23-34. 

[Raj alingham-OOb] 
Rajalingham K, Chadwick D and Knight B (2000). 
Classification of Spreadsheet Errors, British Computer 
Society (BCS) Computer Audit Specialist Group 
(CASG) Journal (Autumn 2000), Vol 10, No 4, pp5-10. 

[Rajalingham-01] 
Rajalingham K, Chadwick D and Knight B (2001). An 
Evaluation of the Quality of a Structured Spreadsheet 
Development Methodology, Proceedings of the EuSpRIG 
2001 Symposium on Controlling the Subversive 
Spreadsheet - Risks, Audit and Development Methods 
(5-6 July 2001), Amsterdam, The Netherlands: Vrije 
Universiteit, pp39-59. 

[Ward-97] 
Ward M (1997). Fatal Addition, New Scientist (16 
August 1997). 

[Wood-96] 
Wood F (1996). Business Account ing 1 (Seventh 
Edition), Pitman Publishing. 



Informatica 26 (2002) 191-203 191 

Trojan horse attacks on software for electronic signatures 
Adrian Spalka, Armin B. Cremers and Hanno Langvveg 
Department of Computer Science m, University of Bonn 
Roemerstrasse 164, D-53117 Bonn, Germany 
Fax: +49-228-734 382, Emaii: adrian@cs.uni-bonn.de 

Keywords: Trojan Horses, Electronic Signatures, Security of COTS Software 

Received: January 23, 2002 

Electronic signatures are introduced by more and more countries as legally binding means for signing 
electronic documents with the primary hope ofboosting e-commerce and e-government. Given that the 
underlying cryptographic methods are sujjiciently strong, attacks by Trojan horse programs on 
electronic signatures are becoming increasingly popular. Most of the current systems either employ 
costly or inflexible -yet stili inadeguate - defence mechanisms or simply ignore the threat. A signatory 
has to trust the manufacturer of the software that it will work in the intended way. In the past, Trojan 
horse programs have shown to be ofgrowing concern for end-user computers. Software for electronic 
signatures must provide protection against Trojan horses attacking the legally relevant signing process. 
In a survey of commercial ofthe shelf signature software programs we found severe vulnerabilities that 
can easily be exploited by an attacker. In this work we propose a secure electronic paper as a counter-
measure. It is a collection of preventive and restorative methods that provides, in parallel to traditional 
signatures on paper, a high degree of protection of the system against untrustworthy programs. We 
focus our attention on Microsoft Windows NT and Windows 98, two operating systems most likely to be 
found on the customers' computers. The resulting system is an assembly of a small number of 
inexpensive building blocks that offers reliable protection against Trojan horse programs attempting to 
forge electronic signatures. 

1 Introduction 
Electronic signatures are introduced by more and more 
countries as legally binding means for signing electronic 
documents with the primary hope of boosting e-
commerce and e-government. While business-to-business 
(B2B) e-commerce is regarded as an overwhelming 
success, other areas experience a hard start-up tirne. 
Companies involved in business-to-consumer (B2C) e-
commerce are hit particularly hard - only but a few are 
likely to be profitable. One of the many circumstances to 
which this misery is attributed to is the customer's lack 
of confidence in the reliability and potential for misuse of 
business transactions carried out over the Internet. The 
hope for a turn-around rests to a large extent on 
electronic signatures, vvhich should provide dependable 
information on the identity of the parties engaged in a 
transaction. 

Due to its name an electronic signature is supposed 
to be an electronic counterpart to a human signature, 
which can be embedded in an electronic identity card. It 
should be stressed that the envisioned owners of an 
electronic signature are not only a few specialised users 
but every ordinary person who has access to a computer. 
Once it attains the same legal status as a human 
signature, the consequences of signing an electronic 
message will be the same as those of signing manually a 
paper document. 

An electronic transaction carried out over the 
Internet consists of a set or a sequence of messages sent 

among the parties participating in it. By signing a 
message the party confirms that it approves this message. 
The other parties (to whom this message is made 
available) have then the opportunity to check the 
genuineness of the signature, ie, the authenticity of the 
message. 

Today's electronic signature schemes use strong 
cryptographic algorithms, usually based on integer 
factorisation, the discrete logarithm problem or elliptic 
curves. With appropriately selected parameters these 
algorithms are practically unbreakable, vvhich means that 
an attacker who is not in possession ofthe private key is 
not able to compute the signature of a document. 

Given that, čare has been taken to ensure that an 
attacker also cannot steal the private key from the user's 
computer. The idea is to store the private key together 
with the signing function on a separate signature creation 
device, eg, a smart card. Supplied vvith the document this 
card computes as output its electronic signature - it never 
returns the private key. Compromising a smart card is, if 
at al! feasible, a technically very challenging process and 
we can safely assume that an attacker has no command 
ofit. 

In view of this setting we can say that an electronic 
signature cannot be forged by breaking the cryptographic 
algorithms or by compromising the smart card. Vet we 
stili cannot claim that the signature cannot be forged at 
ali. The reason for this are Trojan horse programs, ie. 
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programs that perform malicious functions invisible to 
the user. Today, Trojan horse programs come in at least 
two varieties: as stand-alone programs and as macros 
embedded in the document. They are not new. But vvhile 
their creation and distribution required a lot of 
knowledge and effort in former times, today they can be 
easily programmed and the Internet is an excelient way 
for their distribution. 

If an attacker knows that he cannot break a 
component he is most likely to misuse it. The process of 
creating a signature is a chain of several steps. The user 
first creates the document; she then sends it to the 
signature software, which communicates with the smart 
card in the card terminal; the result is fmally passed back 
to the user. The interfaces between these steps are weak 
in the sense that a component does not know if it actually 
receives the input intended by the user. Here, our 
anticipation goes hand in hand with our experience in 
that a Trojan horse program will attempt to manipulate or 
swap a document before it is signed. 

One can be tempted to believe that laws concerning 
the design of the signing process have taken this threat 
into account by forcing the user to re.vievv her document 
in a 'secure viewer' provided by the signing 
environment. Our examination, however, reveals that 
malicious code can easily attach a hook at this point, too. 
Of course, in the first plače one can attribute this 
vveakness to the design of the Windows operating 
system, the one to be found on most of the prospective 
customers' computers. But we claim that this shift of 
responsibility is only too readily hinted at by the 
manufacturers. 

This work commences with the examination of some 
products and proposals for the processing of electronic 
signatures on personal computers. It turns out that two 
extreme assumptions about the trustworthiness of the 
customer's computer are made. The first one requires the 
customer to take čare that no rogue programs are on her 
computer (a clearly unreasonable requirement in a home 
environment, ie, it assumes that ali programs are 
trustworthy. The second one requires the customer to 
perform tedious calculations on a piece of paper (a 
similarly unreasonable requirement given that many 
customers are struggling with their VCR), ie, it assumes 
that the customer's computer is wholly untrustworthy. 

We examine a couple of signature software programs 
available in Germany on their susceptibility to Trojan 
horse attacks. The five programs include both major and 
minor players on the German signature software market. 
Some software manufacturers claim that they provide 
higher protection because of their implementation of 
'what-you-see-is-what-you-sign'' .̂ In our analysis we 

Deutsche Post AG (2002). 'How do I digitally sign data or a 
message? [...] Your message is then displayed by the integral 
SIGNTRUST Mail vievver so that you can be sure you are 
only signing what you have seen and accepted on your 
screen.' 
http://www.signtrust.de/service/faq/details.php?id=3&l 
ang=l 

focus on some of the most likely attacks Trojan horse 
programs may perform on software for the creation of 
electronic signatures. Follovving the examination we give 
recommendations on how to avert these attacks and 
present our approach of a secure electronic paper. 

In its design, our approach models the steps and 
properties of manually signing a piece of paper. We 
assume that some components of the operating system, 
eg, device drivers and, if present, access controls, are 
reliable and trustworthy. The central result of our 
analysis is the use of a write-once-read-multiple device 
that, supported by some other components, fixes the 
intermediate results in the process of creating a signature. 
With a little more effort the user can either ensure that 
she actually signs the intended document or she can 
detect a forgery before the document leaves her 
computer. Admitted!y, this point of view does not totally 
prevent malicious code from doing damage to an 
electronic signature, but it requires a lot of effort on the 
attacker's side to bring the Trojan horse program in plače 
and stili remain undetected. We describe in detail an 
implementation for the Windows operating system and 
give some hints on its use in other operating systems. 

2 Previous and related works 
Currently there are three different approaches to facilitate 
the use of digital signatures in insecure environments. 
We refer to them as 'secure hardvvare', 'mental 
arithmetic', and 'secure software'. 

While the first two approaches yield a provably high 
strength against Trojan horse attacks they are expensive, 
difficult to use, and not flexible regarding the data they 
are able to sign. The latter 'secure softvvare' approach 
usually disregards Trojan horse attacks in current 
implementations. Nearly aH surveyed products did not 
bother to include protective measures against malicious 
processes on the same computer. On top they are difficult 
to use and inflexible. 

AH three existing approaches force the signatory to 
explicitly review the data that is going to be signed 
before it is processed. The user must do this even if she 
just finished working with it in her application softvvare. 
This sharply reduces the ease-of-use. 

2.1 Using secure hardware devices 
This approach is favoured by a large number of academic 
institufions and pursued by Cryptovision GmbH of 
Germany. They propose a device that comprises a liquid 
crystal display (LCD), a smart card reader, and a certified 
circuit board that contains the operating logic for the 
signing device; costs are estimated to be less than five 
thousand Euro each. The flow of Information is shown in 
the sketch. 

^Utimaco Safevvare AG (2001). 'The viewer is a 
completely independent component for displaying text 
data and guarantees that only what is seen on the monitor 
will be signed with the motto: "What you see is what you 
sign" and "What you see was signed".' SafeGuardSign & 
CryptFAQ. 

http://www.signtrust.de/service/faq/details.php?id=3&l
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The Computer is used as the provider of the 
Information that shall be signed. Since the computer is 
assumed as completely insecure the signing device does 
not get the correct data if this has been manipulated by a 
Trojan horse on the computer. The signing device and 
the signature smart card are the only trustworthy com-
ponents in the eye of the user. So the user has to review 
the data the signing device received to verify that it is the 
data she indeed wants to sign. 

The data is displayed in a standardized way, eg, rich 
text format or common word processor file formats 
vvithout advanced options. This implies that the 
presentation on the signing device does not always match 
the presentation on the signatory's computer. The 
receiver of the signed data may need the same device or a 
software vievver that displays the data like the signing 
device does. The signatory either confirms or rejects the 
presentation. After confirmation the data is sent to the 
signature smart card that actually computes the signature. 
The signature is then being transmitted through the 
device to the user's computer. 

A Trojan horse that modifies the data before it 
reaches the signature smart card is detected by the user 
because she will note any modification of the data. Since 
the presentation and confirmation take plače on a 
trustworthy device the signature is computed for exactly 
the data the signatory vvants to get signed. The vveakest 
component in this approach is a lazy user who does not 
revievv the data for reasons of convenience. 

Drawbacks of the system are the small (and fixed) 
number of accepted file formats, the restriction to data 
that can be displayed on an LCD (eg, no audio data), the 
high costs that exceed the priče for most personal 
computers, the high expenditure to roll out updates, and 
the reduced ease-of-use that diminishes the under-
standing and the support by the prospective users. 

2.2 Neglecting arithinetically challenged 
users 

To avoid the high costs of additional hardware on the 
signatory's side Stabell-Kul0 introduced an approach that 
forces the signatory to compute simple cryptographic 
operations by mental arithmetic. The user's computer is 

regarded as completely insecure and hence can not be 
trusted. A Trojan horse can alter every communication 
between the user and components connected to the 
computer. So it is proposed to introduce an 'Online 
Verification Service' and a 'Public Server' to the PKI, 
and a One-Time-Pad and a substitution table for the user. 

user Public Server 

T 1 
1 

computer 

t 
Online Verifi
cation Service 

1 
smart card 

A signature computed by the smart card is sent to the 
(trusted) Online Verification Service. This service 
verifies that the signature matches the data for which it 
has been computed. It then encrypts the data by applying 
the substitution table and the One-Time-Pad and 
transmits this encrypted Information through the insecure 
computer to the user; the signature is sent to the Public 
Server and marked as 'not yet released'. The signatory 
applies the One-Time-Pad and the substitution table to 
the encrypted Information and retrieves the decrypted 
data. She compares if the decrypted data matches the 
data she wanted to sign. Decryption is done without the 
untrusted computer and takes approximately one minute 
per 15 characters if the user is a computer science 
študent; otherwise the decryption rate averages 7.5 
characters per minute. We did not find a signing method 
that has a lower ease-of-use. If the user agrees vvith the 
signed data she sends a reiease command to the Public 
Server that involves the use of a hash value. 

While the advantage of obtaining a reliably 
computed signature in an insecure environment is not 
bad, the drawbacks are clearly disenchanting: the volume 
that can be signed is very low, the approach is not 
suitable for arithmetically challenged people, you have to 
produce and securely distribute One-Time-Pads and 
substitution tables, and you have to introduce an Online 
Verification Service and a Public Server to the Public 
Key infrastructure. 

2.3 Implementing 'secure' software 
This is the most common approach found in commercial 
products that are already being shipped to customers. We 
found that even leading companies disregard the threats 
posed by Trojan horses. One of the presumed market 
leaders was vulnerable to basic attacks. When asked why 
they did not use protection against Trojan horses they 
responded that it lies in the responsibility of the user to 
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avold the execution of untrusted processes on her 
computer. That is simply not suitable for a product used 
by inexperienced people. 

The user works with an application softvvare and at 
some point decides to sign the data. The data is then 
transmitted from the application softvvare to the signature 
softvvare, displayed for confirmation by the signatory, 
and finally sent to the signature smart card that computes 
the signature. 

output 

active docu-
ment čontent' 

I 
signing 

soflware 

/JU 
Trojan horse 

program device driver n 
I smart card ) 

In most implementations a Trojan horse program has 
access to many interfaces it can attack: inside the 
application softvvare as active document content, betvveen 
the application softvvare and the signature softvvare, the 
signature softvvare itself can be a target as vvell as the 
device driver betvveen signature softvvare and smart card. 

The signature softvvare displays the data that is going 
to be signed in a standardized way and prompts the user 
for confirmation. Ali but a fevv manufacturers assume 
that Trojan horses vvill not attack their softvvare or 
explicitly put the responsibility for a Trojan horse-free 
environment in the signatory's domain. 

In contrast to the first tvvo approaches this is a lovv-
cost approach vvithout additional hardvvare devices or 
PKI components. Hovvever, it stili has a lovv ease-of-use 
since the data has to be revievved once more even if the 
user has vvorked vvith it for a long tirne in the application 
softvvare. And no company has made efforts to 
effectively block Trojan horse attacks on a conceptual 
basis. 

3 Secure Software 
Most of the previous approaches to secure the creation of 
digital signatures focus on the cryptographic algorithms 
and the secure computation in a smart card. While these 
problems appear to be solved, the smart card stili does 
not communicate directly vvith the signatory. The smart 
card relies on a softvvare that is executed on the 
signatory's computer to transfer the data that is going to 
be signed by the card. 

Approaches that introduced nevv and expensive 
hardvvare have not proved competitive in the market. 
Hence, many companies developed signature softvvare 
products that rely on the secure execution of their 
softvvare. 

We asked manufacturers if and hovv they protect 
their softvvare against attacks by Trojan horse programs. 
The ansvvers we got on trade fairs and in personal 
communication were that protection vvould be 'surely 
interesting but expensive if not impossible'. In fact, the 
protective measures applied seemed more to decrease 
ease-of-use than to prevent attacks. 

In this section we veriiy the manufacturer's 
statements. 

3.1 Types of likely attacks 
In our study we concentrate on four vulnerabilities a 
Trojan horse program vvill be likely to exploit. The first 
is capturing the PIN code for accessing the signatory's 
private signing key. Second, vve observe if the data can 
be modified betvveen finishing vvork in the application 
softvvare and processing it in the signature softvvare. 
Some products require the user to revievv the data before 
it is actually sent to the signature smart card. In that čase 
a malicious program vvould have to alter the dibplayed 
data for revievv to avoid detection. Hence, vve vvill treat 
the second and third vulnerability as a single one. The 
last problem vve focus on is a man-in-the-middle attack 
on the smart card terminal device driver. 

We do not present a comprehensive risk analysis and 
vulnerability report for ali signature products available. 
This is an obligation of the softvvare manufacturers vvho 
claim that their products are secure and vvho keep saying 
'vvhat you see is vvhat you sign'. By concentrating on 
some of the vvorst problems vve shovv that the 
vulnerabilites are due to a flavved design. 

3.1.1 Capturing the PIN for access to the PSE 
For increased security of the storage of the signatory's 
private signing key most people advocate the use of a 
smart card. The card is called a Personal Security 
Environment (PSE) because it is in the possession of the 
user vvho usually presents a PIN to the card for 
authentication purposes. Since it is assumed that the 
signatbry vvill not lose both her smart card and reveal the 
corresponding PIN this method is regarded reliable. 

In current implementations of this protocol the smart 
card does not knovv if the PIN is provided by the user or 
by a third party, eg, an attacker. If an attacker gains 
access to the PIN and the user inserts her signature smart 
card into the smart card reader attached to the computer, 
the attacker could establish communication vvith the card, 
provide the PIN and after successftil authentication begin 
signing messages vvith the signatory's private key. 

Most programmers tend to be lazy vvhen coding 
security features that are not specified sufficiently. In 
čase of a PIN entry on the Microsoft Windows platform, 
they use a standard edit control and set its property 
PasswordChar to '*'. This partial modification of be-
haviour allovvs a user to type in her PIN or passvvord 
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while displaying asterisks for every character typed. 
Hovvever, displaying asterisks does not suffice, since the 
typed characters are stili provided by the edit control. We 
will show in a later section how the PIN is retrieved in 
detail. 

3.1.2 Modifying the data to be signed 
The user works with her application software to create 
and modify the data she wants to sign. At some point she 
decides to finish her.-work and sign the data. The 
document is then transferred from the application 
soflvvare to the signature software, sometimes displayed 
again for confirmation, and finally transmitted to the 
signature smart card that computes the signature. 

In most implementations a Trojan horse program has 
access to many interfaces it can attack: 

• inside the application software as active 
document content 

• betvveen the application softvvare and the 
signature software 

• the signature softvvare itself can be a target as 
well as the device driver betvveen signature 
softvvare and smart card. 

When the manufacturer proposes an additional 
confirmation step before sending the data to the signature 
smart card, the signature sofUvare displays the data that 
is going to be signed in a standardised way and prompts 
the user for acceptance. Ali but a few manufacturers 
assume that Trojan horses will not attack their softvvare 
or explicitly put the responsibility for a Trojan horse-free 
environment in the signatory's domain. 

We vvill shovv that modification of the display in a 
so-called secure vievver component is possible in a 
commercial off the shelf softvvare product by one of the 
market leaders for signature softvvare in Germany. 

3.1.3 Interfering with the communication 
betvveen softvvare and PSE 

When the smart card receives data for signing vvith the 
signatory's private signing key it does not know if this 
data originated from the signatory. It requires a PIN to be 
sent to verily that the signatory is present vvhen the data 
is received. After authentication the smart card usually 
receives a hash value of the data that the signature is 
expected to be computed on. 

An attacking Trojan horse program that places itself 
betvveen the signature softvvare and the signature smart 
card can observe the communication betvveen the tvvo 
parties. After the PIN has been sent to the card the 
malicious program could alter the communication and 
send diiferent data to the card than that the user is 
expected to getting signed. 

We shovv in a later section that one of the products 
examined accepted a card terminal driver that vvas not 
provided by the operating system. 

3.2 Surveyed products 
We chose the products by a simple selection process. 
They had to be easily available for purchase in Germany 

and should be able to work vvith a smart card. The first 
requirerrjent turned out to be not so easy to fulfil as we 
had thought beforehand. Even the products of the 
presumed market leaders Deutsche Post and Deutsche 
Telekom took effort to persuade empIoyees that the 
softvvare vvas for šale and they needed some weeks to 
arrive. 

According to surveys vve conducted on trade fairs 
(CeBIT 2000 & 2001, Hanover; Systems 2000, Munich), 
none of the other softvvare manufacturers perceived 
Trojan horse programs a threat for their signature 
softvvare solutions and, hence, did not protect the 
signatory against such attacks. So vvhile the selection is 
not representative in the strict sense of the vvord, it 
gathers products vvith typical vulnerabilities. The tests 
vvere conducted on the Microsoft Windows 98 and 2000 
platforms. 

3.3 eTRUST/Signtrust Mail^ 
Deutsche Post AG, the former state-ovvned postal 
service, launched it's electronic signature solution on the 
CeBIT 2000 trade fair. Three months after, vve bought a 
starter kit that consisted of a signature smart card, 
registration vvith the manufacturer's trust centre, a smart 
card reader, and the signature softvvare eTRUSTl.01. 

eTRUST is designed to be integrated into the 
Microsoft Outlook email softvvare. The user vvrites an 
email, selects 'sign', then 'send'. The email is then 
presented to the user (again) for .confirmation. After 
confirmation the user is required to provide the PIN for 
access to the signature smart card. The email message is 
sent to the card, signed, and the signature is attached to 
the email. 

There are a couple of Trojan horse program-related 
problems vvith this product. We are able to obtain the 
PIN for the card, can modify the data that is going to be 
signed vvithout knovvledge of the signatory, and eTRUST 
accepts our smart card reader driver for communication 
vvith the smart card. Hence, vve use this product as an 
example and cover the problems in detail. 

3.3.1 Asking for the PIN - and getting it 
Obtaining the smart card's PIN is done vvith standard 
Trojan horse methods. A similar attack had received 
broad attention by the media in 1998. Deutsche 
Telekom's Internet service provider T-Online had been 
shovvn to be vulnerable to passvvord retrieval. The access 
passvvord vvas stored in a standard edit control and vvas 
protected only against visual attacks by displaying 
asterisks. Nevertheless the passvvord could be made 
visible or retrieved by another program vvith virtually no 
effort. We thought that a newly-developed program tvvo 
years after the embarrassing T-Online incident vvould 
provide at least basic protection against this attack. T-
Online had modified their passvvord input and is no 
longer vulnerable to this kind of attack. 

Meanvvhile, the product name has been changed to 'Signtrust 
Maii". 
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Our attack takes plače when the user has finished 
entering her PIN and before she clicks 'proceed'. The 
first step is to obtain a handle to the PIN edit control, 
then kindly ask for the PIN in it: 

(relevant code in Delphi) 

hWindow: =GetWindow { 
Self.Handle, 
GW_HWNDFIRST) ; 

While (hWindow o 0) do 
Begin 

If (hWindow o Self.Handle) and 
IsWindowVisible(hWindow) 

Then Begin 
GetClassName( 

hWindow, 
szClass, 
SizeOf(szClass)); 

GetWindowText( 
hWindow, 
szText, 
SizeOf(szText)); 

If (StrPas(szClass) = '#32770') 
and 
(StrPas (szText) = 

'PIN-Eingabe') 
Then Begin // Found PIN window 

hWindow:=GetWindow( 
hWindow, 
GW_CHILD); 

While (hWindow o 0) do 
Begin 

GetClassName( 
hWindow, 
szClass, 
SizeOf(szClass)); 

If StrPas(szClass) = 'Edit' 
Then Begin 

// Found PIN edit control 
SendMessage( 

hWindow, 
WM_GETTEXT, 
WPARAM(SizeOf(szPIN)) , 
LPARAM(@szPIN)); 

// Show PIN 
editCapturedPIN.Text:= 

StrPas(szText); 
hWindow:=0; 

End 
Else hWindow:= 

GetWindow( 
hWindow, 
GW_HWNDNEXT); 

End; 
hWindow:=0; 

End; 
End; 
If hWindow o O 
Then hWindow:= 

GetWindow( 
hWindow, 
GW_HWNDNEXT) 

End; 
We iterate through the windows on the Windows 
desktop. Once we have found the window for PIN entry, 
we iterate through the controls in that window. Luckily, 

the PIN entry control is the only control of the Edit type. 
We then send a WM_GETTEXT message to the control 
and capture the PIN into our szPIN buffer. For our 
purposes we just show the PIN in our application. We 
can as well start communicating with the signature smart 
card to create signatures with the signatory's private 
signing key. 

In Microsoft Windows 2000 the WM_GETTEXT 
message will only get a response if it is sent from within 
the same application. This is a step fonvard. Becoming 
part of the signature application is nevertheless possible. 
We put a modified WINSCARD.DLL in the eTRUST 
folder. Upon accessing the DLL by eTRUST we start a 
separate thread to capture the PIN. 

3.3.2 Modifying the secure viewer's 
presentation 

The next component we targeted was the so-called secure 
vievver. It is central to the manufacturer's what-you-see-
is-what-you-sign concept. Since modification of the data 
before it is processed by the signature software is not 
prevented, the data is presented to the user for 
confirmation. So, if a malicious email software or plug-in 
has altered the data in a way the signatory does not want 
it to be, she can decline confirmation and thereby be 
prevented from signing unvvanted documents. 

The data presented in the viewer can be easily 
modified. Here is how: 

(relevant code in Delphi) 

// Get handle of secure viewer's window 
// Class '#32770' 
// Title 'Visualisierung der Email' 

hWindow:=GetWindow(hWindow,GW_CHILD); 
While (hWindow o 0) do 
Begin 

GetClassName( 
hWindow, 
szClass, 
SizeOf(szClass)) ; 

If StrPas(szClass) = 'RICHEDIT' 
Then Begin 

// Found viewer's control 
SendMessage( 

hWindow, 
EM_SETREADONLY, 
WPARAM(false),0); 

// insert eg text from clipboard 
// into the secure vievver 
SendMessage( 

hWindow, 
EM_SETSEL, 
WPARAM(0) , 
LPARAM(-l)); 

SendMessage( 
hWindow, 
EM_PASTESPECIAL, 
WPARAM(CF_TEXT), 
LPARAM{0)); 

SendMessage( 
hWindow, 
EM SETREADONLY, 
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WPARAM(true),0) ; 
hWindow:=0; 

End 
Else hWindow:=GetWindow( 

hWindow, 
GW_HWNDNEXT); 

End; 
Like in the PIN capturing example, we iterate through 
the handles to obtain the handle for the desired control. 
The protection applied here by the manufacturer helps 
against the user typing in the vievver, since the 
RICHEDIT control is set to read-only state. We send a 
message to the control and ask for dropping the read-only 
restriction. Then we select aH the text in the control, and 
override the selection with the text we earlier copied to 
the desktop's clipboard. Afterwards we set the contrors 
State back to read-only. 

3.3.3 Monitoring communication betvveen 
software and smart card 

After the user has entered the PIN for accessing her 
signature creation device, ie, the signature smart card, the 
data to be signed is sent to the card. We plače a library in 
the installation folder of eTRUST to monitor the 
communication with the card. 

We provide the file WINSCARD.DLL for PC/SC-
compliant smart card communication in the folder vvhere 
the eTRUST program files are stored. Obviously, the 
signature softvvare does not load the DLL from the 
Windows system folder but examines the search path in 
standard order. Hence, we are able to observe and modiiy 
communication between the eTRUST software and the 
signature smart card. 

The smart card provided by Deutsche Post ušes some 
proprietary commands we have not yet identified. But 
since the PIN is provided with secure messaging and the 
hash value that is to be signed is not, we assume that we 
could have altered the hash value to make the card sign 
the data an attacker vvants to be signed contrary to the 
signatory. The manufacturer did not deny that. 

3.3.4 Comments by the manufacturer 
When confronted vvith the results of our analysis, 
Deutsche Post neither confirmed nor denied any of the 
vulnerabilities. They retreated to the position that every 
softvvare running on the Microsoft Windows platform 
was susceptible to Trojan horse attacks and it is 
Microsoft's and the user's responsibiIity to provide 
protective measures or a Trojan horse-free computer. 

In the manual for eTRUST Mail the user is advised to 
check that her personal computer cannot be manipulated 
by others and that there are no malicious programs on her 
computer. In čase there are, Deutsche Post vvill not make 
any statement concerning the integrity of the signing 
process. On the other hand they justify their 'secure 
vievver' component vvith the possibility that some 
program might try to sign data different from the one the 
user vvants to sign. 

We think this is not sufficient for a product that 
targets a mass market. A company that vvants to become 

market leader in electronic signature softvvare solutions 
must offer its customers a product they can rely on. 
Saying that Trojan horse programs may exist but are the 
signatory's business is not user-friendly.'' 

3.4 Utimaco SafeGuard Sign&Crypt 
Sign&Crypt is a product of Utimaco Safevvare AG. They 
vvere one of the first companies in Germany to offer a 
signature softvvare vvith a vievver component. Their 
homepage named tvvo distributors for their products. One 
of them vvas able to ship. 

We first tried to retrieve the PIN from the Edit 
control used for input. It displays asterisks to shield the 
input and it is possible to navigate the cursor vvith the 
arrovv keys to edit the PIN. Sending a WM_GETTEXT 
message yields '####', so they prevent this easy attack. 

The vievver component gets it input by submitting 
output to the 'Digital Signature' virtual printer. Thus a 
Trojan horse knovvs that this data is going to be presented 
in the vievver component and signed aftervvards. It is 
possible to alter the display in the vievver component, but 
the component re-draws the displayed data frequently. 
Hence, it is difficult to forge a different presentation. 

To access the smart card terminal Utimaco provides 
a proprietary service application. Thus, we did not look 
at the communication betvveen softvvare and card. 

3.5 T-Telesec PKSCrypt 
Deutsche Telekom is Germany's formerly state-ovvned 
telephone company. They are the market leader in the 
telecommunications market in Germany and have plenty 
of top-educated and highly-skilled employees. Their 
security subsidiary T-Telesec offers an electronic 
signature softvvare vvith smart card integration since 1998 
and is presumably one of the first companies to do so. 
Hence, we expected to easily get a first-class product. 

Buying the softvvare vvas not so simple. We had to 
persuade some employees that Deutsche Telekom really 
offers that product for šale and that they surely have the 
correct forms to fill out for the application for a signature 
smart card. Some vveeks later we actually received the 
softvvare. An email plug-in is not included, but the 
softvvare integrates neatly vvith the Microsoft Explorer to 
sign files vvith a click of the right mouse button. 

The package comes vvith a signature smart card that 
has to be initialised vvith a user-chosen PIN. The card is 
initially in a state that it vvill only accept a first PIN as a 
command. The first thing we did vvas to examine the PIN 
entry. PKSCrypt 1.11 offers tvvo ways to enter the PIN. 
The first is called 'standard input', the second 'secure 
input'. We checked both. 

With 'standard input' the user is supplied vvith a 
standard passvvord input vvindovv that displays asterisks 
instead of numbers vvhen she enters her PIN. This sounds 
familiar, and it takes no effort to kindly ask the softvvare 

Deutsche Post has issued a new version of their softvvare 
vvhich allegedly fixes the problems mentioned here. 
Hovvever, the new version did not arrive in tirne to be 
included in this survey. 



198 Informatica 26 (2002) 191-203 A. Spalka et al. 

for the PIN like we explained in detail for eTRUST. (Did 
we mention that Deutsche Telekom's subsidiary T-
Online got a lot ofembarrass ing attention three years ago 
for a similar lazy implementation in another product?). 
By the way, 'standard input' is the default setting in 
PKSCrypt. 

1 Alte PIN eingeben ^ ^ i H I I I ^ H H I ^ 
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OK 
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i ' ' 

The alternative option of'secure input' impresses the 
user vvith a numeric keypad on the screen that shovvs a 
permutation of the ten number keys. The user is 
supposed to enter the number next to the number her PIN 
contains. In our example screen shot we would enter 
'429380' if our PIN was '123456'. Since the permutation 
is different each time, a Trojan horse can ask for the PIN 
but it will never get the correct one (unless, of course, the 
permutation is the identity function, but the developers 
will certainly have thought of that). 

We thought this would going to be hard, that we 
would have to extract the permutation with image 
recognition techniques from a screen shot. But it is 
simpler than that. The window consists of the edit control 
with the permuted PIN, some buttons and a lot of 
Controls of the Static type. We get the permutation as 
easy as the PIN. Ves, we have to write some dozen more 
lines of code, but that is it. 

Static ( 26, 41)-( 52, 59) "7" 
Static ( 23, 28)-( 41, 43) "7" 
Static ( 77, 41)-(103, 59) "5" 
Static ( 74, 28)-( 92, 43) "8" 

S t a t i c ( x l , y l ) - ( x2, y2) "n" 
The Static controls contain a number each. By their 
position, vvhich is also provided, we can determine the 
correct permutation. 

Since the permutation of the input aims at an attacker 
who can access the PIN edit control, it is not 
understandable why the attacker is provided with the 
permutation. In a comment of the manufacturer Deutsche 
Telekom they said that the intent of the 'secure input' 
was to protect the PIN from attackers who watch the user 
entering it or who use a camera aimed at the keyboard. 

They use the 'CT' API for communication with the 
smart card reader. This is a standard fairly common in 
Germany; it is not compatible vvith the PC/SC standard. 
Thus, we had to write another dynamic link library file to 

intercept messages sent between application and 
signature smart card - only to find out that Deutsche 
Telekom had done a good j ob and had secured the 
important messages with secure messaging according to 
ISO 7816. 

3.6 Siemens/SSE TrustedMIME 
The steps needed to sign an email with TrustedMIME are 
straight-forward. A user chooses a 'sign' icon and is 
asked for a password after clicking 'send'. After 
password input the message is signed vvithout 
verification for integrity by the user. Retrieving the PIN 
works like in eTRUST Mail vvith modified character 
sequences to determine the correct window. 

Siemens provides signature smart cards to their 
employees only. We used a card for field tests that 
cannot be obtained regularly. The communication 
betvveen TrustedMIME and the card could not be 
monitored and altered with the WINSCARD.DLL we 
employed with eTRUST. The application refiised to work 
vvith our modified library file. 

3.7 GDtrust Mail 
Manufacturer Giesecke & Devrient was not able to 
provide a signature smart card, even three months after 
applying for one. So we excluded smart card 
communication from our examination. 

GDtrust Mail 4.0.2 provides a plug-in for Microsoft 
Outlook. To sign a message, the user selects a 'sign' 
button. After she clicks 'send', she is asked for the PIN 
to access her PSE. There is no way to detect if the 
message has been modified beforehand by Outlook, an 
Outlook plug-in, or by another process on the computer. 

Of course, it was possible to retrieve the PIN like we 
did with Deutsche Posfs eTRUST. We only had to 
modify the character sequences to look for. 

3.8 Comparison 
Almost aH surveyed products use a PIN entry method 
that can easily be defeated by Trojan horse programs. 
Even PKSCrypt's 'secure input' provides no barrier for 
an attacker. The only difference is that it is less user-
friendly than 'standard input'. 

Ali surveyed products did not prevent modification 
of the input data before sending it to the signature smart 
card or processing it internally. eTRUST Mail displays 
the data in standardised format but does not protect this 
presentation. Sign&Crypt is better at this but stili not 
perfect. PKSCrypt shovvs the file name but offers no way 
to verify that the file has not been modified. The other 
tvvo products simply disregard this issue. 

Product 

eTRUST Mali 
1.01, 1.11 
Sign&Crypt 
2.10 
PKSCrypt 

Input 
modified 

yes 

yes 

yes 

Display 
altered 

yes 

yes* 

n/a 

PIN 
captured 

yes 

no 

yes 

Transfer to 
card inter-
cepted 
yes 

(untested) 

secured 



TROJAN HORSE ATTACKS ON SOFTWARE... Informatica 26 (2002) 191-203 199 

1.11 
TrustedMIME 
2.2.5 
GDtrust Mail 
4.0.2 

yes 

yes 

n/a 

,n/a • 

yes 

yes , 

(untested) 

n/a • 

4 Protection against the presented 
attacks 

We show how the main vulnerabilities that most of the 
surveyed products revealed can be averted. The 
recommendations given here aim at removing these 
special vulnerabilities. Hovvever, our concept of a secure 
electronic paper that we present in the foilovving section 
is to be preferred since it provides a more thorough 
approach to the problem. 

4.1 Reliable input data 
We propose to use a SWORM medium to ensure 
untampered input to the signature software {Software-
based Write Once Read Multiple). First of ali, the 
signatory determines the data that she wants to sign in 
the application software way ahead of the actual 
computation of the signature. The data is stored on the 
SWORM medium and cannot be modified after the file 
has been closed. It is not necessary to perform an 
additional presentation of the data in the signature soft-
ware. 

4.2 Secure PIN input 
You can achieve a secure PIN input by using a piece of 
specialised hardware for that purpose. For instance, the 
keyboard manufacturer Cherry offers a smart card reader 
(G8I-80I5) that is integrated in a keyboard. After a 
special command for secure PIN input, key presses on 
the numerical keypad are transmitted directly to the 
smart card. The computer operating system receives 
asterisks instead, so no process, malicious or not, gets to 
know the secret PIN. During secure PIN input a red LED 
on the keyboard glows to raise user avvareness of the 
secure PIN input mode. This LED cannot be manipulated 
by other commands. 

It is possible to block a simple retrieval of the PIN -
as Sign&Crypt shows. To circumvent the risk of 
keyboard loggers we nevertheless favour the PIN input 
directly at the card terminal. 

4.3 Detecting tampered input to the smart 
card 

The activation of a computation of a signature must 
ensure that the card will compute the signature for the 
intended data. Thus, providing the captured veriflcation 
data for authentication (eg, PIN or biometrical data) has 
to be linked with the data to be signed. 

There are basically two ways to achieve this. You 
can release the authentication information after the card 
has proved that it has received the intended data to be 
signed. On the other hand the signature softvvare can sign 
the data to be signed with a session key and provide this 

key together with the verification data. The recipient can 
recover the session key only if the authentication 
information is correct. 

Both protocols ihvolve some secret knowledge of :the 
signature application to communicate with the signature 
smart card. We propose to secure a PIN input in the 
signature application or to use transaction numbers that 
can be used only once. 

5 Secure Electronic Paper 
We have developed a set of tools to significantly increase 
the strength of the signing process against Trojan horse 
attacks. We call this 'Secure Electronic Paper' because 
our concept borrovvs methods that proved to be reliable 
for centuries to protect contracts signed on paper. 

5.1 Requirements 
Signatures on paper are considered secure by most 
people. We wondered how we could transfer to computer 
systems the properties of the paper signing process that 
protect it against malicious adversaries. The four main 
properties that make paper signing reliable are: 

• determining the data to be signed before 
applying the signature 

• fixing the data before applying the signature 
• detecting modification of the data and of the 

signature after signing 
• defining the semantics of the signed content. 

What is different in the electronic world? We do not have 
paper on vvhich we print or write, we have to use 
software to enter and modily our data, and then invisibly 
submit it to a smart card that applies a cryptographic 
fiinction to the data. We can not sense what is going on 
and we have to trust the components of our computer 
system to teli us the truth about the digital data we work 
with. In our scenario, we can not trust the computer 
completely. We assume the operating system to be 
trustworthy, but some applications running on top of it 
may be Trojan horse programs. 

We propose to extend the 'secure softvvare' approach 
described earlier. While in its original form it puts ali the 
security properties in a single signature application we 
think it is more promising to split this control and 
responsibility. Determining the data that is going to be 
signed takes plače in the application softvvare where the 
user works with it. Fixing is done between application 
software and signature softvvare. This is the plače where 
our Secure Electronic Paper enters the scene. Detection 
of modification after applying the signature is achieved 
by verilying the signature with the cryptographic 
methods already applied in the field. Determining the 
semantics of the signed data is supported by incor-
porating additional information used to deterministically 
display the data on the receiver's system. In the next 
paragraphs we will elaborate our concept in detail. 

In short, Secure Electronic Paper combines safe 
storage with a reliable data transfer to the personal 
security environment, ie, the smart card containing the 
cryptographic algorithms and the signatory's private key. 
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5.2 Fixing the data before entering the 
signing process 

In the same way that one usually does not sign a blank 
piece of paper and let someone fiU in the text at a iater 
date, without having control, we do this on a computer 
systeni. The document that will be signed is being 
vvorked on with some application software, eg, a word 
processor. This application softvvare can not be assumed 
to be trustworthy, it may contain malicious code. If it is 
not a Trojan horse by itself, it could contain a Trojan 
horse as active document content. And stili, it would be 
possible for a Trojan horse to manipulate the document 
between the application software and the signature 
software. A big help for an adversary is labelling a 
document as 'to be signed'. By this it is identified and 
becomes an interesting target for modification. 

We vvithhold this information from a potential 
Trojan horse by not allowing a direct connection of 
application and signature software. It may seem 
convenient to just click 'sign' in your application 
softvvare, but it reveals the purpose of the document you 
work with. Instead, every application softvvare has a 
standard 'save work' function that stores a document for 
further processing without determining the exact 
purpose. A document could be opened by the same user 
with the same application or a different one, by another 
user on another machine, it could be stored on backup 
media. In order to not risk being detected a Trojan horse 
program must abstain from altering a document that is 
just saved. Hence we get an unmodified document that 
we now will transfer unmodified to the signature 
software. 

Our method to ensure a reliable transfer to the 
signature software is not complicated. We use a WORM 
medium (Write Once Read Multiple). This medium does 
not allow modifications of a file after the file is closed. 
The file can only be read but not modified or deleted. A 
WORM can be implemented on a computer in many 
ways, either in hardware or in software. A CD-R drive, 
for instance, is also a WORM medium. For reasons of 
cost-efficiency vve prefer a SWORM (=Software 
WORM), that does not require additional hardvvare. The 
access rights for the file are reduced to allow merely 
read-onIy access as soon as the export from the 
application software is completed. 

Once we have stored the document to be signed in 
the SWORM as a trusted source vve can use it to apply 
the signature to it. Some electronic signature laws require 
that the user must be provided with another possibility to 
display the data the signature is applied to immediately 
before the signature creation. This is perfectly possible 
with our solution. The presentation of the data can be 
done by opening the read-only file with the application 
softvvare or by using a different softvvare vvith the single 
purpose of displaying documents before signing. 

The signature softvvare opens the file stored on the 
SWORM and sends it to the signature smart card using a 
cryptographically-secured channel. The smart card is 
tamper-resistant and computes the signature for the data 
sent to it vvith the private signing key of the signatory. To 

prove that the signatory is present the card usually 
requires a PIN input from the user. A secure input can be 
achieved by using a cheap smart card reader vvith an 
attached dedicated keyboard. 

5.3 Proof of tampering after signature 
creation 

After the signature has been computed the signed 
document can not be altered vvithout detection. This is 
ensured by strong cryptography used for the computation 
of the signature. Nevertheless vve do not want to 
distribute documents vvith an incorrect signature on 
behalf of the user. A second situation vve want to avoid is 
a Trojan horse modiIying the document betvveen the 
SWORM and the smart card. 

Although vve think that the second situation vvill not 
arise if the signature softvvare process is implemented 
properly vve propose an additional check. The computed 
signature is verified vvhether it matches the document the 
signature softvvare sent to the card. If the signature is not 
correct vve vvill have detected that a Trojan horse has 
manipulated communication betvveen the SWORM and 
the card. We vvill then inform the signatory about the 
compromised signature. 

5.4 Reliable presentation of signed data 
We stated that the data that is signed has no semantics in 
itself A signed paper document can be interpreted by the 
parties involved and by a third party, eg, a court. You 
have a fixed presentation that is not altered by the way 
you look at it. In computer systems vve have to use 
application softvvare to give the data a meaning. The 
same binary data vvill be interpreted more or less 
differently by different softvvare products. While the 
same binary data has been signed by the signature 
creation device the interpretation of the signed document 
can be different at the site of the receiver vvithout 
modifying the signed document itself 

A Trojan horse that is transferred vvith the signed 
document as active document content, eg, a macro, can 
alter the presentation on the receiver's computer. So the 
receiver may have an othervvise Trojan-free system but 
vvill regardless get a presentation not intended by the 
signatory. The simplest solution vvould be to disable 
active document contents at ali. But this may reduce 
flexibility way too much. 

There are two ways vve propose to tackle this 
problem. The first way is a softer approach than just 
disabling active content. It should be possible to restrict 
the actions of active content. So the receiver of a signed 
document should be able to determine vvhich actions 
active content could perform on the document that vvould 
not alter the semantics. This requires cooperation of 
application softvvare manufacturers regarding these 
options for their products. Today you can usually choose 
betvveen allovving a macro to perform ali actions or none. 

The other more promising method utilizes that a 
computer is a deterministic machine. So it is in principle 
capable of presenting the signed document in the same 



TROJAN HORSE ATTACKS ON SOFTWARE... Informatica 26 (2002) 191-203 201 

way as it has been on the signatory's computer. This can 
be done without cooperation of the application softvvare 
manufacturers. The idea is to build a 'sandbox' around 
the application that presents the signed document. This 
sandbox sets ali environment parameters that can be 
determined by active document content inside the 
application software and be used against a deterministic 
presentation. The environment parameters are collected 
at the signatory's computer and include user name, 
computer name, netvvork address, application software 
parameters etc. Ali parameters are included in an 
enhanced signature of the document so they can be 
evaluated by the sandbox on the receiver's computer. 
The same parameters will lead to the same presentation. 
This sandbox approach is especially suitable for the 
verification step. 

6 Implementation of a 'Secure 
Electronic Paper' 

In the previous section we explained which properties of 
signed paper documents can be used to secure electronic 
documents against unwanted modification by Trojan 
horse programs. We will now show how this can be 
implemented on common computer systems. We will 
focus on Microsoft Windows here but the results can be 
easily applied to Linux, Apple Macintosh etc. 

I 
application 

software 

input 

n?\ 
signature 
software 

active document 
content 

tr^ 
Secure Electronic Paper 

Secure Electronic Paper (SEP) consists of a user 
policy, a SWORM medium, and a focused and robust 
signature softvvare. The user policy ensures that data is 
submitted to the SEP vvithout explicit knowledge of a 
Trojan horse about the transfer. The SWORM medium 
provides reliable input to the signature softvvare and the 
signature software opens a secure channel to the 
signature smart card. Over this communication channel 
the data to be signed is transmitted to the card and the 

signature is sent back to the signature software and stored 
on the SWORM for further processing. 

6.1 Reducing valuable Information for 
corrupt participants 

We raise the risk of detection for a Trojan horse by 
withholding information it needs for a successftil attack. 
The document is transferred to the SWORM medium 
without determining the purpose of the transfer. A Trojan 
horse that modifies the document anyway when it is 
saved takes a high risk in being detected. By definition, a 
Trojan horse program has to keep its existence secret, so 
it will not risk being detected. Otherwise the origin of it 
could be traced and the author, possibly, be held liable in 
court. So even if a Trojan horse resides in the signatory's 
system it is not able to catch the right tirne to interfere 
with the signing process. 

The reduction in information for an attacker is 
enforced by a user policy. A signatory is advised not to 
use seamlessly-integrated plug-ins in her application to 
trigger a signing process. Instead it is necessary to direct 
the output of the application to the SWORM and making 
it look like a standard and not suspicious action. 

6.2 Early unchangeable input for signature 
creation 

The proposed use of a S WORM is central to our concept 
since it is now possible and feasible to keep the input for 
the signature fixed at a very early stage. In contrast to 
other approaches we get the input at the earliest time 
possible before a Trojan horse even knows that the 
document will be signed and thereby become interesting. 

To achieve a high level of security, the 
implementation of the SWORM should look like a non-
SWORM medium. This prevents active document 
content from testing if the target of a standard 'save 
work' command is a SWORM medium. 

A cheap implementation of the SWORM medium is 
a device driver that provides a virtual WORM medium 
on top of the NT file system. One folder is protected by 
access rights that allovv the system account to freely 
access the folder but denies modification access for 
everyone else. In čase the access rights are changed this 
is detected, the driver stops vvorking and issues a warning 
to the user and the administrator. 

The device driver allovvs the creation of files and 
read access to them but it does not allow to rename or 
modify the files after they have been closed. After a 
specified period of time the files are deleted. Since the 
files on the WORM are needed for secure signing only 
this is not a restriction but keeps the hard disk clean- of 
unused files. 

It is of course possible to use a hardware device with 
WORM fiinctions. This could increase security because 
it is easier to attack a (software) device driver than a 
hardware device. For most cases vve assume that a 
hardware WORM is too expensive. 
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6.3 Process communication with access 
Controls 

The communication between the components involved in 
the signing process is secured by the use of access rights. 
These rights can be configured in a way that make it 
impossible for a Trojan horse program to interfere with 
the process. The access control functions are assumed to 
be provided by the operating system. While this is true 
for Windows NT/2000 it does not hold for Windows 
95/98/Me which are used on the majority of computers in 
private homes. In the čase that the operating system does 
not provide access controls to protect the signing process 
we substitute these access rights by using cryptographic 
methods. 

If access rights are not available we store the 
SWORM files in memory protected by the operating 
system. A file is immediately sent to the signature smart 
card for signing and then stored together with the 
accompanying signature. As long as the operating system 
is not shut down we achieve a SWORM security level 
comparable to the Windows NT implementation of the 
SWORM. In anticipation of a reboot however, the 
SWORM contents have to be stored on a hard disk vvhere 
they are no longer protected. While tampering is now 
possible for a Trojan horse a modification can be 
detected by verilying the signature. 

6.4 Exact labelling of data for later 
deterministic presentation 

The proposed sandbox environment requires that we 
gather as much input parameters for a deterministic 
presentation as possible. Since we do not rely on 
cooperation with the application softvvare manufacturers 
we have to pick up the parameters at various places. 

We think that the following parameters have to be 
included with the signature to make a possible Trojan 
horse on the receiver's side believe it is executed on the 
signatory's machine. These parameters are the document 
format, the application used for working with the 
document, the version of the application, the parameters 
for the application (stored in the Windows system 
registry or in a configuration file), the size and colour 
depth of the Windows desktop, available fonts on the 
system, information about the origin and integrity of the 
fonts, the user name, the machine name, the netvvork 
address, number and labels of storage media, serial 
numbers of the machine and application. 

The parameters are collected by the signature 
sofl:ware and added to the original data to be signed. This 
enhanced data to be signed is then signed by the 
signature smart card, thus protecting the integrity of the 
environment parameters. 

The sandbox is built around the application used to 
present the signed document. Since not every program is 
capable of being run reliably in a sandbox it may prove 
necessary to disable active document content entirely on 
the system in those situations. 

If the verification softvvare on the target machine 
determines that it cannot display the signed data in the 

same way it has been dispiayed on the signatory's 
machine it issues a waming to the user and rejects the 
presentation. Usually the signatory and the receiver of 
the signed data will agree in advance on a common 
exchange format for the signed data that both are able to 
display. Including personal information might be vievved 
as a breach of confidentiality. However, as long as this 
information can be used by malicious document content, 
it has to be included to ensure a deterministic 
presentation. 

7 Conclusions 
Trojan horse programs, ie, programs with additional 
hidden, often malicious, functions, are more and more 
popular forms of attack. On the one hand, high-level 
macro programming languages in many office 
applications make it easy even for inexperienced 
attackers. to write, hide and distribute a Trojan horse 
program. On the other, the emerging electronic 
signatures are Iikely to become a favourite target of 
attacks. 

With our analysis of COTS signature software we 
focused on some attacks that every attacker with no 
inside knowledge of the software can perform. This does 
not rule out more sophisticated attacks by advanced 
attackers with malicious intent. In their current 
implementations the surveyed products offer almost no 
protection against attacks by Trojan horse programs. 
Legislation, especially in the European Union, tends to 
see the responsibility to prove that a signature has been 
faked on the signatory. A signatory using one of the 
products our paper deals with cannot be sure that 
electronic signatures will only be computed for the data 
she intends. The only way to employ the current versions 
of the programs responsibly wouId be to use them in a 
Trojan horse-free environment - which cannot be 
assumed rationally regarding today's personal 
computers. 

We strongly recommend that the responsible 
software manufacturers act to incorporate protective 
measures into their products. The threat of Trojan horse 
programs is real and at the current stage of shipped 
products an attacker can just walk through open doors. 

The proposed Secure Electronic Paper solves 
important problems regarding the reliable creation of 
electronic signatures in an insecure environment. It is 
feasible, cheap and user-friendly. 

Firstly, the signatory determines the data that she 
wants to sign in the application soflware way ahead of 
the actual computation of the signature. It is not 
necessary to perform an additional presentation of the 
data in the signature softvvare. Secondly, the transfer of 
the data through the signature softvvare to the signature 
creation device is secured by access rights or 
cryptographic methods. And, lastly, the solution can be 
achieved vvithout additional hardvvare, thus lovvering the 
financial burden of security. 

Active document contents stili pose a special 
problem if a user is not vvilling or able to disable their 
execution. To ensure that a document is displayed 
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identically on both the sender's and receiver's display, 
both parties must run the same document processing 
program with the same profile, ie, the same command-
line parameters, options etc. Thus, in addition to a 
document and its signature, the sender must include the 
name, version and used profile of her document 
processing program, which the receiver must use to view 
the document. This is supported by using a sandbox 
environment in the signature verification step. 

In conclusion, we have shown that the threat of 
Trojan horse programs attacking a documenfs integrity 
can be averted with only a few measures, which -
compared with previous approaches - retain a system's 
flexibility and incur only minor inconveniences on its 
usability. 
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In the paper, we present data mining from the data protection point of view. In many cases, the 
companies kave a lack ofexpertise in data mining and are reguired to get helpfrom outside. In this čase 
the data leave the organization and need to beprotected against misuse, both legally and technically. In 
the paper a formal framework for protecting the data that leave the organization 's boundary is 
presented. The data and the data structure are modified so that data modeling process can stili take 
plače and the results can be obtained, but the data content itselfis hard to reveal. Once the data mining 
results are returned, the inverse process discloses the meaning of the model to the data owners. The 
approach is especially usefulfor model-based data mining. 

1 Introduction 
The traditional means for coUecting the data were In other words, the amount of data storage (and 
restricted to the use of our natural senses - and so were consequently the amount of data actually stored) doubles 
the means for storing the data. Then, people started to roughly every 15 months, beating the famous Moore's 
use other, more persistent means for data storage, such as law' by 3 months. The last boost was clearly powered by 
skins, stones and much later, papyrus and paper. But only the wide use of the Internet. In the early 1990s, the 
since the advent of electricity (or more specifically, computers have definitely moved data in paper form to 
electronics) the collection of data is no more restricted to on-line databases. 
human natural senses only. 

For the last 30 years, the data were mainly a by-product 
Electronic equipment today, operative in such diverse of daily operations of a company. In general, not much 
fields as geology, business, astronomy, or medicine is was used for analytical purposes. But, the data are every 
capable of gathering vast amounts of data. It is to notice company's vital assets [Reinhardt, 1995]. Assets are 
that the storage nowadays is affordable: in 1980, an IBM useless, unless they are used in (strategic) business 
PC had a 5 MB hard drive and was priced at S3000, and processes. Data are facts and as such do not contribute to 
in 1995, forthesameprice, itwasequipped with a 1GB a company's competitive advantage. Thus, data are 
hard drive [Bigus, 1999]. Today (in 2002), an IBM PC at useless if they only reside in a company - even worse, 
the same priče (not adjusted for inflation!) is shipped they are causing costs: maintenance, storage, and 
with an 80 GB hard drive. In the first 15 years, the security, to mention only a few. For this reason, there is a 
amount of disk storage available in a PC compatible need that data be processed, analyzed, and converted into 
computerincreasedover200times. From 1995 to today, information. Upon Information, company's decision-
the increase is almost 80-fold and cumulative factor of makers can act and sustain competitive advantage. Thus, 
increase since 1980 is more than 16000. The situation is onee data are intelligently analyzed and presented, they 
equally scaled with larger computers. 

Dr. Gordon E. Moore stated in 1965 that the number of transistors per 
square inch on integrated circuits (and thus the processing povver) 
doubles roughly every 18 months [Moore, 1965]. 
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become a valuable resource to be used for a competitive 
advantage [Hedberg, 1995]. Data indeed represent a great 
potential. 

Many companies have recognized the value in data and 
started to systematically collect and store the data. When 
it came to using the data for other purposes than daily 
operations, the traditional transactional systems became 
to fail answering the questions in reasonable time, simply 
because they were not designed for such queries. In early 
1990s a new paradigm was being introduced: the data 
vvarehouses. 

Today, a modem, efficient and effective information 
system consists of "two hearts" - a database and a data 
warehouse (Figure 1). 

The transactional databases take čare of daily 
transactions, such as "receive payment" or "ship goods". 
The data vvarehouse part is responsible for answering ad-
hoc queries, such as "show received payments for 
shipped goods by month by stores". In betvveen runs the 
ETL (extract - transform - load) process, which updates 
the data vvarehouse content. 

transactional 
databases 

data warehou8e 

mi 
OLfi.PI other 

analytical tools 

Figure 1: A Modem Information System 

Data in the data warehouses, and especially in databases 
are considered as secure. However, there are many real-
life cases where the data are not protected. Furthermore, 
even if they are protected in the "safe-house" 
environment of the databases and/or data warehouses, 
they sometimes leave the environment. 

In the next section we describe the data mining process 
and explain why data mining poses a possible threat to 
data security. 

2 Data Mining 
The concept of data mining (DM) has been used since 
1991 [Shapiro, 1991], and defined in 1996 [Fayyad, 
1996] as a part of process known as knowledge discovery 
in databases (KDD) which itself is a "nontrivial process 
of identifying valid, novel, potentially useful, and 
ultimately understandable patterns in data". Data mining 
constitutes only a subtask in the overall KDD process 
and refers to the information extraction itself 

Data mining is an area that connects many different 
fields, such as machine learning, artificial intelligence, 
statistics, databases / data warehouses, computer 

graphics, inductive logic programming, and many others. 
The results come in two basic forms - in descriptions and 
models. In the former, we try to describe, "what is going 
on in data" [Berry, 2000]. In the latter, we use currently 
available data and build models, which capture the rules 
or characteristics in data. The data mining results come 
in various forms, such as neural nets, decision trees and 
mles, association mles, clusters, connections (graphs, 
such as trees and networks) and various scores in form of 
numbers. There are countiess techniques available, such 
as various methods of decision trees/mles induction, 
neural networks, genetic algorithms, clustering, statistical 
models, visualization, and many others. The list of 
possible results and of available techniques is far from 
being complete; the purpose is to inform the reader that 
data mining is not a single tool with a single result; it is 
rather a process. 

As discussed in [Bmmen, 2001], data mining is not 
reserved for large companies (with large databases). In 
the last few years it has become clear that smaller data 
sets can be mined too. The problem with smaller 
companies is that they do not posses in-house expertise 
for doing data mining, but they do have domain 
knowledge and understand their data structures much 
better. They have two choices: not doing data mining at 
aH or doing it with help from outside. The former is 
sometimes not an option due to competitive reasons; the 
latter poses a potential security threat to data. The larger 
companies may require some help from outside as vvell. 

Sometimes the company's resources (hardware and 
software) may not be adequate for mining purposes, thus 
the data need to leave the organization. Once outside the 
safe-house environment of organization's databases and 
data warehouses, they may be used for purposes other 
than specified. Due to requirements of most of today's 
mining tools, data need to be prepared in a flat file. The 
reason is that many mining tools are developed to avoid 
DBMS overhead, and to assure compatibility across DB 
and OS platforms. As such, data are much more easily 
copied and distributed. Even if we somehovv enable 
access to our DB/DW from outside, we have again no 
control over what happens once the data are out. 

3 Protecting data for outsourced 
data mining 

One approach to protect our data is to use techniques 
developed for statistical databases. Two major systems, 
namely |x-Argus [Hundepool, 1996] and Datafly 
[Sweeney, 1997] have been developed. In these cases, 
the sensitive data values were generalized [Samarati, 
2001] or not disclosed, respectively. In the data mining 
world, we can not have data that have been distorted or 
changed. For example, a decision rale on generalized and 
not disclosed data would read I F maritai_status = 
'not r e leased ' A sex='not r e leased ' A 
AGE='young' A zip_code='9xxxx' THEN c la s s = 7. 
Obviously, managers would find such form of discovered 
knovvledge useless. 

http://OLfi.PI
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We propose an approach where no data semantics is Jost, 
the statistics inside the data remains intact, but the data 
are stili, protected. In ouriframework,,we transform the. 
(relational) database that is to be exported to the outside 
world. The transformations are to be performed on both 
data structure and data values. 

In the next paragraph we briefly present the notation and 
basic definitions for relational data model. We adopt the 
terminology for the relational data model (lUDM) from 
[Elmasri, 1999] and for the abstract data type (ADT) 
from [Helman, 1994]. The ADT search table operators 
are not described in this paper; for formal definitions, 
which are beyond the scope of this paper, refer to 
[Helman, 1994]. 

Suppose we have a relational database DB [Elmasri, 
1999], which is a finite set of relational schemas DB = 
{R^,...,R|,...,R,^, vvhere Rj is a relational schema, 
denotedby ^^(^,,...,4,,...,^^), where A^,...,A„,...,Af, is 
a list of attributes. Each attribute 4, is the name of a role 
played by some domain D„ in the relation schema /?/. D„ 
is called the domain of y4„ and is denoted by D„ = 

dom(A^,). A relation r, of the relation schema Ri (also 
referred to as a search table), denoted by r,(/?/), is a set of 
N-tuples, r;={?,,...,/„,...,?^}. Each N-tuple t„ is an 

ordered list of 7V values, ?m=(v„|,...,v„„,...,v„^), where 
each value v„ is an element of dom( A^,), or is a special 
null value. The n* value of tuple /„, which corresponds 
to the attribute A„, is referred to as v„„=t„[A,J. 

A relation r/i?jj is a mathematical relation of degree n on 
the domains dom( ^„), vvhich is a subset of the Cartesian 
product of the domains that define i?,: 
r^Rj) C:{dom(A^)X;..xdom{Aff)x...xdom{A^y) 

In the foll6wing four definitions we set up a formal 
framevvork for reversible database transformation. In 
lemma 2 we claim that the process is indeed reversible 
and prove it in proof 2. 

Definition 1: Let D_ and D^ be sets. Afunction from 

D| into D, is a subset F of D_ x D^^ such that for each 

element a G D, there is exactly one element bs D, 

such that (a, b)s F . 

Definition 2: Let D* be a set of domains, such that 

£)*=|£),'||£)*| = |D„|j. Let D^^-^D] be a fiinction, 

and F = \f„Os be a set of transformations/i./, is said 

to transform D onto D , if 

\.yb3a(f„(a) = b) 

2 . /„ (« l )= / , ( «2 )< f=*« l = « 2 

Definition 3 (a database schema). Let DB' be a set of 

new relations R^, DB* =\R^,...,R^,...,RI\, vvhere each 

/^'is denoted as 7?,*(/I*,...,y4,*,...,^^). Each attribute A^ 

is a role played by some domain £>* in the relation 

schema R^. The relation r' of the relation schema R^ is 

a set of N-tuples, r' =u'^,...,tl,,...,tl,\. Each N-tuple t'^ 

is an ordered list ofA^ values, il, =(V1|,...,V^„,...,V2A,) , 

vvhere each value v* is an element ofJo/w(y4*). 

The relation schemas of database DB* are essentially the 
same as of those in the DB. That is, the number of the 
relation schemas is the same and each schema has the 
same number of attributes as the corresponding table in 
schema DB. Such a database is needed so that the 
instances are easily transformed from database DB into 
database DB*. The transformation fiinction is defined in 
the next definition. 

Definition 4: (table transformation). Let us define a 
fiinction Trans that transforms a table instance (a 

relation), r., into a transformed table instance r', such 
that: 

Trans{r. ) = r^ 

Lemma 1: Function Trans is bijection. 

Proof 1: Function Trans is bijective if it is injective and 
surjective. 

A function Trans is said to be injective, if and only if 
whenever Trans(p)=Trans(q)^^p=q. Suppose we have 
two tuples p,qer,, p=^{p^,...,p^), q = {q^,...,qj^). 

Since Trans({p})=Trans({q}) => 

[(^p\,...,p',„...,p'^)\p„=f„{p\_A„')] = 

{(g|,...,^;;,..., g;) I g-;,=/, (g[^„}} => 

p*,, -4„for \<n<N. Since by Definition 2 

fM) = f„it>i) when a.=b, for V ; ^ 

P„ =9»=>(; ' i .- .Pw) = (^i'-'?jv) =^P=^-

A function Trans is said to be surjective, if and only if 

for any q'' e r', there exists an element per^ such that 

Trans({p})={q}. 
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Suppose we have q's r', q -Ui^,...,q^,...,q\. Each 

q^ is calculated as q„= f„{p\_K^ • From definition 2 

we have that for function/,, for each b exists an a such 

that f„{a) = b. By declaring s\-=b it is evident that 

there must exist a p, so that Trans({p}) = {q} 

^ ^q : 3p{Tram{{p}) = {q }) .• 

Lemma 2: Function Trans has an inverse, Tram'', such 

that Trans'(r') = r^, where Trans (rj)= r'. 

Proof 2: Let Tram be bijection. Then exists one and only 

one bijection Tram'^ that implies 

1. Tram'^ {Trans{{p})) = {p} for Vp 6 r, 

2. Trans{Tram'^ ({<?})) = {q} for V^e r' 

That unique bijection Trans'^ is called the inverse 
function of Tram. 

We first prove that Trans'\Trans({p})) = {p} 

for \/pe r . 

Since TVara is injection: Tram{{p^y) = Trans{{p^}) => 

{Pl}={P2}' 

Since Tram'^ is a function: 

Tram{[Pi}) = Tram{{p2}) => 

Tram"^ (Tram{{p^})) = Tram'^ {Tram{{p.^})) 

i.e. (p,}=(p2}. 

Next we prove that 7>am(7ra«5''({g'})) = 

{qr}/or V^e/^*. 

Since Tram is surjection: 

for any q 6 r' there exists p e /̂ . such that 

Tram({p}) - {g} and since Trans'^ is a function: 

{/?} = Trans'^ ({i?}) is defined for every q^r'. 

Thus, 7>a«i({p}) = 7>ara(J'ra«i"'({gf})) = {^}. • 

the F° can easily be chosen so that it corresponds to the 
value of data to be protected. 

For clarity let us take a closer look at an example vvhere 
we have three tables. We transform them using the above 
definitions. 

Example 1: 
Suppose we have a set of domains D: 
D={Integer, String, Char}, 

a set of relational schemas DB=(Ri}: 
DB={STUDENT, COURSE, GRADE), 

where each relation schema is denoted as 
STUDENT(S_ID, Fnaitie, Lname, Z i p , C i t y , Age) ; 
COURSE (C_ID, Name, C r e d i t s ) ; 
GRADE (S'£U_ID, COU_ID, Grade_Value) ; 

and each attribute has the foUovving domain: 
ŠTUDENT: 
Dom(S_ID)={l, 2, 3), Dom(Fname)=String={John, 
Martha, Alice}, Dom(Lname)=(Smith, Jones}, 
Dom(Zip)={12345, 12346, 12347), 
Dom(City)={London, Helsinki, Berlin), 
Dom(Age)={18, 19, 20); 

COURSE: 
Dom(C_ID)={l, 2, 3), Dom{Name)={Math, Physics, 
Biologv), Dom(Credits)={5, 10); 

GRADE: 
Doin(STU_ID) = {l, 2, 3), Dom(COU_ID) = {1, 2, 3), 
Dom{Grade_value)={A, B, C ) . 

We have a set of relations (instances) of relation 
schemas, presented in a tabular form: 

študent(ŠTUDENT): 

S ID Fname Lname Zip 
1 
2 
3 

John 
Martha 
Alice 

Smith 
Smith 
Jones 

12345 
12346 
12347 

London 
Helsinki 
Berlin 

18 
19 
20 

course{COaRSE): 

C ID Name Credits 
1 
2 
3 

Math 
Physics 
Biology 

5 
5 
10 

Instead of giving out the original database DB, we give 
out the transformed database DB*. The set of 
transformations on domain D, F^, the old names of 
relations, R, and the old names of attributes for each 
relation are kept secret. 

This way the attack on database DB* is much more 
difficult since the attacker has no semantic Information 
on the content of the database. If F^ is carefully chosen 
the attack becomes infeasible. The functions that can be 
chosen are strong encryption algorithms or other 
functions that preserve statistical properties of data 
[Adam, 1989], [Willenborg, 1996]. The advantage is that 

grade(GRADE): 

STU ID COU ID Grade Value 
1 
1 
2 
2 
3 

1 
2 
1 
3 
1 

A 
B 
A 
B 
C 

We define D* as 
D*={Numberl, String, Number2). 

Further, we define 
DB*={TABLEl, TABLE2, TABLE3), 

where each relation schema is denoted as 
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TABLEHCOLl, C0L2, C0L3, C0L4, C0L5, C0L6); 
TABLE2{C0L1, C0L2, C0L3); 
TABLE3 (.COhl, C0L2, C0L3); 

and each attribute has the foilowing domain: 
TABLE1: 
Dom(COLl)={10, 13, 16}, Dom(C0L2)={Stri, Str2, 
Str3}, Dom(COL3)=(Str4, StrS}, Dom(COL4)={37042, 
37045, 37048}, Dom(COL5)={Str6, Str7, Str8}, 
Doin(COL6) = {61, 64, 67}; 

TABLE2: 
Doni(COLl) = {10, 13 , 1 6 } , Dom(C0L2) = { S t r 9 , S t r l O , 
S t r l l ) , Dom(COL3)={22, 3 7 } ; 

TABLE3: 
Doiii(COLl) = {10, 13 , 1 6 } , Doin(COL2) = {10, 13 , 1 6 ) , 
Dom(COL3)={8, 9, 1 0 ) . 

By applying the function Trans on each of the relation 
instances, študent (ŠTUDENT), course(coaRSE) and 
grade (GRADE), we get the folloNving transformed 
instances: 
7>fl«5('student (STUDENT)^=tablel (TABLEl) 

Transfcourse (C0URSE)^=table2 (TABLE2) 

Transfgtade (GRADE)j=table3 (TABLE3) 

The instances are a set of tuples. We present each of the 
instances in a tabular form: 

t a b l e l ( T A B L E l ) : 

ColI Col2 Col3 Col4 Col5 Col6 
10 
13 
16 

Stri 
Str2 
Str3 

Str4 
Str4 
Str5 

37042 
37045 
37048 

Str6 
Str7 
Str8 

61 
64 
67 

table2(TABLE2) 

CoU Co/2 
10 
13 
16 

Str9 
StrlO 
Strll 

22 
22 
37 

table3(TABLE3) 
Coll Col2 Col3 
10 
10 
13 
13 
16 

10 
13 
10 
16 
10 

10 
9 
10 
9 
8 

Suppose an outside entity does models-based data mining 
on the above tables. In models-based data mining, the 
goal is to make a model based on the underlying data. 
The models can be neural networks, decision trees, 
decision lists, association rules, and a set of clusters, to 
name only a few. Basically, the models can be built using 
supervised or unsupervised leaming. In the former, the 
algorithm takes as input a vector of values and returns 
the class as the output. The calculated class is in leaming 
phase compared to the actual value and the correction is 
made if needed, thus supervised learning. In the latter, 
the algorithm tries to group vectors together based on 
some similarity function. Since there is no correct 
ansvver, there is nothing to supervise. 

For example, when building a decision tree, the 
algorithm makes a branch based on some statistical 
properties of data, not on actual values or attribute 
names. For these reasons the actual data and their 
structure can be hidden, and the results will stili be the 
same, as long as statistics within data is maintained. 

Any mining result that is retumed is again in form of a 
model that includes the transformed data elements. Thus, 
the result that is retumed can be taken as a set of relation 

schemas DB*=|7?,*| with a corresponding set of relation 

instances \r'\, and connections among them, depending 

on the stmcture of the model. Note that even a single 
data celi can be vievved as an instance of a table with one 
attribute (column) and one tuple (row). 

With inverse transformation, the data owner decodes the 
model (relation instances) into a readable form. The 
example 2 depicts the process. 

Example 2: 
Suppose the data mining mle says that I F tabiei .coie 
< 67 THEN table3.Col3 > 8. 

We have two table instances, g' (i.e. tabiei) and s' 

(i.e. tabie3). Each table instance has only one tuple, i.e. 

q' =|?|*|and s' ={w*} 

t a b l e l : g t a b l e 3 : 5 

First, by using the inverse, Trans'' on g', we get: 

Trans'(g')=g={ti}= 

^{tl\ti [Age] = / ;" ' it' [0016] >} = 

= {ti\t! [Age] = (^* [ C o l 6 ] - 7 ) / 3 } = 

= {tj\t, [Age] = ( 6 7 - 7 ) / 3 } = 
= {tj\ti [Age]=20} 

Next, by applying Trans'' on s', we get: 

Trans''{s' )=s={ui} = 

={u,\ M;[Grade_Value] = / 3 " ' ( s\ [Col3] ) }= 

= {M/| M/[Grade_Value] = / 3 " ' (8 )} = 

= {M;| M/[Grade_Value)= c} 

Since instances g' (tablei) and s* (tabieS) correspond 

to instances študent and grade, respectively, we get the 
follovving two relation instances as a result: 

študent: g g r a d e : S 

C 
Grade Value 



210 Informatica 26 (2002) 205-210 B. Brumenetal. 

Finally, the rule decodes to iF student.Age < 20 THEN 
Grade.Grade_Value > C. • 

4 Conclusion 
The information age has caused a shift from a product-
centric society to a data-centric one. While the 
ftindamentals for data storage (and protection) have been 
around for almost 40 years, and have become very solid 
since the introduction of relational database systems, the 
nevv technologies, such as data warehousing and data 
mining, require special attention and čare. 

In the paper we presented a new knowledge discovery 
technology - data mining - from the data security 
perspective. In data mining process, sometimes the data 
need to be modeled outside of an organization. In this 
čase they need to be protected in such a way that the 
modehng process is stili possible and the data security is 
preserved at the same time. 

We presented a formal framework for transformation of a 
schema and content of a relational database. We prove 
that, the transformation...is. reversible. With careful 
selection of transformation fiinctions, the attack on data 
becomes infeasible. The functions can be selected so that 
the effort to break them exceeds the value of protected 
data. By using the framework the outsourced data miner 
is stili able to do the data mining, and the data remain 
secure. The reversibility of the process enables the data 
ovvners to decode the model into a readable form. 

The presented framevvork is especially useful for models-
based data mining, where the data values and data 
structure play no role when building a model. 
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Active netv/orks allow user-controlled network programmability. A security framework has to assure that 
our infrastructure will bebave as expected and wiU efficiently deal with malicious attacks, unathorized 
attempts to execute active code etc. We present here a security architecture that is designed within the 
FAIN project and aitns at supporting multiple heterogeneous execution environments. We argue for the 
pros and cons as well as why we have selected the specific components and also take a look at their 
interworking in order to provide the security services to the execution environments our active network 
node hosts. 

A Introduction 

Basic AN principles have serious consequences have seri-
ous consequences for the operation of an Active Netvvork 
(AN). The possibiHty of loading and executing active code 
in Active Netvvork Nodes (ANNs) imposes considerable 
threats to expected operation of AN/ANN due to flaws in 
active code, malicious attacks by unauthorized users, and 
conflicted code execution. Thus, security in AN deals 
mainly with protecting system (AN infrastructure) from 
malicious (unauthorized) and erroneous use. The central 
objective of FAIN [7] security architecture is to guaran-
tee robust/secure operation of AN infrastructure despite the 
unintentional or intentional misbehaving of users, i.e. their 
respective active code/active packets. 

Fulfilling these objectives is fundamental for the usabil-
ity of ANs. Clearly, if it is trivial for any user to intention-
ally degrade the performance of an AN or any single ANN, 
or to bring down the AN/ANN, then ANs are not really us
ahle. Note the difference betvveen degrading performance 
of (disabling) an ANN and that of an AN. It is possible that 
specific netvvork service, i.e. the respective active code, is 
consistent vvith local security policy of an ANN; hovvever, 
due to global, netvvork vvide behaviour of the protocoi, it 
can degrade the performance of (part of) netvvork or even 
completely disable it. Furthermore, if an unintentional er-
ror in the design of a nevv netvvork service, its implementa-
tion (active code), or its configuration can degrade perfor
mance of an AN/ANN or disable an AN/ANN, then ANs 
are not really usable. 

Finally, if a malicious or unintentional misbehaving of 
any user can severely degrade or even disable the netvvork 
services perceived by other user(s) of an AN but vvith no 
affect on the ANN/AN, then again, ANs are not really us

able. The threat model for active netvvorks covers three 
broad classes of security issues: protecting AN infrastruc
ture from users and active code, protecting users and active 
code from other active code, and protecting users and ac
tive code from AN infrastructure. Hovvever, the scope of 
initial FAIN security architecture is limited mainly to the 
first class, i.e. protecting AN infrastructure from users and 
active code. 

B FAIN Active Nodes 
The FAIN Reference Architecture consists mainly of AA, 
VE, EE and Node OS: 

- Active Applications/Services (AA) are applications 
executed in Active Nodes. An A A is often referred to 
also as Active Code (AC). 

- Execution Environments (EE) are environments 
vvhere application code is executed. A privileged EE 
manages and controls the Active node and it provides 
the environment vvhere netvvork policies are executed. 
Multiple and different types of EE are envisaged in 
FAIN. EEs are classified into Virtual Environments 
(VEs), vvhere services can be found and interact vvith 
each other. VEs are interconnected to form a truly vir-
tual netvvork. 

- NodeOS is an operating system for active node and 
includes facilities for setting up and management of 
channels for inter-EE and AA-EE Communications, 
manages the router resources and provides APIs for 
AA/EEs, isolates EEs from each other. Through its 
extensions the NodeOS offers: 
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Resource Control Facilities (RCF). Through 
resource control resource partitioning is pro-
vided. VEs are guaranteed that consumption 
stays Nvithin the agreed contract during an ad-
mission control phase static or dynamic. 

Security Facilities. Main part about security is 
authentication and authorisation of using the re-
sources and other objects of the node like inter-
faces and directories. Based on the poIicy profile 
of each VE security is enforced. 

Application/Service code depIoyment facili
ties. As flexibility is one of the requirements for 
programmable netvvorks partly realised as ser-
vice deployment either on the fly or static, the 
NodeOS must support it. 

Deinultiplexing facilities. It filters, classify and 
divert active packets. Flows of packets arrive at 
the node and they should be delivered to the VE 
and consequently to the service inside the VE 
they are destined for. 

V 

u 

L - - -

CCM 

Figure 1: FAIN active node reference architecture 

Figure 1 describes the main design features of the FAIN 
nodes. In FAIN a number of node prototypes are under 
development as follows: 

- A high performance active node, with a target of 150 
Mb/s. 

- A range of flexible and very functional active 
nodes/servers, with the objective of supporting mul-
tiple VEs and hosting heterogeneous EEs. 

The common part of the prototypes (the FAIN middievvare) 
is the NodeOS with the relevant extensions. 

C General FAIN Model and 
Security Reqiiirements 

The fundamental property of FAIN AN is the possibility 
to dynamically inject active code known as active appli-
cation (AA), that implements new functionality, into the 
netvvork. This code is executed or interpreted by specific 
execution environment within ANNs and this way it pro-
vides end- user applications with appHcation specific net-
work services. Many different active applications can coex-
ist in an active network. We assume that FAIN AN consists 
of unlimited number of network nodes and some of them 
are active (ANN). Active code is injected into the network 
via active packets, vvhich carry active code itself or its ref
erence, which is used by ANNs to install the code from 
code repository. Code can be executed in the nodes within 
the packet path. Execution provides new functionality in 
the network, which can be temporary or permanent. It can 
also produce new packets. Each execution ušes some of 
the ANN and AN resources, like CPU, storage and band-
width, again temporarily or permanently. Specific code in 
an ANN can be injected, removed or replaced by explicit 
or implicit request. Additionally, the following properties 
apply to generalized AN model [1]: 

- an AN is a distributed system 

- an AN is a packet-switched network, as opposed to 
circuit-switched 

- not ali nodes in an AN need to be active 

- an AN explicitly provides for computation inside the 
network, but 

- the primary goal of active netvvorks is communication, 
not computation 

- the contents of an active packet can legally change in
side ANNs' 

- not ali packets are active 

- an AN consists of multiple domains, each controlled 
by a different administration. 

Active networking supplies the users with the ability to 
install and execute program code within a network node. 
That by its nature is a security critical activity. In such an 
infrastructure the security implications are far more com-
plex than in current static environments. In AN the au-
thor of the active code, the user who deploys it, the owner 
of the node hardvvare, the ovvner of the execution platform 
can ali be different entities govemed by different security 
policies. In such a heterogeneous environment security be-
comes an extremely sensitive issue. The possibility of load-
ing and executing active code in ANNs imposes consider-
able threats to expected operation of AN/ANN due to flavvs 

' In ANNs the payload (data part) can be changed also, not just header 
fieids. 
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in active code, malicious attacks by unauthorized users, 
conflicted code execution etc. Thus, security in AN deals 
mainly with protecting system (AN infrastructure) from 
malicious (unauthorized) and erroneous use. The central 
objective of FAIN security architecture is to guarantee ro-
bust/secure operation of AN infrastructure despite the un-
intentional or intentional misbehaving of users, i.e. their 
respective active code/active packets. 

Active Code (AC) is transferred to the node or is itself 
mobile e.g. in the form of a mobile agent. Therefore the 
attacks that AC and also the EE are susceptible to are more 
than those in current passive netvvorks. 

In general we can have: 

- Misuse of an active network node by the active code 

- Misuse of active code by other active code. 

- Misuse of active code by an active network node. 

- Misuse of active code and/or execution environment 
by the underlying network infrastructure. 

- Misuse of the Active Netvvork as an entity. 

Finally a combination of the above categories is possible. 
These kinds of attacks (the complex and coUaborative ones) 
are very difficult to detect, let alone to prevent or effectively 
tackle. Classical examples include the co-operation of var-
ious hosts and ACs against another EE or AC. Threats can 
also be analysed from the perspective of a single ANN, and 
from the network- wide perspective. Of course, threats to 
a single ANN apply also to the whole AN (domain). How-
ever, network-wide threats can be more subtle and harder to 
combat, since they are based on the global, distributed na-
ture of netvvork protocols, and thus, their respective active 
codes. 

In the initial phase of the FAIN project, only high prior-
ity security requirements have been addressed in detail: 

- authentication 

- authorization 

- policy enforcement 

- active code/packet integrity 

- code verification 

- audit. 

We have compiled this list in light of the main objec
tive of the FAIN security architecture, which is to provide 
secure and robust operation of FAIN AN infrastructure in 
spite of unintentional and malicious misbehaving of AN 
users, i.e. their respective codes. From this perspective, 
our criteria in assigning priorities can be summarized as 
follows: 

- How subtle is particular security requirement, i.e. the 
respective threat "behind" the requirement? 

- More subtle yields lower priority. 

C.l Authentication, Authorization, and 
Policy Enforcement 

FAIN ANN is essentially a multi-user computing system. 
As in any such system, enforcement of access control is a 
requirement of high significance within every FAIN ANN. 
On the other hand, FAIN aims at developing a flexible sys-
tem. In order to achieve the desired level of granularity we 
decompose access control in authentication, authorization 
and policy enforcement. These three security requirements 
have the highest-priority within FAIN security architecture. 

C.2 Active code/packet integrity 
Active code is executed within an ANN and performs ac-
tions on behalf of a user. Therefore, active code is the "car-
rier of activity" and as such, it is a povverful tool when 
misused by malicious users, which can potentially tam-
per with active code while it is in transit over the network. 
For instance, the whole access control system could be cir-
cumvented, if the original active code can be modifled or 
SNvapped with any other code. Similarly, there are ways 
to obviate access control system by tampering with active 
packets, such as cut and paste attacks and replay attacks. 
This is why protecting integrity of active code and packets 
deserves a high- priority. 

C.3 Code verification 
Protecting the active code integrity is a first step to ensure 
non- modification of the transient code. Hovvever this is 
considered pretty basic and we need to go beyond that in 
order to achieve a high level of security. The active code 
has to be somehow marked and tightly coupled with one 
or more entities, based on which further security decisions 
can be made. The code carries credentials from these en
tities, which have to be verified in order to set the security 
context within which this active code can execute. As code 
verification is critical into taking further security decisions, 
this is considered a high-priority requirement for the FAIN 
security architecture. 

C.4 Audit 
The Audit Manager component is an integrated part of the 
security architecture. Via this component 

- ali events occurring from the usage of the security sub-
system are implicitly logged for further future usage. 

- It also provides an interface to explicitly log any other 
events coming from other parts of the FAIN architec
ture in a clear and homogeneous way. 

Modern computer systems do not emphasize enough on 
the significance of the audit facilities. Hovvever audit tools 
help in realizing possible security leaks (or even preventing 
some) and make sure that mistakes are not repeated. We 
feel that within the AN community special čare has to be 



214 Informatica 26 (2002) 211-221 A. Savanovič et al. 

taken with audit activities and therefore it is also considered 
a high-priority security requirement. 

D Technical aspects of active 
network security 

D.l Authentication 
Authentication is a process of verifying an identity ciaimed 
by or for a system entity. Symmetric or asymmetric cryp-
tography can be used for authentication. Symmetric cryp-
tography is suitable only for closed systems due to its scala-
biiity problems. Thus, we use asymnietric cryptography in 
FAIN. This requires every AN user to have a public/private 
key pair and a valid public key certificate. Nevertheless, 
common remote authentication protocols employ a hand-
shake, i.e. a two way communication in order to perform 
authentication. In active networks this vvould require an 
end-host to perform an authenticating handshake protocol 
with every ANN en route, which is clearly unacceptable. 
Thus, we propose the use of "unidirectional" procedure, 
where authentication is based on digital signatures and one-
way communication from end-host to an ANN. Overview 
of this authentication scenario: 

- User employs its private key to digitally sign the static 
part of an active packet and adds a signature to the 
packet it transmits 

- ANN ušes the public key certificate to verify the va-
lidity of the user's public key. 

- If valid, ANN employs user's public key to verify the 
digital signature of the packet 

A PKI infrastructure is needed to support authentication 
based on digital signatures. 

D.2 Authorization 
There will be several enforcement engines in FAIN ANN, 
each of them residing in a different FAIN ANN subsystem 
and responsible for mediating access to functions and re-
sources of the respective subsystem. On the other hand, au
thorization component can be either integrated with policy 
enforcement or separated from it. In the former čase, there 
vvould also have to be one authorization engine per ANN 
subsystem. In the latter čase, only one, general-purpose 
authorization engine can be implemented and used by ali 
policy enforcement engines. 

We have adopted the latter approach for FAIN due to the 
following reasons: 

- no duplication of work; this is especially important 
if we consider that design and implementation of any 
security component is a difficult and subtle task 

- inherent flexibility as a consequence of separation of 
authorization from enforcement 

- possibility of reuse of existing tools. 

D.3 Policy enforcement 
In the initial phase our discussion is limited to enforce
ment mechanisms up to and including FAIN Node facil-
ities level, i.e. we currently omit the discussion of pol-
icy enforcement vvithin EEs/VEs. Policy enforcement is 
the active component of security architecture that enforces 
authorization decisions and thus enforces the use of ANN 
resources, which is consistent with local security policies. 
We distinguish two types of resources, hardvvare and func-
tional resources. Hardware resources include basic low-
level ANN resources such as memory, storage capacity, 
CPU cycles and link bandwidth. Functional resources are 
high-level resources in the sense that they consume some 
portion of hardware resources. However, with functional 
resources it is not important how much memory or stor
age space they consume but rather what purpose they serve 
within an ANN, i.e. what function they provide. Examples 
of functional resources include: 

- special purpose files, such as configuration files, 

- policy entries in the policy database, 

- ANN State, 

- ANN API functions themselves, etc. 

We note that ali resources in an ANN, hardware and 
functional, are accessible at certain node interface. In or
der to prevent unauthorized use of ANN resources, policy 
enforcement has to be scattered across different ANN sub-
systems that provide specific subsets of ANN API func
tions. Thus, basic technical approach to policy enforce
ment is to add an "adaptation" software layer on top of ev-
ery subsystem API, which then mediates access to node 
API functions. Whenever an ANN function is called by an 
"eKternal" entity (such as VE, EE, active code), this soft-
ware layer: 

- intercepts the request (call to node function) and sus-
pends it 

- provides call parameters to authorization engine ef-
fectively asking for authorization decision; parame
ters include caller ID, called function name, object(s) 
name, amount of requested hardvvare resources, etc. 

- when authorization decision is returned 

- if request is authorized, enforcement layer re-
sumes the execution of the request 

- if request is not authorized, enforcement layer 
discards the request and thus prevents unautho
rized actions from taking plače 
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In addition to this "high-Ievel" operation, policy en-
forcement also has to operate at Iow-leveI in order to en-
force proper usage of low-level hardware resources. At the 
"lower level" enforcement is embodied in a more complex 
policing algorithm(s), which can control the scheduler(s) 
for specific resource and thus impose Hmits on resource 
usage by an entity. 

D.4 Active packet/code integrity 
In general, protecting integrity of active packet/code while 
in transit over netvvork involves cryptographic operations. 
The most common approach is as follovvs: 

- at the sending end—generale integrity protection to-
ken (data): 

- calculate a hash of the packet/code 
- encrypt the hash to protect it from modifications 
- send the encrypted hash together with the active 

packet/code 

- at the receiving end—verify the integrity of the 
packet/code: 

- decrypt the hash that accompanies the received 
active packet/code 

- calculate a hash of the active packet/code, 
- compare the two hashes; if they differ active 

packet/code has been modified and should not 
be processed or allowed execution. 

The hash value, vvhich is carried along with active 
packet/code and is used for integrity, can be protected ei-
ther by applying asymmetric encryption or symmetric en-
cryption. 

If asymmetric encryption is used, integrity protection 
is provided by digital signatures and there is no need for 
ANNs to maintain a private/public.key pair.^ ANNs only 
need to be able to obtain the certificate chain, vvhich veri-
fies the validity of the public key of the party signing the 
active packet/code. Thus, the advantage of asymmetric en-
cryption is that it eases management of encryption and de-
cryption keys. Hovvever, the dovvnside is that asymmetric 
encryption is on the order of two magnitudes slower than 
symmetric encryption. 

In čase symmetric encryption is used, the encrypted hash 
is known as a MAC^ value. Hovvever, this requires each 
ANN to maintain a non-compromised private/public key 
pair and a public key certificate. ANN ušes asymmetric en-
cryption to establish a shared secret key with the sending 
end. Thus, asymmetric encryption in this čase is stili used, 
but this tirne only to set- up a secret key for symmetric en-
cryption. Additional dovvnside of symmetric encryption is 
that integrity protection requires a negotiation phase before 
active packet/code can be injected into the AN. 

N̂ote that other security requirements may/will impose this. 
^Message Authentication Code. 

In FAIN we have used a combination of asymmetric and 
symmetric encryption for active packet/code integrity, in 
order to leverage the advantages of both. The proposed 
approach is as follovvs: 

- each ANN has a public/private key pair and a public 
key certificate 

- each ANN maintains a shared secret key with every 
of its direct neighbouring ANNs; neighbouring ANNs 
employ asymmetric cryptography for establishing and 
updating shared keys 

- the sending end signs active packet/code (using asym-
metric encryption) and injects it into the AN 

- the ingress ANN fetches the public key of the signer 
and verifies it against its certificate 

- the ingress ANN then ušes this key to check integrity 
of the received active code 

- if active code is intact, ingress ANN calculates a MAC 
value, using a secret key it shares with the next hop 
ANN 

- ingress ANN sends MAC value along with active 
packet/code and its signature 

- every subsequent ANN 

- ušes the secret key it shares with previous-hop 
ANN and checks integrity 

- calculates new MAC values using the secret key 
it shares with the next hop ANN 

- sends the new MAC value along with the active 
packet/code 

This approach represents a trade-off between FAIN goals 
of security and performance. On one hand, the described 
approach is based on the assumption that trust exists be-
tween ANNs, vvhich obviously reduces the level of secu-
rity. Hovvever, this is a valid assumption at least in a sin-
gle domain, vvhich is under the control of a single author-
ity. The trust vvithin domain is applied by per-hop sym-
metric encryption. On the other hand, this approach is ad-
vantageous for ANN performance, since it leverages high 
speed of symmetric encryption algorithms. Furthermore, 
because (pre-established) per-hop shared keys are used, it 
effectively eliminates the symmetric key negotiation phase. 
Note that per ANN public/private keys and per-hop crypto-
graphic calculations are used. Hovvever, since some parts 
of an active packet are dynamic, i.e. they can change at 
every hop, they cannot be protected vvith digital signatures 
and, thus, per hop integrity vvill have to be used, anyway. 
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D.5 Code verification 
Verification can enable us to trust to some extent that the 
active code will bebave safely and properly and that we can 
have some guarantees on its resource usage on the node and 
in the network. But we shall say in general that verification 
provides only enhanced trust in proper and safe code exe-
cution, which is usually not related to the trust in the user 
on behalf of which the code is executing. Code verification 
can help an ANN decide vvhether to run the newly received 
code. If the code fails the verification test, it is not trusted 
and it is dropped or altematively it can run in an EE with 
minimal facilities available. In the latter čase the EE is the 
same one that will be used to run anonymous active code. 
Broadly, code verification techniques can be classified into 
two groups: 

1. Digitally signed code, so we trust the user, organiza-
tion or repository that has signed the code. Digital 
signature can be checked at the NodeOS level, imme-
diately after it is available. 

2. Various other mechanisms that can enhance the trust 
in proper and safe execution. These mechanisms 
mainly operate within EEs, and include techniques 
like proof carrying code, JAVA bytecode verification, 
and restricted languages. 

If there is resource consumption estimate available, sim-
ple resource check is also possible. Since the scope of ini-
tial FAIN security architecture is limited to the NodeOS 
level, we propose the use of first approach, which employs 
digital signatures for code certification. 

D.6 Audit 

The Information gathered by the audit manager are stored 
into the audit database and via a policy controlled way are 
available for further use. Decomposition of auditing ac-
tivity in this way allovvs the active node base code to be 
simpler as it does not have to implement complex handling 
of audit messages. Audit logs should be securely stored not 
only locally on the node but also in a distributed scheme as 
this offers better survivability to attacks against the node. 
Apart from the node audit, the active code may perform its 
own auditing and possibly report it via an interface to the 
node's audit facilities. 

E FAIN Security Architecture 
Figure 2 depicts a FAIN active network node; ali shaded 
components are part of security architecture. As depicted, 
FAIN security architecture roughly comprises three parts: 
security subsystem, other ANN security components, and 
extemal security support facilities. Note that the scope of 
initial FAIN security architecture does not include EE layer 
of FAIN ANN architecture. 

E.l Security subsystem 
Most of security critical decisions are made by security 
subsystem, which is one of several subsystems within an 
ANN. The Security subsystem is also responsible for man-
agement of security critical data, such as encryption keys, 
credentials, and policies. 

This subsystem is the core of FAIN security architecture 
and includes the following components: 

1. Crypto Engine: performs the actual cryptographic 
operations, such as symmetric encryption/decryption, 
asymmetric encryption/decryption, and hashing. It 
implements various cryptographic algorithms, which 
are used by other components in the security subsys-
tem. 

2. Security Environment (SE): in a secure fashion 
Stores various encryption keys, which are required by 
crypto engine. For example, SE stores ANN's pub-
lic key pair (private and public key) and ali secret 
keys that an ANN shares with its neighbours (one per 
neighbour). 

3. SE Manager: is used for managing the keys in SE. 
SE manager can provide facilities for manual config-
uration of encryption keys and can also automatically 
manage keys, e.g. by triggering a key exchange pro-
tocol with neighbouring ANN. 

4. Integrlty Engine: checks the integrity of active pack-
ets and active code. It depends on integrity protection 
data contained within an active packet and on crypto 
engine to do the necessary cryptographic operations. 

5. Verification Engine: performs code verification (at 
NodeOS level), if any. It may depend on special data 
contained within an active packet and on crypto en
gine to do the necessary cryptographic operations. 

6. Authentication Engine: verifies the authenticity of 
active packets. It depends on authentication data con
tained within an active packet and on crypto engine to 
do the necessary cryptographic operations. 

7. Authorization Engine: is responsible for making a 
decision vvhether a given user request to execute spe-
cific action or to access/manipulate particular object 
within an ANN is authorized or not. Authorization en
gine provides this "service" to ali policy enforcement 
engines in an ANN. 

8. Policy database: stores security policies, vvhich gov-
ern who can do what in an ANN. 

9. Policy Manager: when asked by the authorization en
gine, searches policy DB and returns aH security poli
cies, that are relevant for a particular request, which 
is currently subject to authorization. It also provides 
facilities for editing entries in policy DB, either manu-
ally by an authorized user, or automatically, i.e. down-
load policies from a centralized policy server. 
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Figure 2: FAIN security architecture. 

10. Credential database: stores users' credentials, such 
as public key certificates and attribute certificates. 

11. Credential Manager: when asked by authorization 
engine, searches credential DB and returns ali creden
tials, that are relevant for a particular request, which 
is currently subject to authorization. It also provides 
facilities for editing credential database, either manu-
ally by an authorized user, or automatically, i.e. search 
and download credentials from an external credential 
repository. 

12. Audit database: stores an audit log of security critical 
events. 

13. Audit Manager: will be the plače where aH security 
architecture's components audit their function in order 
to be used later in resolution of problems or even to 
make decisions. E.g. an Intrusion Detection System 
would use a view of the audit DB in order to recognize 
attacks against the system. The audit could be also 
distributed for survivability reasons. 

E.2 Other ANN Security Components 
The second part of security architecture includes compo
nents that are part of ANN but are external to security sub-
system. This includes policy enforcement engines and var-

ious components providing environment variables, e.g. re
source usage monitor. Various subsystems within an ANN 
offer their services and objects for use by users via their in-
terfaces. Access to these objects and services is governed 
by security policies. Thus, enforcement of node security 
policies has to be performed at the point where they can be 
violated, i.e. at interfaces. At every ANN subsystem in
terface, a policy enforcement engine acts as an adaptation 
layer, which is responsible for mediating access to subsys-
tem services and objects based on the authorization deci-
sion. While authorization is only a decision making, en
forcement is an active process that prevents access to ser
vices and objects by unauthorized users. The Enforcement 
engine suspends the request at interface, asks the authoriza
tion engine vvhether this request is allowed and acts upon 
authorization decision, i.e. either ailows or denies execu-
tion of the request. 

In addition to these "high-level" enforcement engines, 
there are also "low- level" enforcement engines, which are 
tightly coupled vvith specific hardvvare resources available 
within an ANN and therefore they are considered as part 
of Resource Control Framevvork (RCF). Finally, there are 
some components in an ANN, which provide authorization 
engine with necessary data to make authorization decision. 
For example, resource usage monitor provides data on cur-
rent hardvvare resource consumption by particular user, and 
a clock provides current time and date. 
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E.3 External Security Support Facilities 
In the initial security architecture, we envisage these secu-
rity support facilities: 

- Certification Authority (CA) 

- Authorization Authority 

- Credential repository 

Authentication based on digital signatures requires a 
user to have a public key pair and a valid public key certifi-
cate. Public key certificate binds a public key and an iden-
tity of its owner; these certificates are issued by a trusted 
third party called Certification Authority (CA). When a 
user enters an ANN, he must present his public key cer
tificate to authentication engine. Alternatively, he can pro-
vide a pointer to his public key certificate in the form of a 
reference to certificate repository. 

In the initial phase of FAIN, a single CA is sufficient for 
demonstration and testing purposes. This can be later ex-
tended with more CAs forming a fully-fledged Public Key 
Infrastructure (PKI). 

Similarly, a scalable approach to authorization requires 
a user to have one or more attribute certificates. Attribute 
certificates bind public keys directiy to privileges, which 
can be exercised by the owner of the key. Attribute Cer
tificates are issued by a trusted party called Authorization 
Authority, which may not necessarily be the same as the 
Certification Authority. When a user enters an ANN, he 
must present one or more attribute certificates either di-
rectly or by reference to a repository. Later, when a user 
tries to execute an action, attribute certificates are used by 
the authorization engine to decide whether he has the nec-
essary privileges. 

The Credential repository can store both, public key cer
tificates and attribute certificates. Repository can be imple-
mented in many ways, such as a directory service or a web 
repository. 

F Operation of security architecture 
Basically, there are two checkpoints where security func-
tionality from figure 2 is employed to protect an ANN: 
when a user enters an ANN and when a user tries to execute 
some action vvithin an ANN. The former is represented by 
an arrival of an active packet in ANN and we call it entry-
level protection. The latter occurs when a request for cer-
tain operation arrives at NodeOS interface and we call it 
execution-level protection. 

In addition to these two types of security protections, 
one can distinguish two operations, which do not directly 
provide any security protections. Rather, these two are a 
sort of "backplane" operations, which support entry- and 
execution-level security protections. These support oper
ations are: setup of a shared secret key between neigh-
bouring ANNs and obtaining the missing credentials from 

a node external repository. A secret key, which is shared by 
a pair of neighbour ANNs, is used for hop-by-hop symmet-
ric encryption of portions of active packet, which is lever-
aged e.g. for integrity protection. To setup a shared secret 
key between two ANNs, any key exchange protocol can be 
used. Key exchange has to be performed when a new ANN 
is added to/removed from the AN and whenever the key 
lifetime expires. 

On some occasions, a situation may arise, when the 
credentials needed to make authorization decision are not 
present in an ANN. In this čase, the missing credentials 
have to be searched for and obtained from somewhere in 
the network, usually from a repository service. 

Finally, there is an audit facility vvithin FAIN ANN, 
which is responsible for keeping a log of aH security criti-
cal events within an ANN. This information is required for 
activities such as intrusion detection and analysis and as-
sessment of security breaches. 

F.l Entry-level security protections 
Figure 3 depicts a sequence of security operations that are 
performed for every packet that arrives at ANN. These se-
curity checks are aimed at detecting anything suspicious 
about this particular packet and, if so, discarding it. A 
packet is only delivered to appropriate EE if it passes aH 
checks. Upon entering an ANN, an active packet is first 
processed in order to extract information needed for secu-
rity checks. This information includes: 

- Digital signatures, which are used for authentication, 
integrity, and verification 

- MAC values, which are used for integrity protection 

- Public key certificate(s), vvhich are used for checking 
digital signatures 

- Attribute certificates, which are used for authorization 

After this information has been provided to security sub-
system, entry-level security checks are triggered. The secu-
rity subsystem verifies credentials, checks integrity of ac
tive packet and active code, performs code verification (if 
any), and performs authentication and returns the result of 
these operations to the de-multiplexing subsystem. Only 
if ali these checks are successful, the packet is anowed to 
"enter" an ANN, i.e. it is first processed at NodeOS level 
(e.g. IP processing) and then forwarded to appropriate EE 
for further processing. If any of security checks fails, this 
is reported to de-multiplexing system, vvhich discards the 
packet. 

F.1.1 Active packet integrity 

Integrity protection is based on cryptography. Every packet 
carries along at least one special token, vvhich is used for in-
tegrity protection. This token is in the form of a digital sig-
nature and/or a MAC (Message Authentication Code). In 
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Figure 3: Entry-level Security Checks 

FAIN bothe techniques are used for packet integrity. This 
is due to the fact that digital signatures are required for au-
thentication, so it is sensible to leverage digital signatures 
for integrity as well. However, this applies only to static 
parts of an active packet, which do not change en route and 
can be signed by the source of the packet. For the dynamic 
parts of an active packet, which can change vvithin an ANN, 
per hop integrity protections based on MAC must be used. 

Integrity engine checks integrity in three steps. Firstly, it 
asks crypto engine, vvhich performs ali cryptographic cal-
culations, to decrypt the integrity token, in this čase a MAC 
value; crypto engine needs to get appropriate decryption 
key from ANN's security environment. This decryption 
process returns a hash of the packet as it was scen by its 
sender. Secondly, it asks crypto engine to calculate hash 
of the packet. The last step is to compare this hash against 
the decrypted token. If they are equal, then integrity of the 
packet can be assumed. If these two values differ, however, 
then integrity check has failed. 

F.1.2 Active code integrity and code verification 

Here we check the integrity of the newly received active 
code. Note that integrity checks for active packet and ac
tive code need to be separate because of the fact that these 
protections are in most cases provided by different encryp-
tion keys, i.e. different actors. The reason for this is that 
active code can be tampered with even before it is included 
in any active packet. Thus, digital signature generated by 
packet source at packet creation does not suffice for ac
tive code. Every active code is accompanied by at least 
one special token, vvhich is used for integrity protection. 
This token has a form of a digital signature and/or a MAC 
(Message Authentication Code). It is envisaged that both 
approaches to integrity will be used in FAIN. Digital signa
tures by code provider/manufacturer can provide integrity 
protection until code is injected into the active network. 
From there per-hop MAC protection can be used, vvhich 
is expected to yield performance gains. Additionally, the 
advantage of per-hop MAC protection is that it covers both 
packet and code at the same tirne. Note that we omit the 
discussion of multi-domain issues in the initial phase. 

When active code integrity is provided with digital sig
nature generated by code provider, the integrity engine 
must first process code provider's public key certificate in 
order to extract and validate providers public key. After ex-
tracting a valid public key integrity engine checks integrity 
in three steps, similar to active packets. First, it asks crypto 
engine to decrypt the integrity token, in this čase a digi
tal signature. This decryption process returns a hash of the 
code as it was seen by the code provider. Second, it asks 
crypto engine to calculate hash of the code. The last step 
is to compare this hash against the decrypted token. If they 
are equal, then integrity of the code can be assumed. If 
these two values differ, hovvever, then integrity check has 
failed. 

The majority of active code verification techniques are 
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specific to particular EE. Since we have limited our cur-
rent scope to NodeOS only, we do not address these mech-
anisms. The only general verification mechanism, which 
can be placed in the NodeOS is based on digital signatures 
by trusted parties. For the initial FAIN security architec
ture we use code providers as these trusted parties. This ef-
fectively eliminates the need for distinct code verification 
process within the NodeOS, since code provider's digital 
signature is checked as part of code integrity check. 

F.2 Execution-level Security Protections 
Once an active packet has successfully passed entry-level 
checks, active code(s) can execute and perform operations 
within an ANN on behalf of some user. Obviously, some 
users will have more privileges than others, i.e. security 
policies define who can do what in an ANN. In order to 
protect an ANN it is necessary to prevent users from abus-
ing their privileges and violating security policies. 

According to the previous paragraph, execution-level 
protection includes two steps: 

- Evaluating every execution request against node se-
curity policies, which is performed by authentication 
engine and 

- AUovving or denying execution based on positive or 
negative authorization decision, respectively; policy 
enforcement engines are responsible for this. 

F.2.1 Policy enforcement 

Crucial to policy enforcement is the subsystem specific en
forcement engine, which is implemented as an adaptation 
layer mediating requests at subsystem interface. Every re-
quest at subsystem interface is intercepted and suspended 
by this adaptation layer. Before execution a request has to 
be evaluated against local security policies. Enforcement 
engine does not itself evaluate whether the request is com-
pliant with local security policies. Instead it invokes the 
authorization procedure within the security subsystem and 
feeds it with request information, such as: requested ac-
fion, name of target object and requesting caller ID. Only 
after authorization returns, "request authorized" does an en
forcement engine allow execution of the request by the un-
derlying subsystem. Obviously, if authorizafion returns a 
negative answer, i.e. "request not authorized", then en
forcement engine simply discards the suspended request. 
This way, it prevents execution of unauthorized requests 
and essentially enforces users to adhere to local security 
policies. 

F.2.2 Authorization 

Here we check everything that is required to authorize the 
request, i.e. to decide whether to grant it or not. In flexible 
access control systems, authorization is not integrated with 

enforcement. Instead it is separated logically and in imple-
mentation. In this way, a single authorization engine can 
be used by multiple poIicy enforcement engines. 

Authorization decision is based on the foilovving set of 
data: 

- request information (action, object name, caller ID) 

- local security policies, which govern the way in which 
particular object can be used 

- credentials associated with particular caller ID 

- current values of environment variables, such as time 
of day and amount of resources used by subject 

Enforcement engine provides the request information 
when it asks for authorization decision. This information 
is used as an "index" by poiicy and credential managers 
for fetching appropriate policies and credentials, respec-
tively. Environment variables are provided to authoriza
tion engine upon request by facilities, such as system clock 
and resource monitoring module within Resource Control 
Framework (RCF) subsystem. Finally, after gathering ali 
the required information, authorization engine processes 
this data according to its internal rules, which return a sim-
ple result, either saying, "request authorized" or" request 
not authorized." This is returned to the calling policy en
forcement engine, which then acts accordingly. 

G Related work 
FAIN aims to develop a heterogeneous ANN, allovving 
coexistence of various technologies that enable installa-
tion and execution of active code within an ANN. Conse-
quently, FAIN security architecture is aimed at providing 
a more general solution vvhich provides necessary protec
tions for such an heterogeneous system. This is reflected 
by the fact that security architecture we have presented 
does not incorporate details of specific EEs that exist in 
the FAIN ANN. Its goal is to be as EE independent as pos-
sible and provide a common set of basic security services 
required by ali AN enabling technologies. 

Some research projects on active networks have already 
tried to tackle the issue of security, in various ways and 
at different levels of completeness [3,4,6,8]. In contrast 
to FAIN, ali these security architectures are tied to the 
specifics of the respective model of active netvvorks and, 
consequently, reflect the original design decisions and, 
more importantly, trade-offs chosen by developers of the 
respective model. Java Security Architecture [5] proved to 
be useful for AN security, but it has some drawbacks in this 
context [6]. There has also been some more general work 
on AN security [2], but this work is stili in the early phase. 

Some research projects on active networks have already 
tried to tackle the issue of security [3] [4] [5] [6]. Contrary to 
FAIN, ali these approaches are tied to specifics of particular 
model of programmability. When designing a more general 
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AN security architecture, which is the čase in FAIN, these 
specifics can not be assumed. Java Security Architecture 
[7] proved to be useful for AN security, but again it is tech-
nology specific and it also has some drawbacks [5]. There 
has also been some more general work on AN security [8]. 
This work is stili in the early phase. 

H Conclusion 
We have presented in this paper a security architecture for 
future IP active netvvorks as it is done in the context of 
FAIN project. We try to tackle the high priority security 
requirements such as authentication, authorization, policy 
enforcement, active code and active packet integrity and 
verification and last but not least audit. We have anal-
ysed the main design decisions that we have taken and 
the reasons why we decided to follovv them. Subsequently 
we have presented the components of a security architec
ture that will be used by multiple heterogeneous execution 
environments within the same active node. We also pro-
vide a look in the interworkings of the architecture and its 
decision-making logic. A prototype implementation of the 
presented active netvvork security architecture is currently 
under development, which will be used for exploring the 
advantages and drawbacks of our approach. 
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Distributed softvvare systems are playing increasingly important roles in the world ofsoftv/are engineer
ing. Softvvare systems are becoming largerand large-scale systenns are naturally distributed. In the špirit 
ofsoftv/are "re-use" and software "evolution", "configurable distributed systems" are becoming the center 
ofattention. A number of researchers have developed "configuration management systems" and "config
uration languages" for describing, constructing, and managing configurable distributed systems. I believe 
tbat a pause is in order, at this point, to analyze and revievv the current state ofthe research in this area. 
This paper presents a set offeatures and requirements expected from a configuration language and reviews 
some ofthe existing configuration languages. Specifically, the configuration languages ofConic and its 
successors, Polylith, LOTOS as a configuration language, Raven, MetaH, Durra, and Argus are reviewed. 
The paper establishes a basis for the revievv by proposing a list of reguirements, reviews the languages on 
the basis ofthese requirements, and concludes with a summary and some final remarks. 

A Introduction 

Distributed software systems are playing increasingly im
portant roles in the world of softvvare engineering. Soft
vvare systems are becoming larger and large-scale systems 
are naturally distributed. In the špirit of softvvare "re-use" 
and softvvare "evolution", "configurable distributed sys-
tems" are becoming the center of attention. Distributed 
software systems are usually large and often complex to de-
scribe, construct, manage, understand, and maintain. Cur
rent research approaches attempt to reduce this complexity 
by separating the description of softvvare structures from 
the programming of individual components. The compo-
nents are programmed in a programming language like C, 
C++, or Ada. Special languages, hovvever, called configu
ration languages, are used for describing the structure of 
a distributed system. A number of researchers have devel
oped "configuration management systems" and "configura
tion languages" for describing, constructing, and managing 
configurable distributed systems. I believe that a pause is in 
order, at this point, to analyze and revievv the current state 
of the research in this area. 

This paper presents a set offeatures and requirements ex-
pected from a configuration language and revievvs some of 
the existing configuration languages. Specifical!y, the con
figuration languages of Conic and its successors, Polylith, 
LOTOS as a configuration language. Raven, MetaH, Durra, 
and Argus are revievved. The paper establishes a basis for 
the revievv by proposing a list of requirements, revievvs 

"This vvork has been supported by the Research Institute for Funda-
mental Sciences, Tabriz, Iran. 

the languages on the basis of these requirements, and con
cludes vvith a summary and some final remarks. 

The criterion used for selecting a language for the revievv 
is the capability of the language to satisfy a major part of 
the requirements presented in Section B.2. 

A.l Focus and Approach 

The focus of this paper is on the analysis and comparison of 
the configuration languages selected for the revievv. Con-
sidering that different configuration languages use different 
terms to express the same or similar concepts, the first step 
is to present some definitions, introducing a set of basic 
terms that are used throughout the paper. The second step 
is to establish a clear basis for the revievv by providing a 
set of requirements or features expected from a configura
tion language. The configuration languages, then, can be 
revievved based on these requirements. 

The remainder of the paper defines the basic terms, 
presents the set of requirements expected from a configura
tion language, revievvs the languages on the basis of these 
requirements, and finally provides a summary and some 
concluding remarks. But, first, a note on the examples: 

A.2 A Note on the Examples 

My first thought vvas to provide a more empirical basis for 
the analysis and comparison of the languages revievved. 
One possibility, in this regard, is to use a single common 
example to make direct comparison of the languages eas-
ier. There are, hovvever, three problems vvith doing this: 
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1. A single example would show points of strength in 
some languages and weaknesses in others. Some other 
example would demonstrate just the opposite. A sin
gle example vvill not be fair to ali languages. For ex-
ample, Darwin supports dynamic reconfiguration and 
Polylith does not, while Polylith supports post-factum 
configuration but Darvvin does not. 

2. An example large enough to illustrate ali the points 
of comparison offered in the paper, and expressed in 
aH eight of the languages considered, would make the 
paper too long. 

3. There are multiple implementations for any example 
in each of the languages. In the interest of fairness, 
the example wouId need to be developed iteratively, 
ideally with the assistance of the developers of each 
language. Such a project might offer some reveal-
ing insights, and the present paper would be a good 
starting point, but it is likely that ali of the stili ac-
tive research groups vvill have evolved their ideas in 
the meantime, so that a comparison at this level needs 
greater stability in this area than presently exists. 

Therefore, I dismissed this possibility and, instead, I in-
cluded for each language an example from the creators of 
the language. The examples are intended to show just the 
look and feel of each language; no further description is 
given. Interested readers are encouraged to see the corre-
sponding references. 

B Basis of Review 

This section provides the core of the definitions of ba-
sic terms and concepts, foUovved by my perception of the 
requirements that configuration languages are collectively 
and currently attempting to meet. The core definitions 
given are elaborated in further detail in the follovving sec-
tions in the context of the languages being revievved. 

B.l Basic Concepts and Definitions 

A distributed system is composed of some interconnected 
components. The base components, also called computa
tional components, perform computations and provide the 
core functional behavior of the system. Each component is 
active, in the sense of having a separate thread of control. 

Computation is the first aspect of a distributed system. 
The second aspect is communication among the compo
nents. The third aspect of a distributed system is configu
ration, the way in which the system is structured. Configu
ration languages are formal languages designed to specify 
(or program) system configurations. A system configura
tion is a description of which components are connected 
to each other, and so are permitted to communicate with 
each other. The Communications aspect specifies the nature 

of this communication in greater detail. The term compu
tational programming refers to programming a computa
tional component using programming languages like C++ 
or Ada. The term configuration programming refers to de-
scribing the configuration of a distributed system using a 
configuration language. 

Some MILs, {Module Interconnection Languages), can 
also be used for configuration programming, e.g., Polylith 
MIL. Generally, hovvever, the primitives in an MIL, mod-
ules and resources, are different from the primitives in a 
configuration language, computational components. Com
putational components are active software components, 
like UNIX processes or like Ada tasks. An MIL mod
ule, on the other hand, as defined by DeRemer and Kron 
(DeRemer & Kron 1976), is a segment of code that defines 
one or more resources, where a resource is any nameable 
entity in the language for programming-in-the-small. Oth
ers have slightly different definition of these primitives as 
described in Dean's survey of MILs (Dean 1993) In gen
eral, an MIL primitive does not necessarily form an active 
component. 

In a configuration language supporting hierarchical com-
position, a composite component, also called a configura
tion component, is constructed (or configured) from com
putational components using the configuration language. 
Composite components can be recursively configured into 
higher level composite components, forming a hierarchical 
structure. 

The interaction structure of a distributed system is the 
way in which communication betvveen the system compo
nents is provided. Configuration languages normally spec-
ify the interaction structure of a system by describing the 
connections betvveen the components. A connection be-
tween two components is direct if either component ušes 
knowledge of the inner workings of the other component; 
othervvise, the connection is indirect. 

The term interaction safety, within the context of a con
figuration language, refers to the ability of the language 
to prevent "unwanted" interactions betvveen components. 
This is discussed more fully in B.2.3 below. 

The term dynamic reconfiguration refers to changes in a 
system's configuration while it is running. Dynamic recon
figuration includes adding, removing, or replacing a com
putational component, changing the connections between 
components, and moving a component from one machine 
to another one. Dynamic reconfiguration is either ad-hoc 
performed interactively, or pre-planned, triggered by the 
system and performed automatically. 

The term post-factum configuration refers to a configura
tion where at least one of the computational components is 
an existing software system developed independently with 
no prior plan for using it as a computational component 
in a distributed system. Configuration languages usually 
impose certain requirements on the computational compo
nents, e.g., using a particular programming language or a 
particular set of communication primitives. Post-factum 
configuration, therefore, may require vvrappers or pack-
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agers, adapting the interfaces of existing software compo-
nents to meet the requirements of a configuration language. 

B.2 Requirements 

This section presents a list of requirements or features ex-
pected from a configuration language of the class being 
revievved. A configuration language that satisfies ali of 
these requirements can reduce the complexity of construct
ing, understanding, and maintaining dynamically reconfig-
urable and reliable distributed systems. There are many 
issues that the requirements as presented do not address. 
This means that they can be significantly improved, albeit 
at the expense of increased complexity, and only after fur-
ther experience has been gained. One of the purposes of 
this paper is to suggest future directions for work in this 
area. 

1. Separate computation, communication, and configu
ration. The language should separate the three aspects 
of a distributed system: computation, communication, 
and configuration. This separation makes it possible 
to deal with each aspect of the system with minimal 
effect on the other two aspects. Computational com-
ponents, for example, can be programmed indepen-
dently, simplifying both computation and configura
tion programming; or different communicafion mech-
anisms can be used with minimal effect on the system 
configuration or computational components. 

Configuration independent software development, 
where the only configuration Information embedded 
in the software components is some standard way of 
allovving connections to be made to the components, 
is a well-known and long practiced technique. A good 
example is the use of pipes and filters in Unix. Most 
configuration languages separate configuration from 
computation and communication in this sense. Sep
aration of communication and computation, on the 
other hand, seems to be more difficult, in the sense that 
these two aspects of distributed systems are more or 
less combined in most of the configuration languages 
revievved. 

2. Separation of computation and configuration. The 
component interaction structure provided by the lan
guage should guarantee decoupling of the compo
nents, in the sense that a component should not be al-
lowed to directly interact with any other component. 
Direct connections tightly couple the components, 
combine the three aspects of distributed systems and, 
consequently, complicate configuration management, 
especially dynamic reconfiguration. Configuration 
languages should use indirect connections. 

3. Component interaction Safety. The language should 
provide some measure of interaction safety, reduc-
ing the possibility of "unwanted" interactions betvveen 
components. The major role of a configuration is to 

provide interaction between components. Configura
tion languages should provide for complete specifica-
tion of both the syntax and the semantics of the per-
mitted inter-component interactions, and should sup-
port the creation of actual links among components 
satisfying these specifications. The configuration lan
guage implementations should guarantee to provide 
only the specified interactions - no more, no less. Any 
other interaction is unwanted and must be prevented. 

4. Compositionality. The language should support com-
positionality and de-compositionality: it should allow 
hierarchical composition of computational and com-
posite components. A configuration language satis-
fying this requirement can express configuration of a 
complex distributed system in a hierarchical structure, 
making it easier to understand maintain, and reconfig-
ure. 

5. Dynamic Reconfiguration. The language should sup
port dynamic reconfiguration. For many large dis
tributed systems, it is simply not acceptable to shut 
down the entire system for a modification or recon
figuration. These systems must be modified, recon-
figured, and extended while they are running with-
out imposing significant performance degradation. It 
is, therefore, an important feature for a configuration 
language to be able to express dynamic configuration 
changes to a running distributed system. Applica
tions of dynamic reconfiguration include adding a new 
functionality or changing/removing an existing one, 
employing a new technology, implementing fault tol
erance and service availability methodologies, and us-
ing load sharing/balancing techniques. 

6. The configuration language should make no restric-
tion on the languages used for computational pro
gramming. This requirement makes it possible to con-
figure a distributed system using computational com
ponents written in diverse programming languages. It 
is also a prerequisite for the next requirement. 

7. The language should support post-factum configura
tion, since The best argument I can provide in fa-
vor of this requirement is that it has many applica-
•tions. There are many software systems developed 
separately in the past without any anticipation for their 
possible use as computational components in the con-
figurations of larger and newer systems. 

C Conic and its Successors 

Developed by Jeff Kramer and others of Imperial College, 
Conic and its successors, Rex and Regis, are environments 
for constructing and executing distributed systems. The 
configuration languages used in these environments are re
vievved in this section. 
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group module monitor(Tfactor, Pfactor: integer); 
exltport 

press, temp: real reply signaltype; 
entryport 

control: boolean; 
use 

scale, sensor; 
creote 

temperature: sensor; 
pressure: sensor; 
Tscale: scale(Tfactor); 
Pscale: scale(Pfactor); 

llnk 

end 

temperature.output to Tscale.input; 
pressure.output to Pscale.input; 
Tscale.output to temp; 
Pscale.output to press; 
control to Tscale.control pscale.control; 

Monitor 

Pressure 
output 

Temperature 
output ^ ^ 

Pscale 
input output 

control 

Tscale 
input output 

control 
• — 

-^ press 

•^ control 

- ^ temp 

A group module configuration (From (Magee, Kramer & Sloman 1989)) 

Figure 1: A sample program segment of Conic 
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System ward; 

create 

link 

bed 1: patient at targ 1 ; 
nurse: nurse at suni; 

bedi,alarm to nurse.alarm(l); 
nurse.bed(l) to bedi.bed; 

end 

R^glarm alarmi f: 

bedi 

^ 
,bed bedi 

^ 

nurse 

bed2 

[j>bed3 

I>bed4 

[>bed5 

A patient monitoring system (From (Kramer, Magee & Ng 1989)) 

Figure 2: A sample display of CpnicDravv 

C.l Conic 

Distributed systems in Conic (Kramer & Magee 1985, 
Kramer & Magee 1990, Magee et al. 1989), are constructed 
from logical nodes, vvhich are composite components in 
our terminology. Logical nodes are hierarchically com-
posed from group modules, vvhich are compositions of task 
modules and/or simpler group modules. Group modules 
are also composite components, and can be nested to any 
level. A logical node is the unit of distribution and dynamic 
reconfiguration. Task modules, vvhich are the individual 
softvvare components (i.e., computational components), are 
programmed in a version of Pascal extended to include a 
fixed set of message-passing constructs. Thus the commu
nication and computation aspects of distributed systems in 
Conic are combined. Configuration and computation, hovv
ever, are totally separate. 

Component interaction structure in Conic is based on 
indirect connection betvveen modules. Ali inter-module 
Communications go through exitports and entryports of the 

modules (See the sample program segment shown in Figure 
1). As mentioned above, Conic totally separates module 
programming from the configuration. A module, therefore, 
cannot directly refer to any other module. 

Conic provides some component interaction safety, but 
at a cost of combining communication and computation. 
Exitports and entryports are strongly typed and connec-
tions are unidirectional from exitports to entryports except 
for the request-reply ports, vvhere a transmitted message re-
quires a reply. 

The Conic configuration language does not support dy-
namic reconfiguration. Hovvever, dynamic reconfiguration 
of distributed systems in a Conic environment is stili pos-
sible using the Conic configuration manager, vvhich is a 
run-time support mechanism external to the configuration 
program. The configuration manager, therefore, can sup
port only ad-hoc reconfiguration; one cannot program a 
pre-planned reconfiguration in a Conic environment. Dy-
namic reconfigurations, specified in terms of the create, re-
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move, link and unlink primitives, take plače when the af-
fected nodes are "quiescent". A node is guiescent if it is not 
currently engaged in a communication and no other pro-
cess has initiated a transaction requiring a service from this 
node. Kramer and Magee prove that the quiescent state is 
reachable (Kramer & Magee 1990). Since the units of dy-
namic reconfigurations are logical nodes, only modules or 
group modules that form a logical node can be dynamically 
reconfigured. 

Conic does not support different computational pro
gramming languages. Computational components, as men-
tioned above, are programmed in a variant of Pascal. 

Conic does not support post-factum configuration. 
Another limitation of the Conic configuration language 

is that it can only express configuration of the modules 
within a logical node. The configuration manager, which 
ušes an interpretive version of the configuration language, 
is then used to configure the logical nodes into a distributed 
application. 

C.2 ConicDraw 
ConicDraw (Kramer et al. 1989) provides graphic support 
for part of the Conic configuration language. Using Con-
icDraw the configuration of an executing distributed sys-
tem in a Conic environment can be graphically represented. 
ConicDravv maintains an up-to-date view of the system by 
communicating with the Conic configuration manager. The 
user may change the system configuration by editing the 
configuration diagram displayed by ConicDravv. 

Figure 2 provides A sample display of ConicDravv. 

C.3 Rex and Regis Configuration 
Languages 

Rex (Crane & Dulay 1992, Kramer 1990, Kramer, Magee, 
Sloman & Dulay 1992), a distributed systems develop-
ment environment, is the successor of Conic. The con
figuration language used in Rex is Darvvin, vvhich is re-
viewed in the next section. Rex is apparently not sup-
ported anymore, possibly because its successor, the Regis 
environment (Crane & Tvvidle 1994, Magee, Dulay & 
Kramer 1994), provides more flexibility. The configura
tion language used in Regis is also Darvvin; hovvever, Regis 
separates configuration, computation, and communication. 
Computational components in Regis, as discussed belovv, 
interact using user specified communication primitives. In 
Conic and Rex computation and communication are inte-
grated in computational components. 

C.4 Darwin 
Darvvin (Magee, Dulay & Kramer 1993, Magee et al. 1994) 
like its predecessor, the Conic configuration language, sep
arates configuration programming from computational pro
gramming. Darvvin also removes some of the restrictions 

of Conic. Unlike Conic, Darvvin can express dynamic re-
configuration of system structures. Furthermore, Darwin 
is independent of the languages used to program compu
tational components. Hovvever, the base language, such 
as C or Pascal, used for computational programming must 
stili be extended to include specific message-passing con-
structs vvhich are then used for Communications. Darvvin, 
in a Rex environment, requires computational components 
to use a fixed set of communication primitives, i.e., com-
bining communication and computation, provided by Rex 
as an extension to the supported programming languages. 
In a Regis environment, hovvever, Darvvin allovvs computa
tional components to interact using user specified commu
nication primitives, vvhich partially separates communica
tion and computation. 

Darvvin ušes indirect component binding for specifying 
interaction structures of distributed systems. 

To increase component interaction safety, Darvvin pro
vides three kinds of constraint checks: directionality, con-
nectivity, and typing constraints. For the directionality con
straint, Darvvin requires tvvo types of component interfaces: 
provides vvhich identify services provided by the compo
nent and reguires vvhich identify services required by the 
component (Figure 3). 

Bindings are allovved only betvveen interfaces vvith com-
patible directionality. For the connectivity constraint, Dar
vvin does not allovv/an-oM? bindings, vvhere one provided 
interface is bound to more than one required interfaces. 
Fan-in bindings, vvhere tvvo or more provided interfaces 
are bound to one required interface, are legal. Multi-
casting that can be accomplished by fan-out bindings re-
quires some kind of interface set abstraction to define and 
control one-to-many bindings; Darvvin currently does not 
provide such an abstraction. Interface names are associated 
vvith typing constraints. These are checked by the Darvvin 
interface typing system to ensure that the bound interfaces 
are of compatible types. 

Darvvin supports hierarchical composition by providing 
the concept of "composite component types". A Darvvin 
configuration structure consists of a hierarchy of intercon-
nected component instances. The leaves of the hierarchy 
represent instances of computational components (with-
out Darvvin sub-configuration) called primitive component 
types. The higher levels of the hierarchy are described by 
Darvvin configuration descriptions called composite com
ponent types. 

Darvvin supports dynamic reconfiguration, in a Rex envi
ronment, by providing a configuration operation, called op, 
vvhich is a mechanism for describing dynamically evolv-
ing structures. Configuration changes are programmed us
ing this operation and triggered at run time by the applica
tion (computational components). For dynamic reconfig
uration in a Regis environment, Darvvin provides facilities 
for dynamic component instantiation and binding but not 
for deletion or unbinding; components are expected to die 
vvhen they complete their tasks. The instantiations are ei-
ther direct instantiations, vvhere a computational or com-
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process suppervisor; 
provide resultP; 
var 

resultP: port(resultT, @replyT); 
putproblemP: @replyT; 
R: resultT; 

begin 
initialise; 
repeat 

resultP? (R, putproblemP) 
ifR7^nullthenstore(R); 
putproblemP! (allocate(globalproblem)); 

until done; 
finalise; 
halt; 

end 

process worker; 
require resultP; 
var 

resultP: @port(resultT, @replyT); 
getproblemP: replyT; 
subproblem: problemT; 

begin 
resultP? (null, ©getproblemP); 
loop 

getproblemP?(subproblem); 
resultP!(compute(subproblem), ©getproblemP); 

end 
end 

component supervisor_worker { 
use supervisor, vvorker; 
inst supervisor; 
forallk: l..Pmax{ 

inst worker[k]. @pe = k; 
bind worker[k].resultP - supervisor.resultP; 

The supervisor-worker problem(From (Magee et al. 1993)) 

Figure 3: A sample program of Darvvin 
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posite component is instantiated directly at run-time, lazy 
instantiations, where the component is instantiated at run-
time only if and when a binding to that component is trig-
gered, or recursive instantiations, where the component is 
recursively instantiated within its own definition. 

Darwin supports, as mentioned above, different compu-
tational programming languages. 

Darwin does not support post-factum configuration. 
Darwin in a Regis environment does provide some support 
for open distributed systems using a name server called 
RND, the Regis Name Daemon. This support, however, 
does not include post-factum configuration, vvhere the in
terfaces of a computational component may not meet Dar-
win's requirements. 

Darwin also provides a graphical notation for represen-
tation of a program's instance structure for a particular 
parameterization. In this notation, components are repre-
sented by arc-boxes and instances are represented by rect-
angles. Required and provided services are represented by 
empty and solid circles, respectively (Pryce & Crane 1998). 

Darvvin also allovvs specification of hardvvare configura
tions. 

D Polylith 
Developed by James Purtilo and others of the Univer-
sity of Maryland (Agnew, Hofmeister & Purtilo 1994, 
Hofmeister, Atlee & Purtilo 1990, Hofmeister, White & 
Purtilo 1993, Purtilo 1994), Polylith is a software inter-
connection system. Polylith separates configuration, com-
putation, and communication. Configuration is expressed 
in the Polylith Module Interconnection Language (MIL). 
Communications between components are provided by a 
Polylith sojhvare bus. An application may change only 
the software bus to use a different communication mech-
anism without affecting the configuration or the computa
tional components. 

Polylith ušes indirect component binding via a software 
bus for specifying interaction structures of distributed sys-
tems. 

To increase component interaction safety, Polylith pro
vides two kinds of constraint checks: directionality and 
typing constraints. For the directionality constraint, com
ponent interfaces can be defined as either unidirectional or 
bidirectional. Two types of unidirectional interfaces are 
specified: source for outgoing messages and sink for in-
coming messages. A source interface must be bound only 
to a sink interface. Two types of bidirectional interfaces 
are defined: client which initiates communication and ac-
cepts a response and function which accepts communica
tion and returns a response. A client interface must be 
bound to a function interface. For the typing constraint, in
terface names are followed by the typing constraints which 
are checked by Polylith to ensure that the bound interfaces 
are of compatible types. (A sample program segment of 
Polylith is shown in Figure 4.) 

Polylith MIL supports hlerarchical composition by al-
lowing a module definition to include nesting of additional 
modules. 

The Polylith configuration language does not support dy-
namic reconfiguration. However, Polylith provides another 
language called Clipper for dynamic reconfiguration of the 
distributed systems in the Polylith environment. Using 
Clipper, a programmer can write a reconfiguration script 
which is basically a set of alternative configurations and 
certain events that will trigger transformations from one 
configuration to another. The script is compiled and exe-
cuted as a special module. When a specified event is de-
tected, the corresponding reconfiguration takes plače. The 
triggering event can be generated by the application, like a 
signal from a module, by the distributed environment, like 
the sudden failure of a module, or by the system environ
ment, like the failure of a module's host machine. 

Polylith supports different computational programming 
languages. Software configuration in Polylith is indepen-
dent of the languages used for programming softvvare com
ponents; an application can be configured from software 
components of mixed programming languages. 

Post-factum configuration is possible in Polylith; how-
ever, the existing computational components must be pack-
aged for the Polylith software interconnection system, 
replacing direct Communications by Polylith bus calls. 
This packaging can be accomplished automatically by a 
Polylith software packager, called Polygen (Callahan & 
Purtilo 1991). Currently, Polygen can package computa
tional components that use point-to-point communication 
orRPC. 

E LOTOS/ODP 
LOTOS (Logrippo, Faci & Haj-Hussein 1992, Vogel 1994, 
Vogel, Bochmann, Dini & Polže 1994) Developed within 
the framework of Open Systems Interconnections (OSI), 
LOTOS is the standard Formal Description Technique 
(FDT) for Open Distributed Processing (ODP). ODP is an 
ongoing joint standardization effort by ISO and CCITT to 
provide a reference model for open distributed systems. 
Based on five levels of abstraction, called viewpoints, ODP 
attempts to reduce the complexity of distributed systems 
by partitioning concerns. Each viewpoint provides a dif
ferent abstraction of the system by focusing on a different 
set of concerns. The five levels of abstractions are enter-
prise, Information, computational, engineering, and tech-
nology vievvpoints. The computational vievvpoint is con-
cerned with the functional decomposition of the system 
into objects suitable for distribution, while the engineering 
and technology vievvpoints focus on the distribution infras-
tructure and choice of technology to support distribution. 
An ODP system configuration, therefore, is primarily ex-
pressed by the computational vievvpoint, while the imple-
mentation support is provided by the technology viewpoint. 

Computational components as well as composite compo-
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sevice "hello": { 
implementation : { binary : "./greet.exe" } 
source "send" :{string} 

} 

service "print": { 
implementation { binary : "./pr_source_sink.exe"J 
sink "msgl": {string} 
sink "msg2": {string} 
sink "msg3": {string} 

orchestrate "source_sink": { 
tool "hello" 
tool "hi": "hello" 
tool "greedings": "hello" 
tool "print" 
bind "hello send" "print msgl" 
bind "hi send" "print msg2" 
bind "greedings send" "print msg3" 

} 

A Polylith application descriptlon (From (Hofmeister et al. 1990)) 

Figure 4: A sample program segment of Polylith 

nents, in LOTOS, are represented as processes. The whole 
system is also a LOTOS process. Processes interact with 
each other through gates. Process interactions are called 
events. An event, therefore, is associated with the gate at 
which the event takes plače. The observable behavior of 
a LOTOS process is defined by a behavior expression as 
sequences of allovved events. 

LOTOS supports hierarchical composition by providing 
an operator, called hide, which hides actions that are inter-
nal to a process. Using LOTOS, a system can be cdmppšed 
as a hierarchy of interconnected processes, hiding details of 
intemal structure of a process from the higher levels. LO
TOS also supports sequential and parallel composition of 
behaviors. Sequential compositions are accomplished by 
passing exit parameters of a behavior expression, using the 
operators enable and accept, to the next one. Parallel com
positions are expressed by the interleaving operator, when 
no synchronization is needed, and by the selective paral
lel operator, when the processes must be synchronized on 
some common events. Parallelism, in LOTOS, is equiva-
lent to expression of choice provided by the operator choice 
which expresses a nondeterministic choice betvveen behav
iors. 

Although LOTOS processes appears as black boxes 
to their environment and ali interprocess interactions go 
through gates, as noted above, the processes are allovved to 
have common gates. LOTOS, therefore, does not separate 
the system behavior and structure. This may well be ex-
pected from LOTOS as an FDT (Forma! Description Tech-

nique). From the configuration point of view, however, 
combining the configuration and behavior of a distributed 
system is an unnecessary complexity. Vogers work, as de-
scribed below, may eliminate this complexity. 

Andreas Vogel (Vogel 1994) introduces a LOTOS sub-
language, called LOTOScomp, for the ODP computational 
vievvpoint. LOTOScomp describes the ODP architecture 
in terms of communicating computational objects. LO
TOScomp, therefore, can be used as a configuration lan
guage for distributed softvvare systems. However, the LO
TOS sub-lahguage approach (including LOTOScomp) is 
stili evolving and, to my knowledge, it has not been applied 
to any large-scale system. 

LOTOScomp defines a LOTOS process, called Object 
Space, which includes instantiation and termination of 
computational objects. In addition, Object Space contains 
another LOTOS process, called computational infrastruc-
ture which specifies the communication betvveen compu
tational objects. ODP does not further specify the com
putational infrastructure. (A sample program segment of 
LOTOS is shown in Figure 5.) 

Andreas Polže (Polže 1993), hovvever, proposes a shared 
memory approach, using a C++ based programming envi
ronment, also called Object Space^ for specifying interac-
tion structures of distributed systems. Computational com-

'The concept "Object Space" is overloaded here; the first Object 
Space, the LOTOS process, is different from the second one, the C++ 
based programming environment. The second one is considered as a suit-
able engineering mechanism to implement the computational infrastruc
ture. 
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behaviour 

hide announcement, invocation, termination in 

object_space[ req, resp, announcement, invocation, termination ] 
I [ announcement, invocation, termination ] | 
infrastructure[ announcement, invocation, termination ] 

where 
process object_space[ req, resp, announcement, invocation, termination ]: noexit := 

hide get, put in 
binder[ put, get, announcement, invocation, termination ] (b) 
I [get, put] I 
( server[ put, invocation, termination ](p_op_if, md) 

III 
client[ get, invocation, termination ] (p_op_if, c_op_if, c_stream_if)) 

where 
process server[put, invocation, termination] (op_if: ident, movie_dir: dir): noexit := 

hide control in 
stream_interface_manager[ control, put ] 
I [control] I 
server_operational_interface[invocation, termination, control, put] (op_if, movie_dir) 

where 

Part of a video-on-demand system specification (From (Vogel 1993)) 

Figure 5: A sample program segment of LOTOS 
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ponents, then, can write to and read from Object Space. 
This method of communication decouples the components. 

To increase component interaction safety, Polze's ap-
proach provides a constraint: each component attempting 
to read an object from the Object Space presents a tem-
plate; the object then can only be read by the component if 
the object matches the template. 

LOTOS (and LOTOScomp) does not support dynamic 
reconfiguration. There is an unpublished paper (Schoo, 
Roth & Vogel n.d.), hovvever, which proposes an extension 
to LOTOS, called LOTOSR, demonstrating the potential 
of the language to support dynamic reconfiguration. 

LOTOS does not support different computational pro-
gramming languages. LOTOS specification of a dis
tributed system (including computational components) can 
be transformed, theoretically, into any programming lan
guage. The feasibility of such a transformation into C code 
has been shown (Vogel 1994). Computational components 
(and configuration), hovvever, must originally be written in 
LOTOS. 

LOTOS does not support post-factum configuration. 

the constraints. 
Currently, RCL does not support different computational 

programming languages. Basically, RCL does not restrict 
computational components to a particular programming 
language. Currently, hovvever, the only computational 
programming language supported by the RCMS run-time 
environment, the Raven system, is the Raven language. 
Computational components in RCMS, therefore, are pro-
grammed using the Raven language. An RCL program 
describing a distributed system is also translated into the 
Raven language. The entire system then is translated into 
the C programming language. Currently, hovvever, like LO
TOS, computational components must originally be vvritten 
in one specific language, in this čase, the Raven language. 

RCL does not support post-factum configuration. Basi-
cally, RCL can make use of any Raven object, including 
an object that is not explicitly designed for RCMS. Hovv
ever, as noted above, the RCMS run-time environment, the 
Raven system, imposes certain restrictions that does not al-
low RCL to support post-factum configuration. 

Figure 6 provides a sample program segment of Raven. 

F Raven G MetaH 
Developed by Terry Coatta and others of the Univer-
sity of British Colombia (Acton, Coatta & Neufeld 1992, 
Coatta 1994, Coatta & Neufeld 1994), Raven Configuration 
Management System (RCMS) is designed for construct-
ing and managing object-oriented distributed softvvare sys-
tems. Applications in RCMS are based on "composite ob-
jects" and "constraints", vvhich are expressed by Raven 
Configuration Language (RCL). Computational compo
nents are expressed in RCL as objects, also called elemen-
tary objects. A composite object is a composition of some 
elementary objects and previously defined composite ob
jects. The constraints are expressions in first order predi-
cate logic. A group of related constraints form a configura
tion specification, vvhich defines the relationships betvveen 
the components of a composite object. Constraints includes 
an RCL operation, called link, vvhich provides communi
cation betvveen objects. Although RCMS handles config
uration independent of computation, ali three aspects of a 
distributed system are expressed by an RCL program and 
the separation of concerns is not clear. 

Connections betvveen components, as mentioned above, 
is provided by the link operation. Link ušes the netvvork 
approach of indirect connection; the resulting component 
interaction structure decouples the components. 

Component interaction safety can be increased by the 
constraints. 

RCL supports hierarchical composition, as noted above, 
by means of composite objects. 

RCL supports a pre-planned dynamic reconfiguration by 
providing a mechanism called repair. This mechanism re-
configures the system to a pre-specified configuration un-
der certain conditions. These conditions are specified by 

Developed by Steve Vestal and others of Honeywell (Vestal 
1994^, Vestal 1994c), MetaH is a configuration language 
designed for real-time avionic systems. A distributed sys-
tem in MetaH consists of a collection of interconnected 
"entities". An entity is either a low level entity, describing a 
computational component, or a high level entity, describing 
how previously defined entities are combined to form a new 
one. The basic lovv level entity is a process vvhich is the unit 
of scheduling, distribution, and fault and security contain-
ment. High level entities include macros, vvhich are collec-
tions of processes and connections, and modes, vvhich are 
also collections of processes and connections; a mode fur-
ther specifies the collection of processes and connections 
that are in effect during that mode of operation. A system 
configuration, therefore, can be defined in terms of modes; 
and a reconfiguration can be accomplished by changing the 
mode of operation. Considering that the modes are ali pre-
defined, dynamic reconfigurations must be pre-planned. 

Designers of MetaH support the methodology of using 
the language for describing generic configurations, vvhere 
once a generic configuration is developed, it can be eas-
ily tailored to the requirements of a specific product. Each 
specific configuration then can dravv its types and source 
code of computational components from a grovving com-
mon pool. 

MetaH is supported by a set of tools, the MetaH toolset. 
Using a MetaH specification, these tools can perform real-
time schedulability analysis, reliability and security analy-
sis, and automatic assembly of the specified configuration. 

MetaH is primarily designed for describing dependable 
and efficient systems. The language, therefore, utilizes 
static checking, analysis, and code generation, vvhile mini-
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class SymbolTable { 
bebave add(key : String key, item : Object); 
bebave lookup(key: String): Object; 
bebave containsItem(item : Object): Int; 
} 

composite DirTree { 
constructor(symbolTable: Root); 
root: SymbolTable; 
nodes: Set[SymbolTable] indirect; 
} 

specification { 
define Path(X, Y) < - Y in X | 

there exists Z [Z in X] 
Z.instanceOfO == SymboITable & Path(Z, Y); 

1: root = Root; 
2; nodes := aH x : Path(root, X); 
3:forallX~Path(X,X); 
} 

repair { 
atomic; 
} 

A composite object declaration for a binary tree (From (Coatta & Neufeld 1994)) 

Figure 6: A sample program of Raven 

mizing dynamic run-time decision-makings. 
In most part, MetaH keeps configuration programming 

separate from the computation. However, a process is al-
lowed to share certain components, like a monitor or a 
package, with other processes. Furthermore, the I/O ports 
of a process are typed according to the I/O buffer variables 
of the corresponding computational component and using 
the corresponding computational language typing system. 
This coupling of computation and configuration is not a 
desirable features for a configuration language. There is, 
however, a mechanism in the language that allovvs auto-
matic selection of the actual type declarations from the 
source code of computational components. In addition, 
MetaH has another mechanism that allows every imple-
mentation of a process that shares a component to auto-
matically include the shared component. Although these 
mechanisms do not eliminate the tight coupling between 
computation and configuration, but they do reduce the com-
plexity of it, 

For component interaction structure, MetaH ušes a net-
work approach of indirect connection betvveen compo
nents. Ali inter-process Communications go through input 
and output porti of the processes (Figure 7). 

For interaction safety, MetaH provides two kinds of con-
straints: directionality and typing. For the directionality 
constraint, MetaH allows unidirectional connections be-

tween I/O ports of the processes. For the typing constraints, 
input and output ports of a process, as mentioned above, 
are typed using the corresponding computational language 
typing system. This provides a good measure of interac
tion safety, hovvever, at a cost of coupling configuration and 
computation. 

MetaH, as noted above, supports hierarchical composi-
tion by allovving an entity definition to include previously 
defined entities. 

MetaH supports a pre-planned dynamic reconfiguration, 
as noted above, by changing the mode of operation, where 
different modes specify different (alternative) configura-
tions. At run time, the mode change and consequently the 
reconfiguration can be triggered by any authorized compo
nent. 

Currently, MetaH does not support different computa
tional programming languages. Computational compo
nents, in MetaH, are programmed in Ada. Creators of 
MetaH are planning, in the future versions of MetaH, to 
also support C modules and ultimately a mixture of com
ponents in different programming languages. They have 
already demonstrated the feasibility of support for dif
ferent computational programming languages by a hand-
configured system of mixed Ada and C components (Vestal 
1994fl). 

MetaH does not support post-factum configuration. Cre-
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withporttypePTYPES; 
process FOO is 

A: in port PTYPES.TYPE_1; 
B: out port PTYPES.TYPE_1; 

end FOO; 

process implementation FOO.BAR is 
attributes 

self Period := 25 ms; 
self Sourcefile := "foo_bar.ada"; 

end FOO.BAR 

process implementation FOO.RAB is 
attributes 

self Period := 50 ms; 
self Sourcefile := "foo_rab.ada"; 

end FOO.RAB 

with port type PTVPES; 
macro WIDGET is 

A: in port PTYPES.TYPE_1; 
B: out port PTYPES.TYPE_I; 

end WIDGET; 

macro implementation WIDGET.BAR is 
Pl: periodic process FOO.BAR; 
P2: periodic process FOO; 
connections 

P1.A< - A; 
P2.A < - Pl.B; 
B < - P2.B; 

end WIDGET.BAR; 

A MetaH example (From (Vestal 1994c)) 

Figure 7: A sample program of MetaH 
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ators of MetaH recognize the itnportance of post-factum 
configuration. They have tried, successfully, using some 
existing commercial navigation products as computational 
components within MetaH (Vestal 1994a). There are cer-
tain coding guidelines and restrictions, hovvever, imposed 
by MetaH on the computational components. These guide
lines must be relaxed, as the creators of MetaH have done 
so to a certain extent, in order to be able to write a MetaH 
description of an existing component. Otherwise, either a 
packager must be used, like Polylith does, or the source 
code must be edited, adapting the existing component to 
the requirements of MetaH. 

MetaH also allovvs specification of hardvvare configura-
tions. 

H Durra 
Developed by Mario Barbacci and others of Camegie Mel
lon University (Barbacci, Doubleday, Gardner, Lichota & 
"VVeinstock 1991, Barbacci, Weinstock, Doubleday, Gard
ner & Lichota 1993), Durra separates configuration, com-
putation, and communication by recognizing two kinds of 
system components: tasks and channels. Tasks are active 
components (computational components); they implement 
the functionality of the system and initiate ali message-
passing operations. Channels are passive; they implement 
communication facilities and react to requests from tasks. 
The language is based on task description and channel de
scription. Groups of tasks and channels are compiled into 
executable programs, called clusters, which are units of 
distribution. The run-time support portion of a cluster, the 
cluster manager is a piece of code generated by the Durra 
compiler. 

Component interaction structure, as noted above, is 
based on channels which provide the connections between 
components. To use a different kind of communication 
mechanism, one may change the channel without affect-
ing the computation or configuration aspects of the system; 
using channels for communication decouples the compo
nents. 

For component interaction safety, the I/O ports of tasks 
and channels are typed and connections are unidirectional. 
These typing and directionality constraints limit compo
nent interactions only to the messages of compatible types 
and directionality, reducing the possibility of unintended 
interactions. Notice that the Durra configuration program
ming, separate from the computational programming, in-
cludes these constraints, while in MetaH, for example, al-
though the measure of interaction safety is even stronger, 
the configuration language ušes the typing Information and 
system of computational components, combining compu
tation and configuration. 

Durra supports hierarchical composition by providing 
the concept of compound task description, which is a com
position of simpler task and channel descriptions. An ap
plication description is in fact a compound task description. 

Durra supports a pre-planned dynamic reconfiguration 
by allowing an application description to include a set of 
alternative configurations and a set of conditional configu
ration transitions. At run time, then, a reconfiguration takes 
plače if the associated condition is met. Like the Conic con
figuration manager, Durra also makes sure that the affected 
processes are quiescent^ before the reconfiguration. 

Considering the structure of the Durra configuration lan
guage, Durra seems capable of supporting different com
putational programming languages. Currently, however 
Durra supports only one computational programming lan
guage, Ada. The Durra compiler, as mentioned above, gen-
erates a piece of code, the cluster manager, which acts as a 
communication/reconfiguration manager for a cluster. His-
torically, considering that the cluster manager is in Ada, 
it was less effort for the creators of Durra to develop the 
application examples in Ada. In the past Durra also sup-
ported C, but it was dropped in favor of Ada to save ef
fort. The choice of Ada as the computational program
ming language, therefore, is not because some Ada fea-
ture, e.g., synchronization, is central to Durra. Durra can 
support other computational programming languages; cur-
rently, however, it does not. 

Durra does not support post-factum configuration. 
A sample program segment of Durra is shown in Figure 

I Argus 
Developed by Barbara Liskov and others of MIT (Bloom 
& Day 1993, Liskov 1988, Liskov, Day, Herlihy, John
son, Leavens(ed.), Scheifler & Weihl 1987), Argus is a lan
guage for constructing and maintaining distributed systems 
and an environment for their execution. Distributed sys-
tems in Argus consist of "guardians". A guardian is an ab-
stract object that encapsulates some resources. A guardian 
can interact with other guardians, accessing their resources, 
by means of special procedures, called handlers, that can 
be remotely invoked. Argus ušes a message-passing com
munication mechanism for implementing handler calls. A 
guardian can dynamically create other guardians; it can 
also destroy itself. Guardians are units of distribution and 
reconfiguration; they are, in fact, the computational com
ponents of distributed systems in Argus. 

The Argus programming language is used for both pro
gramming the computational components (guardians) and 
describing the system configuration. Argus does not sep
arate the three aspects of distributed systems, computa
tion, configuration, and communication. Argus is designed 
primarily for applications that require concurrent on-line 
transactions, where data must be kept consistent in spite 
of concurrent access and possible hardware failures. For 
these applications Argus may work well; however, from 
a configuration point of view, combining computation and 
configuration is a vveakness. 

For a definition of quiescence see Section C.l, Page 228 
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task clynamic_proclucer_consumer 
components 

p: task producer; 
c(1...2]: task consumer; 
bufer: channel fifo(message, 10); 

structures 
Ll: begin 

baseline p, c(l), buffer; 
buffer: p.output» c(l),input; 

end Ll; 
L2: begin 

baseline p, c(2), buffer; 
buffer; p.output» c(2).input; 

end L2; 
reconfigurations 

enter Ll; 
Ll => L2 when signal(c(l), 1); 

clusters 
cIl : p, buffer; 
cl2: c(l), c(2]; 

end dynamic_producer_consumer; 

A producer-consumer application with dynaniic reconfiguration (From (Barbacci et aL 1993)) 

Figure 8: A sample program segment of Durra 

Inter-guardian communication, as noted above, is pro
vided by handler calls of the guardians. Handlers make 
direct connections betvveen guardians; and the resulting 
component interaction structure tightly couples the compo
nents. This is another weakness of Argus as a configuration 
language. 

On the positive side, as a point of strength, Argus pro-
vides a good measure of interaction safety, however, at a 
cost of the tight coupling of components. Furthermore, Ar
gus transactions, also called actions, are atomic; they ei-
ther commit or abort. If an action aborts, the state of af-
fected objects is restored to the pre-transaction state, as if 
the transaction was never attempted. An action can include 
other actions, making a group of transactions be performed 
atomically. 

From a configuration point of view, considering that in-
ternal structures of guardians are computational issues, Ar
gus does not support compositionality. There is a concept 
called subsystem which describes a group of guardians co-
operating to provide a single service. Hovvever, a subsys-
tem is an abstract structure and is not represented as an 

entity in the Argus language. 
Argus provides strong support for dynamic reconfigura

tion. As noted above, guardians and their handlers can be 
created and destroyed dynamically. Furthermore, the atom-
icity of an action which may include some sub-actions, ex-
pressing a reconfiguration, makes either the reconfigura
tion successfully take plače or the system state remain un-
changed. 

Argus does not support different computational pro-
gramming languages. Computational components, 
guardians, as well as configuration of a distributed system 
in Argus environment are programmed in the Argus 
language. 

Argus does not support post-factum configuration. 
Figure 9 provides a sample program segment of Argus. 

J Summary and Conclusion 
This paper has provided a list of features and requirements 
as a set of criteria for reviewing some configuration lan-
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brach = guardian is create handlers total, open, close, deposit, withdraw 

% type definitions . . . 

create = creator (c: string, size: int) retums (branch) 
code := c 
seed.value := O 
ht := htable$new() 
for i: int in int$from_to(l, size) do 

htable$addh(ht, bucket$new()) 
end 

retum(self) 
end create 

total = handlerO returns(int) 
sum: int := O 
for b: bucket in htable$elements(ht) do 

for p: pair in bucket$elements(b) do 
sum := sum + p.acct.bal 
end 

end 
retum(sum) 
end total 

open = IiandlerO returns(account_number) 
intcell$write_lock(seed) 
a: account_number = account_number${code: code, num: seed.val} 
seed.val := seed.val + 1 
bucke$addh(ht[hash(a.num)],pair${num: a, acct: acct_info${bal: 0}}) 
return(a) 
end open 

close = handler(a: account_number) signals(no_such_acct, positive_amount) 

end branch 

Part of A branch guardian for a banking application (From (Liskov 1988)) 

Figure 9: A sample program segment of Argus 
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guages. On the basis of these criteria, the paper has pre-
sented a revievv of some configuration languages. Table 1 
provides a summary of this review. 

As. the table shows, none of the revievved languages sat-
isfies ali the requirements. The closest language to satis-
fying the requirements is Polylith. Polylith, hovvever, is 
not a configuration language; it is a softvvare interconnec-
tion system with a collection of tools. In Polylith, for ex-
ample, static configuration is expressed by Polylith MIL, 
dynamic reconfiguration is described by Polylith Clipper, 
and Post-factum configuration can be accomplished by us-
ing the Polylith software packager, PoIygen. One may 
rightfully argue that it is a point of strength for Polylith to 
provide a platform for constructing, executing, and main-
taining dynamically evolving distributed software systems, 
where a collection of different tools are available for dif-
ferent tasks. Strictly from a configuration point of view, 
hovvever, a more coherent approach, a language satisfying 
ali the requirements, is preferable. After Polylith, the con
figuration language that comes closest to meeting the re-
quirements is Darwin, vvhose major weakness is its inabil-
ity to support post-factum configuration. The remaining 
reviewed languages, as the table shows, have even more 
weaknesses with respect to the requirements. 

Other related work not reviewed here includes: 

- ČORBA, the Common Object Request Broker Archi-
tecture (OMG 1995), which is a standardized sys-
tem integration framevvork based on distributed ob
ject technology. ČORBA can be used for integration 
of heterogeneous hardware and softvvare components 
(Polže, Wallnau & Plakosh 1998). Dynamic reconfig
uration in ČORBA framevvork is also possible (Bidan, 
Issarny, Saridakis & Zarras 1998). 

- Aster (Issarny & Bidan 1996, Issarny, Bidan & 
Saridakis 1998), which is an interconnection language 
aimed at building customized distributed runtime sys-
tems. 

- Gandiva (Wheater & Little 1996), which is an object-
oriented softvvare development system, aimed at sep-
arating softvvare components into their interface and 
implementation components. It provides a set of C+-t-
classes to support the construction of interface classes 
from implementation classes. 

- Warren and Sommerville (Warren & Sommerville 
1996) also present a model for dynamic reconfigura
tion of distributed systems. Their model is aimed at 
evolving system architecture, causing low execution 
disruption, but requires system specific features and is 
application dependent. 

In conclusion, design and creation of a configuration lan
guage for distributed softvvare systems, or improvement 
and extension of an existing one, satisfying the require-
ments presented in this paper is stili an active area of re-
search. Specifically, the follovving topics of research are 
identified in this area: 

Some configuration languages restrict the compu-
tational components to specific programming lan
guages, e.g., MetaH, Durra. An ongoing research is 
to provide support for computational components of 
mixed programming languages. 

Some configuration languages are used for formally 
describing the entire distributed system, e.g.. Raven, 
LOTOS. An ongoing research is to translate these 
formal descriptions into a suitable programming lan
guage. 

In the configuration languages supporting dynamic re
configuration, capturing and restoring the state of the 
affected computational components vvithout program-
mer intervention is stili an ongoing topic of research. 

Dynamic reconfigurations expressed by the current 
configuration languages require computational com-
ponent participation. The programmer has to man-
ually adapt a computational component for this par
ticipation. Polylith Surgeon (Hofmeister et al. 1993) 
automates the component participation for a class of 
components. Generally, hovvever, dynamic reconfig
uration vvithout component participation is an open 
problem. 

Finally, post-factum configuration, expressed by a 
configuration language, is another topic of research. 
Current configuration languages are not capable of 
expressing post-factum configuration. Polylith soft
vvare packager, Polygen (Callahan & Purtilo 1991), is 
a great accomplishment in this area. Hovvever, it has 
to be integrated into a configuration language, provid-
ing a unified approach for expressing configurations, 
vvhere computational components are packaged as re-
quired transparent to the programmer. 
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