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Text is one of the traditional ways of communication between people. With the growing availability of 
text data in electronic form, handling and analysis of text by means of computers gained popularity. 
Handling text data with machine learning methods brought interesting challenges to the area that got 
further extended by incorporation of some natural language specifics. As the methods were capable of 
addressing more complex problems related to text data, the expectations become bigger calling for 
more sophisticated methods, in particular a combination of methods from different research areas 
including information retrieval, machine learning, statistical data analysis, data mining, natural 
language processing, semantic technologies. Automatic text analysis become an integral part of many 
systems, pushing boundaries of research capabilities towards what one can refer to as an artificial 
intelligence dream - never ending learning from text aiming at mimicking ways of human learning.  The 
paper presents development of text analysis research in Slovenian that we have been personally involved 
in, pointing out interesting research problems that have been and are still addressed by the research, 
example tasks that have been addressed and some challenges on the way.

Povzetek: V članku je predstavljen razvoj raziskav analize besedil z metodami umetne inteligence v 
Sloveniji.

1 Introduction
Word expressed as a sound is known as a fundamental 
phenomena in creation of our world. “Every element of 
the universe is in a constant state of vibration manifested 
to us as light, sounds and energy. The human senses 
perceive only a fraction of the infinite range of vibration, 
so it is difficult to comprehend that the Word mentioned 
in the Bible is actually the totality of vibration which 
underlines and sustains the creation.” [1] . Written words 
are one of the traditional ways of communication over 
space and time. “Communication is a gift to know. 
Communication is a gift to understand. Communication 
is a gift to realize.” [2] . To understand what has been 
communicated by some text is not always easy. 
Automatic text analysis can often contribute to 
understand the text, to gaining knowledge from the data 
provided in textual form, to realize the underlying facts 
that have been communicated via the text.   

As electronic media become widely used, the 
amount of texts in electronic form has grown rapidly and 
is still growing. While these texts are primarily aiming at 
human readers, it is not uncommon to use computer 
programs to manipulate texts. Text handling by computer 
programs has a wide range of usage from enabling text 
editing, storing and indexing text for searching and 
retrieval, ranking documents, classifying documents, 
extracting information and knowledge, question 
answering, etc.

In this paper we present development of artificial 
intelligence research in Slovenia related to handling of 

text data that we have been personally involved in. The 
paper points out some interesting research problems that 
have been and are still addressed, listing some example 
tasks that have been addressed in our group and some 
challenges on the way. We conclude by providing 
discussion and some direction for future research on 
automatic text analysis.

2 Handling text data
In the 1990s handling of text data by machine learning 
techniques was inspired mainly by information retrieval, 
where machine learning methods were used primarily for 
classification of documents regarding their relevance to a 
given query (as an alternative to the information retrieval 
ranking methods). At that time, machine learning was 
also applied for personalized information delivery on 
text, such as, learning to filter relevant Netnews, 
suggesting potentially relevant hyperlinks on Web 
documents [3] , [4] , browsing the Web [5] , powering 
intelligent agents [6] . As texts (documents, Web pages, 
news articles) are often manually labeled by some topic 
category (e.g., a news on acquisitions, a Web page on 
artificial intelligence), this is a natural area for applying 
machine learning methods to train a classifier for topic 
classification. The problem is far from being a trivial 
application of machine learning methods to a new 
domain. The number of classes may get much larger than 
what was usual at the time for machine learning methods 
to handle, requiring a careful handling of efficient 
classifier construction [7] and pruning the space of 
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classifiers to be consulted at the classification of a new 
example [8] .

Using words as features is, in such a setting, a 
common way of representing text documents so that 
machine learning methods can be applied on them. As 
each word from the vocabulary is assigned a feature with 
its value being based on the frequency of the word in a 
document, the number of features easily got to several 
tens of thousands. Moreover, one can think about some 
more sophisticated features beyond single words, such as 
sequences of words [9] , additionally increasing the 
feature space. This requires careful handling of the 
problem including efficient feature selection [10] .

Even though many relevant problems can and have 
been addressed at the level of documents using machine 
learning methods and at the level of sentences and words 
using natural language processing methods, there is still a 
way to go towards automatically obtaining knowledge 
from text to be used for ontology extension and 
reasoning. Extracting knowledge form the text and 
representing it in logical forms means that a computer 
can reason on it, provide hopefully some interesting 
insights and propose new conclusions. One of the earlier 
attempts included information extraction from Web 
pages using manually constructed wrappers and forming 
rules connecting the extracted information [11] . A step 
towards extraction of knowledge for ontology generation 
is presented in [12] , where natural language processing 
is used in combination with semantic technologies. 
While there are a number of similar efforts in direction of 
knowledge extraction from text, the problem of obtaining 
logical statements corresponding to some text remains 
open.

In general different methods from the area of 
artificial intelligence can be used for obtaining 
knowledge from text [13] ranging from classification 
and clustering, to association rule construction and 
visualization.

3 Example tasks
When we talk about applying artificial intelligence 
methods on text data, what we have in mind is a whole 
range of methods and problems that in some way involve 
analysis of text data. Many of these problems have been 
addressed in the area of Text Mining. For the definition 
of text mining we have adapted the definition of Data 
Mining, so we can say that text mining is about finding 

interesting regularities in large text data, where 
interesting means: non-trivial, hidden, previously 
unknown and potentially useful. Looking from the 
linguistic and semantic technologies perspective, text 
mining can be defined as finding semantic and abstract 
information from the surface form of text.

To be more concrete, we will briefly look into some 
example tasks that have been addressed in our group 
during the last twenty years by applying artificial 
intelligence methods on text data. These include:
 visualization of text available in news articles, 

visualization of named entities over time, 
visualization of document corpus, visualization of 
Web pages;

 triplet extraction from text, document representation 
using semantic graph, document summarization;

 text enrichment, contextual question answering;
 semi-automatic ontology construction from 

document corpus, ontology extension;
 knowledge extraction from text, text mining 

combined with social network analysis.
Visualization of text data available in news articles can 
be based on named entity extraction, as news are usually 
mentioning some named entities (e.g., people, countries, 
organizations) putting them in some relation. 
Visualization of news articles as proposed in [14] is 
based on extracting named entities from news articles 
and representing them in a graph (name entities being 
vertices connected if they appear in the same news 
article). The graph of entities is enriched with contextual 
information in the form of characteristic keywords and 
name entities related to the entity in the focus. 
Operations for browsing a graph are implemented to be 
efficient enabling interactive user experience with a 
quick capturing of large amounts of information present 
in the original text. Figure 1 shows the user interface on 
ACM Technology News consisting of 11000 article 
abstracts.

Named entities that have time information associated 
to them can be related to each other on a time scale. An 
approach relating people, places, organizations and 
events extracted from Wikipedia and linking them on a 
time scale is proposed in [15] . Relevant Wikipedia pages 
are identified by categorizing the articles as containing 
people, places or organizations. Then a timeline if 
generated linking the named entities and extracting 
events and their time frame. 
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General document corpus can be also visualized 
using clustering methods on text data [16] . Document 
corpus visualization can be further used in Semi-
automatic construction of topic ontology using 
machine learning to cluster document, to map documents 
onto some existing ontologies, to suggest concept 
naming [17] .

In addition to addressing problems that focus on 
handling documents as the main units, it is also relevant 
to split texts into smaller units, such as, paragraphs, 
sentences, words or even characters. In this way one can 
annotate text on different levels of granularity including 
topic category of the whole document, extraction of facts 
mentioned in the text, named entity extraction and 
resolution (into some ontology such as, DBPedia, 
OpenCyc). Figure 3 shows an example output for a 
homepage annotations produced by Enrycher [18] , 
where the identified named entities are linked to concepts 
in DBPedia, OpenCyc and GeoNames. In addition, text 
of the homepage is assigned several topic categories 
from Open directory (by machine learning methods an 
efficient text classifier is constructed from Open 
directory). Enrycher also produces a semantic graph of 
text and extracts interesting statements from it, such as 
Dunja Mladenic is Enwise expert. Text annotations has 
been also used for enhancing visualization of web 
pages [19] by transforming the page to semantic graph, 

using machine learning to rank the triplets enabling page 
visualization as a semantic graph of a chosen size (see 
Figure 2).

Extracting triplets from text [20] involves some 
more or less sophisticated natural language processing to 
extract what would be considered as subject – predicate –
object triplets from sentences. Even though the original 
approach uses parsing of a sentence to get its logical 
form (extracting subject-predicate-object) [21] ,
reasonable results have been achieved by using 
predefined patterns, such as noun phrase – verb phrase –
noun phrase to extract triplets [18] . The extracted triplets 
can be also generalized to a kind of templates [22] , such 
as, country – borders – country that can be further used 
to extend an ontology or to extract information from text.

Figure 1: Contexter graphical  interface for browsing/visualizing  the name-entity network. Showing context of named 
entity Artificial Intelligence (eg., occurring 5 times in the news collection with Computer Science that occurs 6 times 
with Carnegie Mellon. Among the most important keywords for the news where Artificial Intelligence occurs, we can 
see robotics, AI, human, machines etc.

Figure 2: Steps in enhanced web page visualization.
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Document summarization aims at construction of a 
shorter version of the original document. It can be 
performed using different approaches, one of them as 
proposed in [21] is based on extracting triplets from text 
to obtain semantic structure of a document feeding 
features to a machine learning classifier trained to 
classify triplets for being included in the document 
summary or not.

Question answering can be also based on triplet 
extraction [23] , [24] . The whole document collection 

used for finding the answers is transformed into a 
collection of triplets and the question transformed into 
triplet is matched against the collection of triplets. Figure 
4 shows interface of Answer Art system responding on 
the question “What do sharks have?” by listing answers 
in the form of triplets (eg., sharks have tail) and enabling 
the user to access the related documents that were used to 
obtain the listed answers.

Ontology construction and extension is usually 
performed entirely manually or semi-automatically by 

Figure 3: Enrycher providing text annotation on a text of homepage of Dunja Mladenić, linking entities to existing 
ontologies eg., Ljubljana is linked to concepts in DBPedia, Opencyc, GeoNames. The page is annotated by keywords 
(computers, artificial intelligence, etc.) and by topic categories from Open directory (eg., Top/Computer_Science/ 
Artificial_Intelligence/Machine_Learning).

Figure 4 Answer Art on question “What do sharks have?”, based on documents on fisheries & aquaculture and ASFA 
ontology lists that sharks undergo decline, have tail, have specialization, have skin, have meat etc.



Automatic Text Analysis by Artificial Intelligence Informatica 37 (2013) 27–33 31

applying some methods from artificial intelligence [25] . 
Annotation of text by the concepts of an existing 
ontology, as for instance used in Figure 3, is limited by 
the concepts that already exist in the ontology, unless we 
extend the existing ontology. Novel methodology for 
semi-automatic ontology extension aggregating the 
elements of text mining and user-dialog approaches is 
proposed in [26] . The domain of interest for ontology 
extension is defined by keywords and a glossary of 
relevant terms with term descriptions. Collaborative 
manual ontology extension can be supported by analysis 
of the dynamics of ontology changes over time. This can 
be especially useful when dealing with larger ontologies, 
where a number of editors having different expertise 
contribute to different parts of the ontology.

Methods from social network analysis can be used 
to gain some insights into editors’ interaction with the 
ontology, their expertise and the ontology changes. An 
example approach proposed in [27] enables visualization
of ontology concepts through the view of editors 
interacting with the concepts. Social network analysis in 
combination with analysis of text data can provide 
insights into research collaboration between institutions 
and countries, as proposed in [28] , where collaborations 
on European research projects is addressed. 

Semantic technologies have been successfully 
applied to visualization of temporal data [30] and to 

support the users in dealing with information overload
[31] . It was also recognized that by means of semantic 
technologies context of the data and the user may be used 
to support the user’s personal productivity [32] . An 
approach to analysis of communication between 
individuals inside an organization using semantic 
technologies is proposed in [29] . The data on 
communication activity is first cleaned and transformed 
into a set of transactions reflecting the communication 
out of which a graph is constructed. The graph of 
transactions is represented as a matrix and fed into an 
tool for semi-automatic ontology construction. Out of the 
communication activity data an institutional ontology is 
constructed showing communities and important players 
inside the institution (eg., key people that are often 
involved in communication, isolated groups, well 
connected groups, etc.).

4 Discussion and future directions
Different Artificial Intelligence methods have been 
successfully applied on text data addressing a number of 
relevant problems. Figure 5 shows some of the 
technologies and the associated prototypes we have 
developed in our group at J. Stefan Institute ranging from 
statistical machine learning and data/web/text mining, to 
analysis of social networks and graphs, complex data 

Figure 5: Diagram showing different kind of technologies involving text data developed by Artificial Intelligence 
Laboratory at J. Stefan Institute.
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visualization, computational linguistics, social 
computing, light-weighted semantic technologies and 
deep semantics with reasoning. As the methods in 
general become more sophisticated, the problems 
become more complex and researchers are constantly 
facing new challenges.

As an example, we can point out the fact that each 
text we have been handling is written is some natural 
language. The majority of artificial intelligence 
approaches focus on a single language, some handle 
multiple languages and other work in a cross-lingual 
setting adding to the complexity of the tasks and opening 
new challenges, as for instance in multilingual document 
retrieval [33] and multilingual sentiment analysis [34] . 
There are a number of open research challenges related 
to developing linguistic resources for different languages 
and covering multilingual and cross-lingual settings.

Another important direction of research is ensuring 
scalability of approaches as it is becoming common to 
deal with large data, also referred to as Big Data. 
Digging for knowledge is big data is very common goal, 
hoping that we will avoid traps of just noticing statistical 
artifacts instead of real, true phenomenon we are 
interested in revealing form the data. “…truth is simple, 
straight and with a smile. You don't have to remember it. 
You have to say it, you have to know it and then you 
have to live it.”[2] .
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