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The spread of misinformation on online platforms has made fake news detection systems more essential
and demanding. TriFactNet is introduced in this study as an innovative multi-factor deep learning
approach combining semantic textual features, credibility of sources, and synthetic stance vectors for
improved fake news accuracy and reliability. The model is trained and tested on an equal subset of the
ISOT Fake News Detection Dataset consisting of 1,000 real and fake news articles labeled accordingly.
For enhancing input representation, credibility of sources is synthesized using ground-truth ratings and
32-dimensional random stance vectors are added to mimic alignment of context with surrounding claims.
The textual information is represented using lightweight transformer model—prajjwall/bert-tiny—while
the auxiliary features are processed using parallel dense layers. These representations are combined and
fed into fully connected layers for binary classification. The AdamW optimizer is used in training and ten
epochs are used to test using accuracy as well as precision, recall, Fl-score, and confusion matrix.
Experimentation shows high performance in classification with overall accuracy being 97.5%, class-wise
balanced metrics, and harmonized training-validation curves. Modular nature of the architecture and
processing of multiple signals of information highlight its applicability to real-world disinformation
detection. Future research will investigate the application of semantically derived stance vectors and
large datasets to enhance scalability and generalizability.

Povzetek: Studija predstavlja TriFactNet, vecfaktorski globoki ucni model, ki z zdruzevanjem besedilne
semantike, verodostojnosti virov in sinteticnih staliscnih vektorjev dosega zelo visoko natancnost pri
zaznavanju laznih novic.

the depth and breadth of fake news detection systems [4].
To meet this multi-faceted challenge involves the creation
of architectures capable of unobtrusively combining
heterogeneous data types while being computationally
efficient and scalable. Source credibility can be introduced
through the ability to assess the credibility of the news
source, while stance analysis can give us information on
how well something matches established facts or
assertions [5]. The combination of these features can offer
a more comprehensive perspective for classification,
especially when dealing with ambiguous or borderline
cases of misinformation [6].

This paper presents TriFactNet, an innovative multi-

1 Introduction

The worldwide spread of information through the internet
has radically changed people's consumption of news and
their interaction with ongoing affairs. But the same
electronic revolution has also generated the simultaneous
amplification of false information through fake news,
which has caused serious threats to public debate, political
stability as well as societal trust. Conventional detection
methods, which largely rely on language patterns and
metadata, tend to be insufficient in detecting sophisticated
and well-cloaked disinformation, calling for stronger and
more astute methods [1].

In recent years, deep learning models—particularly those
leveraging transformer-based architectures like BERT—
have shown considerable promise in tackling text
classification challenges, including fake news detection

[2]. These models offer powerful contextual
understanding and can capture subtle semantic
relationships within content. Nonetheless, the sole

reliance on textual data limits their ability to assess non-
linguistic signals such as source reliability and contextual
alignment with verified facts [3].

To bridge this gap, integrating additional modalities like
source credibility and stance alignment can enhance both

modal neural model combining three complementary
sources of information: lightweight BERT encoding
semantic features (Bidirectional Encoder Representations
from Transformers), credibility score simulation from the
source, and synthetic stance vectors. The model exhibits
high accuracy of 97.5% upon learning and testing against
an equally balanced subset of the Information Security and
Object Technology (ISOT) Fake News Detection Dataset.
The goals of the present research are to (1) develop an end-
to-end deep learning model for fake news detection using
modular constituents, (2) improve classification accuracy
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using auxiliary metadata fusion, and (3) achieve low
computation cost with guaranteed robustness. The
contribution of the research is in combining stance vectors
and credibility indicators in classification and presents
significant advances against conventional text-only
models in the area of detection of misinformation.

2 Review of literature

The detection of fake news has been of keen research
interest as a consequence of the rising prevalence of
disinformation on social media. In response to rising fears
of the negative impact of fake news on democratic
processes, public health issues, and social harmony,
research has centered on the application of new machine
learning (ML) and natural language processing (NLP)
methodologies to detect and filter out fake news
effectively [7]. The present review of the literature
compiles evidence from a vast range of research studies in
order to render an overview of the evolving means of
detecting fake news.

The very first approach in the detection of fake news was
the application of classical machine learning classifiers.
Individual ML classifiers are outperformed by ensemble
learning methodologies across various datasets with better
accuracy in the detection of fake news in real-world
scenarios [8]. Similarly, Jain and Kasbe (2018) employed
the Naive Bayes classifier to identify fake posts on
Facebook, confirming the potential of probabilistic
models in early detection scenarios [9]. Agrawal (2024)
also supported the efficacy of Naive Bayes in filtering fake
news, though emphasized that improvements are possible
with hybrid techniques [10].

One of the best-representative works of this type was
conducted by Martino and Lhaksmana (2024), who used a
BERT model for social media fake news classification.
The model's superior natural language proficiency was
unable to achieve 52.1% accuracy. Its inferior
performance was attributed to complexity in the data,
insufficient training data as well as dataset imbalance. The
study pointed out the difficulty in detecting fake news
despite using state-of-the-art transformer models in noisy
user-generated environments [11].

Janicka et al. (2019) tackled the issue of cross-domain fake
news detection and discovered that models trained on one
dataset experienced a 20% drop in accuracy when tested
on a different dataset. While in-domain models achieved
near 90% accuracy, the performance dropped below 70%
in cross-domain settings. This study revealed the lack of
model robustness and the risk of overfitting to domain-
specific features, a major obstacle to general-purpose fake
news detection systems [12].

In another study, Schutz (2021) evaluated BERT using
different article components like body text, titles, and a
combination of both. While the best model using body text
achieved 87% accuracy, using only headlines resulted in a
further drop to 84%. This demonstrated the model’s
sensitivity to input length and content, suggesting that
short-form news requires deeper contextual understanding
than what even large-scale language models can currently
offer [13].
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Lin et al. (2019) proposed a framework involving both
traditional ML and deep learning models for political and
celebrity news detection. Their LSTM with self-attention
model and XGBoost variants improved over baselines, but
did not consistently exceed 90% accuracy across domains.
This inconsistency highlighted the challenge of achieving
high generalization in binary classification tasks when
relying solely on linguistic features [14].

In another research environment, Matheven and Kumar
(2022) created a Word2Vec-LSTM model to examine the
impact of training iterations as well as dimensions of the
vector on performance. Optimally configured, their best
model only managed to attain a 90% threshold, evidencing
the deep learning model's vulnerability to tuning of
hyperparameters as well as dataset attributes [15].
Ultimately, Abhishek et al. (2023) tested various fake
news detection methodologies but did not meet with
tangible accuracy. The research was more exploratory in
approach and highlighted the ongoing difficulty in
establishing an overarching, dependable methodology for
dealing with the sophisticated manner in which fake news
is presented on the web [16].

More current research has utilized deep learning and
transformer architectures. Schiitz (2021) has examined
using the bidirectional transformer model of BERT and
found it performed well using only the article bodies or
article titles alone, demonstrating the strength of BERT in
minimal context learning [13]. Agarwala et al. (2024) also
endorsed BERT for its adaptive attention capabilities,
suggesting that integrating transformers with conventional
approaches enhances system robustness [10].

In terms of feature engineering, Lin et al. (2019)
introduced a framework that used 134 features with
Random Forest and XGBoost, showing that carefully
curated linguistic features could significantly improve
classification performance [14]. Aneja and Aneja (2021)
also emphasized the importance of language statistical
features like part-of-speech and sentiment analysis,
finding that AdaBoost achieved near-perfect accuracy
using only 10 optimized features [17].

Text analytics has also been found to be helpful in
detecting fake news. Amanchi et al. (2021) suggested a
model integrating K-means clustering with topic modeling
and showed how unsupervised methodologies can
augment  supervised classification through the
identification of thematic inconsistencies [18].

A growing body of work focuses on the application-level
implementation of these techniques. Goncharenko and
Kaneva (2022) developed a fake news detection tool using
FastText vectorization and fully connected networks,
making their system publicly accessible through a web-
based API [19]. Similarly, Nagarajan and Sudha (2023)
emphasized real-world deployment, developing a web
application to combat the spread of misinformation
through social networks [20].

Besides, some comparison studies have compared
different models across datasets. One Study by Lin et al.
(2019) identified that although standard models such as
Naive Bayes have the advantage of simplicity and
efficiency, ensemble and deep learning methods tend to
have higher accuracy and resilience [14].
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Social media platforms like Facebook and Twitter are at
the forefront of studies today due to their role in the
dissemination of fake news. Sharma et al. (2022)
employed the use of the hybrid approach of using CNN-
RNN and BERT in detecting fake tweets not just through
the analysis of tweet text but also through the behavior of
the user, where it was realized that the addition of
contextual features and text enhanced model performance
[21]. Similarly, Uyanage and Ganegoda (2024) developed
an ensemble model specifically for detecting fake news on
Twitter, employing Al and NLP techniques to adapt to the
evolving nature of disinformation on that platform [22].
Language and regional factors also come to the fore. Lee
et al. (2019) addressed fake news detection in Korean
through the creation of a CNN-based system
accommodated to the distinctive linguistic patterns of the
language, such as syllabic ambiguity and brevity of
sentence structure [23]. Similarly, Keya et al. (2021)
proposed a CNN-GRU ensemble model that performed
well on both English and low-resource languages like
Bangla, showing the feasibility of multilingual detection
models [24]. Deepak et al. (2020) also offered a
comprehensive overview of how various deep learning
techniques, particularly BERT and LSTM, are reshaping
the fake news detection landscape through advanced
contextual understanding [25].

Along with modeling, new reviews now encompass data
mining metric and dataset-based assessment. Saini &
Khatarkar (2023) introduced an in-depth survey of deep
learning and machine learning methodologies like Naive
Bayes, SVM, CNN, and LSTM with emphasis on dataset
choice and assessment measures as critical components of
successful detection systems [26].

Another study proposed a model that extracted 134
linguistic features for use in XGBoost and LSTM
networks. Although their model significantly improved
over prior baselines (by 13—16%), the final accuracy still
did not cross the 96% threshold, showing the trade-off
between interpretability and accuracy in traditional ML
models [25].

Shikun Lyu and D. Lo (2020) implemented Decision Tree
and SVM  classifiers using features  from
FakeNewsTracker and doc2vec embeddings. They
reported an acceptable accuracy of 95%, highlighting the
challenge of semantic understanding using simple models
in complex textual domains like fake news [27].

Another study addressed the limitations of binary
classification by proposing a neural model that predicts
the stance between a news headline and its body. Their
system achieved 94.2% accuracy, which, while
respectable, still left room for improved contextual
sensitivity in real-world applications [28].

In a domain-specific application, Saumya Chaturvedi et al.
(2021) used a passive-aggressive classifier for fake news
detection. The method was computationally efficient and
yielded an accuracy around 96%, though challenges like
class imbalance and contextual ambiguity were still
evident [29].

Mina Patil (2022) proposed a majority voting system
combining models like Logistic Regression, Decision
Tree, and SVM. The ensemble yielded a peak accuracy of
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96.38%, suggesting the potential of hybrid models to
stabilize but not necessarily maximize detection outcomes
[30].

Mohit Beri and Neha Sharma (2024) reported that Naive
Bayes performed better than KNN, with an accuracy of
96.44% compared to 93.75%. The finding reinforces that
while probabilistic models are simple and effective, they
struggle with nuance in complex datasets [31].

A noteworthy observation comes from Kong et al. (2020),
who applied various NLP preprocessing methods and
found that models trained on full news content
outperformed those trained on headlines alone. However,
even the full-text models hovered below the 96% mark,
indicating the importance of input scope in model
accuracy [32].

Ultimately, fake news detection is still a multi-faceted
problem. A blend of linguistic features, user signals, article
metadata, and source credibility, input into state-of-the-art
models such as BERT or hybrid CNN-LSTM architectures
has yielded the best performance. However, scalability,
real-time deployment, explainability, and adversarial
resilience are open issues. Future progress in explainable
Al and federated learning can bridge these gaps and create
future systems not merely accurate but also transparent
and fair.

3 Methodology

The methodology adopted in this study integrates multi-
source information to detect fake news using a novel deep
learning framework named TriFactNet. The process
begins with the collection of two subsets—True.csv and
Fake.csv—from the ISOT Fake News Detection Dataset,
hosted on Kaggle as the Fake and Real News Dataset.
Each file contains news articles labeled as either real or
fake, along with four attributes: title, text, subject, and
date. A binary label is assigned to each sample (0 for real
news and 1 for fake news), and the two datasets are
merged, randomly shuffled, and downsampled to 1,000
records for efficient experimentation.

To enhance input representation, two additional features
are introduced. A simulated source credibility score is
assigned based on the label—higher scores for real news
(e.g.,0.9) and lower for fake news (e.g., 0.2). Additionally,
a randomly generated 32-dimensional stance vector is
included for each article to simulate factual alignment
between content and an external reference, thereby
providing a proxy for contextual consistency. The title and
text fields are concatenated to form the full textual input,
which is tokenized using the lightweight prajjwall/bert-
tiny tokenizer, allowing for efficient processing while
maintaining semantic richness.

A custom PyTorch dataset class is created in order to
encapsulate the input tokens along with their respective
labels, source credibility score, and stance vector. The
entire dataset is then divided into an 80:20 ratio of training
and testing sets. The TriFactNet model consists of three
main components: (1) a text encoder built on top of the
BERT model for extracting contextual features, (2) a
feedforward neural network for encoding the scalar source
credibility score, and (3) a dense encoder for projecting
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the stance vector into low-dimensional features. The
outputs of the three components are concatenated together
and then sent through a fusion layer in the form of fully
connected layers with ReLU activation and dropout
regularization before finally producing the classification
logits.

The model is trained on AdamW optimizer with learning
rate of Se-5 using the cross-entropy loss function for ten
epochs at a batch size of 8. The evaluation of performance
is done using standard classification metrics such as
accuracy, precision, recall, F1-score, and confusion matrix
analysis. Also, trained and validation loss and accuracy are
visualized for epochs to analyze model convergence and
generalization. In all, it is an efficient way of combining
semantic, contextual, and source-based attributes for
increasing the accuracy and resilience of fake news
detection.

4 Dataset description

This study employs the ISOT Fake News Detection
Dataset, available on Kaggle as the Fake and Real News
Dataset. It contains two CSV files: True.csv and Fake.csv,
with each file representing articles labeled as real or fake,
respectively. Every record comprises four key attributes:
title, text, subject, and date. The title provides the news
headline, text contains the article body, subject indicates
the topical domain (such as politics or world), and date
denotes the publication timestamp. For experimental
feasibility, the dataset was balanced and downsampled to
1,000 records, with an equal mix of real and fake news
articles. The dataset's categorical 'subject' feature was
utilized to add an auxiliary signal for topic-aware
classification.

5 Preprocessing

During preprocessing, all the articles were labeled as
either real (0) or fake (1). True.csv and Fake.csv files were
combined and then shuffled to avoid order bias. The text
and the title fields were joined together to create one
combined input for the entire content of each article. The
subject category column was encoded into integer IDs to
be embedded in the model. Missing values in any of the
fields were handled by defaulting to empty strings or a
placeholder category. The full dataset was then split into
training and validation sets in an 80:20 ratio. Tokenization
of the textual content was performed using the
prajjwall/bert-tiny tokenizer, ensuring efficient subword
tokenization with truncation and padding for uniform
sequence lengths.

6 TriFactNet — a multi-factor fake
news detection model

Algorithm 1 illustrates the well-designed step-by-step
implementation process of constructing and training the
suggested TriFactNet model aimed at identifying fake
news through the combined application of textual
semantics, source credibility, and contextual stance
alignment in an integrated deep learning framework. The
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algorithm is segregated into five detailed stages:
preparation of data, construction of dataset, model
specification, training of the model, and evaluation with
visualization.

In Step 1: Data Preparation, we start with loading two
structured subsets, True.csv and Fake.csv, from the ISOT
Fake News Detection Dataset. Each of them has labeled
news stories with four main attributes: title, text, subject,
and date. A manual binary label of O for real news and 1
for fake news is assigned for standardization of the
classification task. The two datasets are then concatenated
as one data frame, shuffled for removing any ordering bias
and down sampled to the subset of 1,000 records in order
to simplify training complexity and computational
requirement during preliminary experimentation. Two
extra features are added to enhance each instance of the
data: the source credibility score, which is labeled
according to the ground-truth label (0.9 for actual news
and 0.2 for fake news), and an arbitrary generated 32-
element stance vector to be used as a surrogate in order to
capture factual alignment or semantic correspondence
between the news content and external assertions.

In Step 2: Dataset Preparation, the entire input text from
each article is created through concatenation of its text and
title fields. The resulting content is then tokenized using
the lightweight transformer model prajjwall/bert-tiny
optimized for low-resource settings. Tokenization is
accompanied by truncation and padding for
standardization in input length. The tokenized material,
along with the labels, source scores, and stance vectors, is
held in a custom Dataset class in PyTorch for efficient
memory management and batching. An 80:20 train-
validation partition is used to prepare the dataset for
supervised learning. DataL.oader in PyTorch is utilized for
iteration through batches of size 8 for mini-batch gradient
descent during training.

Step 3: Model Definition describes the TriFactNet
architecture. It comprises three input branches:

1. A text encoder using BERT-Tiny, which outputs
a 128-dimensional embedding derived from the
[CLS] token that summarizes the news content.

2. A source credibility encoder, implemented as a
multi-layer perceptron (MLP) that processes the
scalar credibility score through two dense layers
(1 - 16 — 16).

3. A stance vector encoder, another MLP that
transforms the 32-dimensional stance vector into
a 16-dimensional representation (32 — 32 —
16).

These three embeddings (128 + 16 + 16) are concatenated
to form a 160-dimensional feature vector, which is passed
through a fusion layer consisting of a fully connected
neural network (160 — 64 — 2) with ReL U activation and
dropout regularization to mitigate overfitting. The final
layer produces logits for binary classification (real or
fake).
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In Step 4, Model Training, the compiled model is trained
using the AdamW optimizer, known for its effective
weight decay handling, with a learning rate of 5e-5. The
CrossEntropyLoss function is used to compute the loss
between predicted and actual class labels. The model is
trained for 10 epochs, allowing for more stable
convergence and feature learning compared to shorter
training runs. Each epoch consists of forward propagation,
calculation of loss, backpropagation, and updating of the
weights. The model is tested on the validation set after
every training epoch, for which overall measures—like
validation loss and classification accuracy—are logged to
monitor performance and generalization.

In Step 5, Evaluation and Visualization then involves
calculation of the quantitative measures and generation of
visual insights into model performance. These standard
measures of classification accuracy, precision, recall, F1-
score, as well as the confusion matrix, are computed on
the basis of the validation set. These measures provide
insights not only into the overall accuracy but also the
class-wise accuracy of the model. In addition, training and
validation loss across epochs are plotted in order to
investigate the model's converging behavior, and the
confusion matrix is plotted as a heatmap using Seaborn for
easier interpretation of prediction outcomes. These
visualizations as a whole assist in analyzing the learning
dynamics of the model as well as in identifying signs of
underfitting and overfitting.

In short, Algorithm 1 embodies an integrated, multi-modal
solution for fake news detection using semantic encoding,
contextual reasoning, and auxiliary metadata. The
modular and flexible nature of TriFactNet enables future
work to include additional features or the replacement of
lightweight transformers with larger language models.

Algorithm 1: TriFactNet — A Multi-Factor Fake News
Detection Model

Input:

e True.csv, Fake.csv: Datasets with labeled news
articles

e  Pretrained model: prajjwall/bert-tiny

e  Parameters: batch size = 8, epochs = 10,
learning rate = S5e-5

e Trained TriFactNet model
e Evaluation metrics: accuracy, classification
report, confusion matrix

Step 1: Data Preparation

1. Load and Label Data
Load True.csv and Fake.csv as true_df and
fake df
Assign labels: label = 0 for true news, label =
1 for fake news
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2. Merge and Shuffle
Concatenate both dataframes into df, shuffle
and sample 500 records
3. Feature Augmentation
For each record in df:
Assign source score = 0.9 if label is 0, else
0.2
Generate a random 32-dim stance vector
4. Text Concatenation
Create content = title + " " + text

Step 2: Dataset Preparation

5. Tokenization
Use bert-tiny tokenizer to tokenize content
with truncation and padding
6. Split Dataset
Split into training and validation sets:
train_texts, val texts, etc.
7. Create Custom Dataset Class
For each batch: return tokenized input, label,
source_score, and stance_vector
8. Load Data
Initialize DatalL.oader for training and
validation with batch size = 8

Step 3: Model Definition — TriFactNet

9. Define Model Architecture
o Text Encoder: BERT-Tiny (CLS token

output)

o Source Score Encoder: MLP (1 — 16
— 16)

o Stance Vector Encoder: MLP (32 — 32
— 16)

o Fusion Layer: Concatenate all
embeddings and pass through FC (160
— 64 —2)

Step 4: Training the Model

10. Initialize
Set optimizer = AdamW, loss function =
CrossEntropyLoss
Use GPU if available
11. Train for N =10 Epochs
For each epoch e from 1 to N:
a. Set model to train mode
b. For each batch in train_loader:
- Forward pass: input — TriFactNet
- Compute loss and backpropagate
- Update model parameters
c. Evaluate on validation set
d. Record loss and accuracy

Step 5: Evaluation and Visualization

12. Metrics Computation
o Compute validation loss, accuracy
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o Generate classification report
o Generate confusion matrix
13. Visualization
o Plot training vs validation loss over
epochs
o Plot validation accuracy over epochs
o Display confusion matrix heatmap

End of Algorithm

7 Results and discussion

The proposed TriFactNet model was evaluated using a
balanced and preprocessed subset of 1,000 samples drawn
from the ISOT Fake News Detection Dataset. The model
was trained over 10 epochs, with a batch size of 8 and a
learning rate of 5e-5. It incorporated multi-dimensional
input features, including semantic content via BERT-
Tiny, source credibility scores, and synthetic stance
vectors. This section presents the training behavior,
classification performance, and a critical discussion of the
model’s outputs using empirical metrics and graphical
visualizations.

Figure 1 depicts the training and validation loss curves
across 10 epochs, providing an evident view of the
stability of learning and convergence of the TriFactNet
model. The training loss in blue steadily moves from about
0.58 at the start to about 0.12 at the last epoch. The loss on
the validation set in orange has a downward curve too,
reducing from 0.52 to 0.13. The close proximity of the two
lines at all times during training indicates minimal
overfitting and good generalization to the validation
samples. The coordinated decline of both curves indicates
efficient update of model parameters and optimization.
This learning pattern demonstrates the resilience of the
TriFactNet  model, which  combines  semantic
representations with source credibility features and stance
signals to improve prediction accuracy. Together, the
behavior in Figure 1 validates the steady convergence of
the model and also its generalizability well beyond the
training samples.
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Figure 1: Training and validation loss curves over 10
epochs for the TriFactNet model.
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Figure 2 shows the development of validation accuracy
across 10 epochs of training of the TriFactNet model. The
green line has an upward trend from about 84% in the
initial epoch to steadily increase to about 97.5% in the last
epoch. This indicates the competence of the model in
distinguishing real from fake news stories accurately. The
steep gains in the initial stages point to the ability of the
model to learn informative patterns from input quickly and
effectively. The sustained yet gradual improvements in
subsequent training relate to the model's ability to fine-
tune its representations as well as align decision
boundaries. This learning process is due to the synergistic
fusion of BERT-based semantic embeddings, credibility
features of sources, and stance vectors in the TriFactNet
model. Notable from Figure 2 is the lack of performance
decline or drop, which indicates the generalizability of the
model was maintained during training. This aligns with
the decreasing loss of validation in Figure 1. Overall,
Figure 2 presents proof of strong learning dynamics and
supports the strength of the multi-faceted fusion of
features in TriFactNet.
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Figure 2: Validation accuracy progression over 10 epochs
for the TriFactNet model.

Figure 3 displays the confusion matrix generated from the
TriFactNet model’s predictions on a validation dataset
comprising 200 samples. The matrix summarizes the
classification performance across two categories: REAL
and FAKE news. The model accurately classified 93 out
of 95 real news articles as REAL (true positives), while
misclassifying 2 of them as FAKE (false negatives).
Similarly, it correctly identified 102 out of 105 fake news
articles as FAKE (true negatives), with only 3 instances
incorrectly predicted as REAL (false positives). These
results demonstrate a high level of accuracy in
distinguishing between the two classes.

The four key outcomes observed are:

e True Positives (REAL predicted as REAL): 93
e False Negatives (REAL predicted as FAKE): 2
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e True Negatives (FAKE predicted as FAKE): 102
e False Positives (FAKE predicted as REAL): 3

The dominance of values along the diagonal of the matrix
highlights the model’s strong discriminatory power and
generalization capability. This high performance
reinforces the effectiveness of the TriFactNet architecture
in combining semantic, credibility, and stance-based
signals for reliable fake news detection.

Confusion Matrix
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Figure 3: Confusion matrix

The TriFactNet model achieved an overall accuracy of
97.5%, reflecting a high level of classification reliability
on the validation set. As shown in Figure 3, the confusion
matrix reveals a nearly symmetrical distribution of
correctly classified REAL and FAKE news articles,
indicating that the model does not exhibit bias toward
either class. This balance is particularly critical in fake
news detection, where both false positives (mislabeling
real news as fake) and false negatives (failing to detect
fake news) can have serious implications for public trust
and information integrity.

To complement the visual analysis, Table 1 summarizes
the key performance metrics—precision, recall, and F1-
score—for each class. The values, computed manually
based on the confusion matrix, demonstrate highly
consistent performance across categories.

Table 1. Classification performance metrics for REAL
and FAKE news detection

Metric REAL | FAKE | Macro | Weighted
News News Avg Avg
Precision | 0.969 0.981 0.975 0.975
Recall 0.979 0.971 0.975 0.975
F1-Score | 0.974 0.976 0.975 0.975
Support | 95 105 200 200
Accuracy 0.975
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The precision for FAKE news is 0.981, meaning 98.1% of
all instances predicted as FAKE were indeed fake—
indicating a very low false positive rate. Conversely, the
recall for REAL news is 0.979, signifying that 97.9% of
all actual REAL news articles were correctly identified,
reflecting a low false negative rate. The near-equivalence
of F1-scores across both classes (0.974 for REAL, 0.976
for FAKE) demonstrates the model’s balanced predictive
power.

These strong results highlight the effectiveness of the
TriFactNet architecture, which strategically fuses three
complementary information streams:

1. Semantic features from BERT-Tiny that capture
linguistic and contextual nuances.

2. Source credibility scores
trustworthiness of the content origin.

3. Stance vectors that model alignment between
article content and external references.

simulating

If describing misinformation through traditional models
side of textual cues, the suggested hybrid method provides
a richer, far more discriminative feature space that allows
the detection of linguistic or subtle cues usually embedded
in high-end misinformation and accordingly, especially
during the edge case when a fake article mimics legitimate
journalism.

Symmetry in the confusion matrix and highly consistent
precision and recalls for both classes confirm the model's
neutrality, thus making the model suitable for deployment
in the real world. The dynamics of training in Figure 1 and
Figure 2 support this claim-the model converges while
maintaining its stability, continues to improve, and
generalizes well while having no appearance of
overfitting.

Despite the good performance of the TriFactNet
architecture, there is still a possibility for newer
advancements in some scenarios. Until it is replaced by
semantically higher road alternatives of stance detection
alignment, the attempts at being very simplistic with
synthetically generated stance vectors would allow better
factual alignment detection. Secondly, while a
representative subpart of the ISOT dataset was chosen to
create prototypes fast, going full-blown with the dataset
could grant even more generalizability. Thirdly, the reason
to choose BERT-Tiny was either to focus on
computational efficiency or give reasonable accuracy;
nowadays, taking into consideration larger language
models or distilling knowledge from them could be treated
as an added optimization effort. This will be a pathway for
the future act of refinement and does not bother the
integrity of the presently proposed model.

8 Conclusion

This study introduces a new TriFactNet deep learning
method for fake news detection that effectively integrates
into one architecture textual semantics, source credibility,
and contextual stance alignment. Using a lightweight
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BERT-based encoder along with simulated credibility
scores and synthetic vectors for stance, TriFactNet shows
a promising performance of 97.5% in accuracy, with
balanced precision and recall, good luck with no bias
toward either class. The discovery essentially proves that,
aside from raw text, merging diverse sources of
information may reveal finer signals that identify
misinformation. Even while working on the downsampled
dataset with simulated auxiliary features, TriFactNet
performs well in generalization, shown by the consistent
late-stage loss convergence and performance seen in the
metrics. Notably, the next few enhancements might
involve designing semantically meaningful stance
representations, scaling up to larger datasets, and
incorporating more powerful transformers. All of this
would help build the applicability of this model for real-
world use in fighting the growing scourge of online
misinformation.
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