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Dear Editor and Reviewers,
We would like to sincerely thank you for your thoughtful and constructive feedback on our manuscript. We have carefully addressed each of the reviewers' comments and made the corresponding changes to improve the clarity, technical quality, and overall presentation of our paper. Below is a point-by-point response to each comment.

Response to Reviewer A

Comment A1 – Title Appropriateness:
The title lacks technical precision. A more suitable title could be: “Uncertainty-Aware Energy Consumption Forecasting Using LSTM Networks with Monte Carlo Dropout.”
Response:
We agree with the reviewer and have revised the title to:
"Uncertainty-Aware Energy Consumption Forecasting Using LSTM Networks with Monte Carlo Dropout"
to reflect the method and emphasis on uncertainty quantification.

Comment A2 – Abstract Improvements:
Add dataset used, preprocessing steps, metrics like MAE/MAPE, and benchmark comparisons.
Response:
The abstract has been revised to include:
· The dataset (PJM Electricity Market)
· Preprocessing steps (feature engineering, interpolation, outlier removal)
· Performance metrics (RMSE, MAE, MAPE)
· Comparison with ARIMA and Exponential Smoothing

Comment A3 – Literature Review Summary Table:
A comparative summary table is missing.
Response:
A summary table has been added to the Literature Review section (Table 1) comparing prior work on methodology, datasets, performance metrics, and limitations.



Comment A4 – Missing Discussion Section:
Include result comparisons, explanations of performance discrepancies, and model behavior.
Response:
A dedicated “Key Findings & Discussions” section has been added. It includes:
· Comparison with literature values for RMSE, MAE, and MAPE
· Explanation of why MC Dropout enhances predictions
· Discussion of cross-validation RMSE vs. test RMSE
· Mention of variance and generalization challenges

Comment A5 – Research Questions and Hypotheses:
Explicit research questions/hypotheses are missing.
Response:
We have added clear research questions and hypotheses in the introduction, just before the methodology section.

Comment A6 – Methodological Details:
Lacks dropout rates, hyperparameter tuning details.
Response:
We included:
· Dropout rate (0.2)
· Hyperparameter selection strategy
· Explanation of 3D data reshaping for LSTM input

Comment A7 – Baseline Comparisons and Metrics:
Add statistical model comparison (ARIMA, Exponential Smoothing) and more performance metrics.
Response:
Baseline results for ARIMA and Exponential Smoothing are now added, with direct numerical comparisons to LSTM in a separate table.

Comment A8 – Language and Grammar Issues:
Several grammar issues, unclear phrases.
Response:
We thoroughly proofread and edited the manuscript. Terminology like "Long Term Memory" has been corrected to "Long Short-Term Memory (LSTM)", and unclear sentences have been rewritten for clarity and conciseness.


Comment A9 – Formatting Issues:
Ensure formatting complies with journal standards.
Response:
We formatted the manuscript per Informatica guidelines, including heading styles, figure labels, and reference structure.

Comment A10 – References Appropriateness:
Ensure citations are energy-focused and Informatica works are referenced.
Response:
We reviewed and replaced general machine learning references with energy forecasting-relevant sources and included relevant Informatica publications.

Comment A11 – Feature Engineering Evaluation:
Add feature importance analysis.
Response:
A feature importance analysis using permutation importance is now included in the Results section.

Comment A12 – Monte Carlo Dropout Validation:
Add comparison with bootstrapping and Bayesian NN.
Response:
We added comparative results with Bayesian NN and bootstrapping approaches, validating the efficiency and reliability of MC Dropout.

Comment A13 – Hyperparameter Table:
Summarize architecture choices.
Response:
A table outlining the selected LSTM parameters and tuning strategy has been included.

Comment A14 – Graph Interpretation:
Explain Residual Histogram and Confidence Interval graphs.
Response:
Graphical interpretations have been included under each figure, especially for bias/variance insights and uncertainty bounds.

Comment A15 – Future Work Suggestions:
Explain why CNNs or Transformers might help.

Response:
The Conclusion now elaborates on future directions, including hybrid CNN-LSTM and transformer-based models like Informer and TFT.

Response to Reviewer B

Comment B1 – Add Recent Literature:
Integrate newer references in the introduction and methodology.
Response:
We have added and discussed the suggested paper:
Kumar, G. D., Pradhan, K. C., & Tyagi, S. (2024).
as well as other recent LSTM applications in energy forecasting.

We sincerely thank both reviewers for their insightful suggestions, which helped enhance the depth and clarity of our research. We hope the revised manuscript now meets the expectations for publication in Informatica.

Sincerely,
Dr. Arshad Ali
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