We would like to sincerely thank the reviewer for their thorough review and valuable feedback. We greatly appreciate the comments provided, as they have helped us improve the quality of the paper and clarify our research methodology and findings. Below, we provide our detailed responses to each comment and the corresponding revisions made to the manuscript.


Reviewer A:

    Title Appropriateness:
        The title should explicitly highlight the unique aspects of the
methodology, such as the integration of "Hybrid Attention Mechanisms" and
"Graph Neural Networks," to better reflect the technical contributions.
Response：
		We have revised the title to: "Research on Time Series Forecasting Models Based on Hybrid Attention Mechanism and Graph Neural Networks," to better highlight the innovations and key technologies in our methodology.

    Abstract Content:
        The abstract lacks detailed mention of the datasets used, key
experimental setups, and comparative performance metrics. Include
quantitative results (e.g., specific MAE, MSE improvements) and emphasize
computational efficiency gains.
Response：
To make the abstract more complete and clear, we have added the followingcontent:
Dataset Description: The dataset used in this study records the latitude, longitude, and inertial navigation parameters during the flight of a specific aircraft.
Experimental Setup: We compared multiple classic models in the experiments and provided a detailed list of the evaluation metrics used (MAE, MSE, training time).
Quantitative Results: We clearly presented the specific values of MAE and MSE for FGDLNet in the abstract, along with comparison results against other models, highlighting FGDLNet's significant advantage in long-term forecasting tasks.
Computational Efficiency: We also specifically mentioned the improvement in training time, with FGDLNet taking 1156.47 seconds per cycle, which is approximately 7% faster than the Transformer model (1243.14 seconds), demonstrating its advantage in computational efficiency.

    Summary Table in Related Works:
        Include a comparative summary table in the Related Works section,
synthesizing key metrics (e.g., MAE, MSE) from referenced models (e.g.,
Transformer, Informer, Autoformer). Highlight specific gaps (e.g., poor
local feature capture or computational inefficiency) that your work
addresses.
Response：
We have added a Related Works section, which includes a new comparison table that highlights the strengths and weaknesses of existing models. After analyzing these models, we pointed out their limitations and demonstrated how this study addresses these shortcomings through innovative design. This table helps to clearly highlight the advantages of our model over traditional models, particularly in terms of addressing issues such as computational efficiency and the ability to capture both short- and long-term dependencies.

Table 1: Comparison of the different types of protocols involved.
	Algorithm
	Vantage
	Drawbacks

	Autoformer
	Automatically captures periodic changes in time series. 
Improves prediction accuracy.
	May require a large amount of data for training. 
May not perform well with non-periodic data.

	Transformer
	Efficient parallel computing capability. 
Strong ability to handle long sequences. 
Self-attention mechanism captures complex dependencies.
	High computational resource consumption. 
May encounter efficiency issues with very long sequences.

	Informer
	Designed for long sequence time series forecasting. 
ProbSparse self-attention mechanism reduces computational complexity.
	May not be as effective for short sequences compared to traditional Transformer. 
Higher implementation complexity.

	Reformer
	Reduces computational complexity with LSH attention mechanism. 
Reversible network reduces memory consumption.
	LSH may introduce approximation errors. 
May not be flexible enough for some tasks.

	DLinear
	Simple and efficient time series forecasting model. 
O(1) maximum signal traversal path length. 
Consumes less memory and parameters.
	May not be suitable for all types of time series data. 
Limited ability to capture complex patterns.




    Discussion Section:
        Add a dedicated discussion section comparing FGDLNet to other models
listed in the Related Works table. Explain the reasons behind observed
performance differences (e.g., better local dependency handling via local
window attention) and justify FGDLNet's novelty with technical depth.
Response：
We have added a **Discussion** section to the paper, which provides an in-depth comparison of FGDLNet with other related models. This section explains the observed performance differences and their underlying reasons, and it demonstrates the innovation of FGDLNet through technical depth.

    Research Design Clarity:
        While the design is comprehensive, it is scattered. Consolidate all
methodological steps in a structured format. Clearly define the research
questions at the beginning and provide a more explicit justification for
each module's inclusion (e.g., why single-channel processing improves
accuracy).
Response：
We appreciate the reviewer’s suggestions regarding the Methodology section. We fully understand the importance of making this section clearer and more structured, so that readers can easily understand how the various modules of FGDLNet work together. Based on this feedback, we have made the following improvements and adjustments:
1. Clear Definition of Research Questions and Method Framework: At the beginning of the Methodology section, we reorganized the content to clearly define the research questions (such as how to capture both local and global dependencies, and how to enhance computational efficiency). We then gradually introduced the steps of solving these problems. At the start of each module description, we clearly outlined the design motivation for that module and explained its relationship with the overall framework.
2. Modularization and Structuring of Method Steps: We made structural adjustments in the subsections of the Methodology section, ensuring that each module is described in a more concise and logical manner. We also included brief summaries at the end of each subsection to ensure the functions and contributions of each part are clearly communicated.
3. Motivation and Contribution of Module Designs: In the Methodology section, we explained the reason for adopting a single-channel approach, which reduces interference between features and avoids the complexity of multi-channel processing. This ensures better feature representation and enhances the stability and accuracy of the model in time series forecasting. For each module introduced, we clearly explained its role in the overall model. For example, in the Hybrid Attention Mechanism section, we elaborated on how the combination of global and local attention mechanisms enhances the model's ability to capture both short-term and long-term dependencies in time series data. We also highlighted how this plays a crucial role in improving forecasting accuracy.


    Results Validation:
        The results section shows clear improvements in metrics, but
consider adding statistical significance tests (e.g., p-values, confidence
intervals) to strengthen claims of superiority. Also, provide additional
visualizations, such as residual plots, to substantiate predictive
performance.
Response：
In Section 4.6, titled "Advanced Metrics," we introduced three advanced evaluation metrics to further analyze the model's performance. These include:
· Section 4.6.1: p-value and 95% Confidence Interval Analysis
· Section 4.6.2: Dynamic Time Warping Metric Analysis
· Section 4.6.3: Residual Plot Analysis
Through these three evaluation metrics—p-value, 95% Confidence Interval (CI), and Dynamic Time Warping (DTW)—we conducted a more comprehensive and in-depth analysis of the model's forecasting performance. The results from these metrics confirmed the superior predictive performance of FGDLNet.




    English Proficiency:
        The manuscript is generally well-written, but minor grammatical
issues (e.g., awkward phrasing in “...resulting in reduced model
performance”) need refinement. A thorough proofreading for fluency and
technical precision is necessary.
Response：
We have thoroughly proofread the paper, with particular attention to language fluency and technical accuracy. After these revisions, the language quality of the paper has been improved, ensuring both fluency and the accuracy of technical expressions.


    Formatting Requirements:
        Ensure compliance with the journal's author guidelines:
https://www.informatica.si/index.php/informatica/about/submissions#authorGuidelines.
Response：
We would like to thank the reviewer for reminding us about the journal's formatting requirements. We have carefully reviewed the journal's author guidelines and have ensured that the paper's format complies with all the requirements.

    References Review:
        Some references, such as [15] and [16], seem tangentially related.
Their relevance to your proposed FGDLNet model needs clearer justification,
or consider removing them. Additionally, cite relevant works from
Informatica in appropriate sections to align with the journal's
expectations.
Response：
We have removed references [15] and [16] and replaced them with references [17]-[20] from your journal, as these references are closely related to the research presented in this paper.


Additional Feedback and Suggestions:

    Experimental Design:
        The section "4.1 Dataset Selection" mentions aircraft flight data
but does not clarify how it generalizes to other domains. Provide examples
or experiments from multiple domains (e.g., finance or weather forecasting)
to strengthen the model’s versatility.
Response：
Regarding the '4.1 Dataset Selection' section, where the aircraft flight dataset is mentioned, I fully understand your request for more experimental examples from different domains (such as finance or weather forecasting) to demonstrate the model's adaptability across various fields. Indeed, the broad applicability and adaptability of the model are crucial.
The reason we chose the aircraft flight dataset is that its time series characteristics share significant similarities with data from other domains (e.g., finance or weather forecasting) in terms of capturing time dependencies and periodicities. Our multi-scale module design is highly generalizable and can effectively handle various types of time series data. Therefore, we are confident that the model would perform similarly well on data from other fields.
However, at present, we focus on the longitude, latitude, and true heading data from a specific type of aircraft during its flight, which inherently possess unique spatiotemporal dynamic features. These features may differ from those in other fields, such as financial markets or meteorological data. Therefore, although our experiments are currently centered on flight data, we believe that the multi-scale properties and attention mechanisms of our model are highly adaptable, and future work exploring its application and transferability to other fields is definitely worth pursuing.
We truly appreciate your suggestion and will consider extending this methodology to other domains, particularly those with periodicity, trends, and long/short-term dependencies in time series data, in our future work. Once again, thank you for your valuable feedback!


    Feature Engineering:
        Elaborate on the specific preprocessing steps and transformations
applied to the data before feeding it into FGDLNet. Include a comparison
with preprocessing approaches used in other models.
Response：
Based on the reviewer's suggestion, we have introduced and compared feature engineering before the model methodology. We added Section 3.1 "Feature Engineering," which details the preprocessing steps and transformations applied to the data before feeding it into FGDLNet, and compares them with the preprocessing methods used in other models. This makes the flow of the paper more logical and coherent.

    Evaluation Metrics:
        While MAE, MSE, R², and MAPE are standard, consider including newer
metrics, such as dynamic time warping or temporal convolution similarity, to
explore additional dimensions of performance.

Response：
In Section 4.6 "Advanced Metrics," we introduced three advanced evaluation metrics to further analyze the model's performance, including 4.6.1 p-value and 95% Confidence Interval Analysis, 4.6.2 Dynamic Time Warping Metric Analysis, and 4.6.3 Residual Plot Analysis. Through these three evaluation metrics (p-value, 95% CI, DTW), we conducted a more comprehensive and in-depth analysis of the model's prediction performance, confirming the superior predictive performance of FGDLNet.


    Ablation Study:
        The ablation study is insightful but could be expanded to include
detailed quantitative analysis of each module's impact on runtime efficiency
and prediction accuracy.
Response：
Based on your feedback, we have expanded Section 4.7.1 "Efficiency and Running Time Analysis" by selecting three representative models and providing a detailed comparison of their running efficiency and prediction accuracy. The results are presented in a table format to make it easier for readers to understand.
Table 5: Runtime Efficiency and MAE Comparison of Models
	model
	Training time
	MAE

	Base
	1243.14
	0.2948

	Base+L
	1007.17
	0.3677

	FGDLNet
	1156.47
	0.1701




    Reproducibility:
        Provide sufficient details about the hyperparameter tuning process,
and consider releasing code or supplementary material to enable replication.
Response：
To ensure the reproducibility of our research, we have included the core code in the package file. Through these measures, we aim to enhance the transparency of our research and ensure that other researchers can validate and extend our work.


    Conclusion:
        Extend the conclusion to explicitly summarize how FGDLNet addresses
state-of-the-art limitations (e.g., computational overhead, lack of local
and global dependency capture). Suggest specific directions for future work.
Response：
Based on your feedback, we have expanded the conclusion section to clearly summarize how FGDLNet addresses the limitations of current technologies and to propose specific research directions for future work.


Possible incongruencies:
    Model Naming Ambiguity:
        The name "FGDLNet" is introduced as the proposed model, but the
acronym is not explicitly explained anywhere in the text. Readers are left
to infer its meaning without clarification.
Response：
Thank you for the reviewer’s suggestion. To address the ambiguity regarding the model name, we have provided a detailed explanation of the meaning of "FGDLNet" in the introduction section. Below is our explanation of this acronym:

To address these issues, this paper introduces FGDLNet, a novel long-sequence time series forecasting model. In this paper, we introduce FGDLNet, a novel time series forecasting model designed to handle long sequences while addressing the challenges of capturing both global and local dependencies. The name FGDLNet reflects the core design principles of the model:
F stands for Feature Extraction, emphasizing the model multi-scale feature extraction module that captures key features at different temporal scales.
G represents Graph Neural Networks , which enhance the model ability to capture complex dependencies between time steps and improve performance, particularly in noisy or high-dimensional settings.
D refers to Decoder Removal, signifying the simplification of the Transformer architecture by removing the decoder, reducing computational complexity.
L stands for Local and Global Attention, highlighting the hybrid attention mechanism that combines local window attention and global linear attention to effectively model both short-term fluctuations and long-term trends.
Net indicates that it is a Network, emphasizing the use of a deep learning framework based on Transformer architecture.


    Figure Referencing Issues:
        Figures such as "Figure 1," "Figure 2," and "Figure 5" are mentioned
in the text, but the corresponding figures are not included in the document.
This disrupts the flow and comprehension of the paper, as readers cannot see
the model structure, data processing flow, or ablation study visuals.
        "Figure 3" and "Figure 4" are cited for experimental results but
similarly lack visible inclusion, making interpretation of the results
difficult.
Response：
 First of all, we sincerely apologize for not providing the complete figures in a timely manner, which caused confusion during the reading. Upon investigation, we found that this issue might have been caused by compatibility problems with the Word version, which led to the figures not displaying correctly. To avoid such problems in the future, we have not only reinserted all the missing figures into the manuscript but also created a separate folder containing all the corresponding figure files. This ensures that the figures will be displayed correctly during the review process and in future versions, allowing readers to more clearly understand the key points and experimental results of the paper. Once again, we greatly appreciate the reviewer’s understanding and support.
Feel free to adjust if needed!


    Parameter Details Discrepancy:
        In Table 1, parameter ranges such as "convolutional multi-scale
{3,5,7}" are mentioned without adequate explanation about why these specific
kernel sizes were chosen or their impact on the results compared to other
sizes.
Response：
In section 4.2 "Experimental Setup," we have provided a more detailed explanation of the reasons for choosing the kernel sizes (3, 5, 7) and the lookback window size (384).
The choice of kernel sizes (3, 5, 7) for the convolutional layers is made to capture multi-scale features of the time series data. Smaller kernel sizes, like 3, are designed to capture fine-grained, local patterns, which are crucial for detecting short-term fluctuations in the data. Larger kernel sizes, like 5 and 7, allow the model to capture more global or longer-term dependencies, which are especially important for understanding broader trends and periodic behaviors in time series data. By using a combination of kernel sizes, the model can simultaneously capture both local and global features, improving its robustness and prediction accuracy.
The lookback window size of 384 is chosen to balance capturing long-term dependencies and ensuring computational efficiency. A window of this size allows the model to leverage sufficient historical data (384 seconds) to recognize important trends and fluctuations in the wireless data transmission, without introducing excessive noise or increasing computational load.


    Inconsistent Use of Model Names:
        Several models such as Autoformer, Transformer, and FGDLNet are
referenced, but the transitions between their descriptions and performance
comparisons are not consistently marked, leading to potential confusion.

Response：
We have carefully checked the references to models such as Autoformer, Transformer, and FGDLNet in the paper, and have made necessary revisions to ensure smoother transitions when discussing these models, avoiding any confusion. We have clearly distinguished the definition and role of each model and provided clear transitions when discussing different models, so that readers can better understand the characteristics of each model and their comparison in the experiments. Through these revisions, we hope to improve the flow and readability of the paper, ensuring that readers can smoothly follow the research approach.


    Evaluation Metric Inconsistency:
        The table comparing model performances mentions metrics like MAE,
MSE, R², and MAPE. However, the discussion section sometimes omits certain
metrics or does not explicitly connect numerical results with their
implications.
Response：
We have reviewed the use of evaluation metrics in the paper and made the necessary revisions. Regarding the metrics mentioned in the tables, such as MAE, MSE, R², and MAPE, we have ensured that the numerical results for each metric are clearly cited in the discussion section, and we have explicitly discussed their impact on model performance. Specifically, we provided a detailed explanation of each metric in the results analysis, highlighting the performance differences of various models across the evaluation metrics, so that readers can fully understand the strengths and weaknesses of the models.
Additionally, we have supplemented specific discussions of each evaluation metric to ensure consistency between the results and discussion sections. Through these changes, we hope to more clearly showcase the performance of each model and strengthen the coherence and persuasiveness of the paper.


    Unclear Benchmark Models:
        While comparative models are listed (e.g., Autoformer, Transformer,
Reformer), the paper does not provide consistent descriptions or references
for all these models. Some models are detailed in the introduction (e.g.,
Informer), while others are left out entirely from further elaboration.

Response：
Regarding the issue of unclear descriptions of the benchmark models, we have revised the paper to ensure consistent and detailed descriptions of all comparative models. Specifically, we have provided a clearer explanation of each benchmark model (e.g., Autoformer, Transformer, Reformer, etc.) in the introduction, so that readers can fully understand the background and characteristics of each model.
Furthermore, in the experimental section, we have added brief descriptions of each benchmark model and explicitly pointed out the key differences and advantages/disadvantages compared to the FGDLNet model. These descriptions help provide a clear context for the subsequent comparative analysis, preventing confusion for readers during their review.
We believe that with these revisions, the overall structure and logic of the paper will be clearer, helping readers better understand the comparative experiments and results.


    Reference Section Gaps:
        Certain references cited in the paper are missing from the reference
list. For example, citations like "[1]" and "[16]" in the main text do not
have corresponding entries in the reference section.
        There are references included (e.g., Cao et al. 2023, Tempo paper)
that are not cited anywhere in the main text, suggesting a mismatch between
the reference list and in-text citations.
Response：
We have reviewed and ensured that all references in the paper are consistent with the citations in the text. The previously missing citations, such as “[1]” and “[16]”, have been added to the reference list. The citations in the text and the reference list are now fully aligned, eliminating any inconsistencies.

    Table Labeling and Content:
        Table 2 lists performance metrics but is not consistently referred
to in the discussion. Some models (e.g., ITransformer) are described
ambiguously, with no direct ties between the table values and their supposed
strengths or weaknesses.
Response：
In Section 4.5 "Experimental Results and Analysis," below Figure 4, we have thoroughly analyzed the data for all models presented in the table and clearly explained the advantages and disadvantages of each model based on the MAE and MSE metrics. The performance of each model, along with its values for different metrics, has been compared with other models to ensure that readers can clearly understand the differences in performance across various dimensions.


    Methodological Ambiguity:
        The loss function section mentions an "improved MSE" without
detailing the specific penalty term or weight calculation methodology,
leaving this as an unexplained claim.
Response：
A clearer explanation has been provided in Section 3.7 "Loss Function." Through this explanation, readers can clearly understand the design principles and specific implementation of the loss function, as well as how the penalty term helps to improve the model's stability and robustness.


    Confusion in Experimental Results:
        Statements like "FGDLNet outperforms traditional methods" lack
detailed justification or alignment with the presented results. For
instance, the cited "20% improvement" and "7% efficiency increase" are not
clearly traced back to specific experiments or metrics.
Response：
In response to the reviewer's concern about "confusion in the experimental results," we have conducted a detailed analysis of the results and clearly explained the experimental outcomes and corresponding improvements for each model in the text. The specific improvement percentages and comparison results are closely aligned with the data and evaluation metrics in the tables.
For example, the mentioned "20% improvement" is based on a quantitative analysis of FGDLNet's performance relative to other baseline models (such as Autoformer, Transformer, etc.) on MAE and MSE evaluation metrics. We further detailed the specific numeric improvements of FGDLNet on each evaluation metric, such as its MAE of 0.0885, which is significantly better than other models (e.g., Autoformer's 0.2655 and Transformer's 0.1255). Additionally, in terms of efficiency, FGDLNet shows significant performance improvements, especially in handling long sequences, with lower computational complexity and higher prediction accuracy.
Moreover, we have added the statement "7% efficiency improvement" in the experimental section, which specifically refers to the trade-off between training time and prediction accuracy. FGDLNet shows a significant improvement in prediction accuracy, while also shortening training time compared to the traditional Transformer model.
Through these specific experimental results and numerical analyses, we have more clearly communicated the improvements in both performance and efficiency of FGDLNet, ensuring that all data and improvement percentages are clearly explained and sourced.



    Grammar and Typographical Issues:
        There are minor errors, such as repeated words (e.g., "the the") or
inconsistent formatting in sections like the ablation study and the
experimental analysis.
Response：
We have conducted a thorough check of the grammar and formatting issues in the paper and corrected all the minor errors we found, including repeated words and inconsistent formatting. In particular, in the ablation study and experimental analysis sections, we ensured consistency in formatting and made necessary adjustments to the layout to improve the readability and flow of the paper.


    Ambiguous Hardware Descriptions:
        Table 3 lists experimental configurations, but terms like "1024 GB
Hard Disk" and "Windows 10 64" are overly general and lack relevance to
experimental reproducibility.
Response：
After careful consideration, we have decided to remove the hardware description in the experimental setup section (e.g., "1024 GB hard drive" and "Windows 10 64") because these details do not have a direct impact on the reproducibility of the experiments. The key to the experiments lies in the model's parameter settings and the runtime environment (such as frameworks, libraries, and versions), whereas hardware configurations may vary across different studies and do not play a decisive role in reproducibility.


    Conflict of Interest Statement Placement:
        The "Conflict of Interest" and "Acknowledgment" sections are
included at the end but lack formal integration into the paper structure,
appearing as afterthoughts.
Response：
Regarding the "Conflict of Interest" and "Acknowledgments" sections, we have noted that these sections have not been formally integrated into the paper structure yet. We have now ensured that they are included and conform to the required formatting and guidelines.
----------------------------------------------------------------------------
Reviewer B:

Automatic review:

Analysis of Methodology and Experimental Design
The methodology section outlines the FGDLNet model leveraging the
Transformer architecture, enhanced with a graph neural network (GNN). The
authors described an innovative approach by removing the Decoder module and
using a linear layer for efficient computation. However, there are areas
needing further clarity:
Response：
In the **3. Methodology** section, we have provided a more detailed explanation of the design of the FGDLNet model, clearly pointing out that these innovations were proposed to address the shortcomings of traditional models. Traditional models face challenges such as high computational complexity and insufficient capturing of both local and global dependencies when handling long sequences. To tackle these issues, we removed the decoder, employed multi-scale feature extraction, and introduced graph neural networks and a hybrid attention mechanism. These improvements enhance computational efficiency and strengthen the model's predictive capabilities. Additionally, we incorporated feature engineering, further improving the model's adaptability to time series data.

Methodological Clarity: The explanation of the hybrid attention mechanism
integrating global linear and local window attention could be elaborated for
better comprehension. It is essential to provide more rigorous mathematical
formulations detailing how the global and local dependencies are balanced,
especially in section 3.2 and 3.3.
Response：
In the 3.5 Mixed Attention Mechanism section of the paper, we have further elaborated on the hybrid attention mechanism, particularly the integration of global linear attention and local window attention. By introducing rigorous mathematical formulas, we have clarified how to balance global and local dependencies. The key idea behind this mechanism is to decouple the computation of global and local attention, executing them separately before combining the results. Specifically, the global attention mechanism operates over the entire sequence, capturing long-term trends, while the local attention mechanism focuses on a sliding window of time steps, capturing local patterns. Finally, the outputs of these two attention mechanisms are combined through a weighted sum, ensuring that the model strikes a balance between capturing global patterns and local details, while maintaining computational efficiency. This improvement enables the model to more comprehensively understand time series data.


Reproducibility: While the model components are described, the manuscript
lacks sufficient detail on the model's hyperparameters and initialization
strategies to allow other researchers to replicate the studies fully.
This clarity would aid in understanding whether the proposed system can
consistently achieve the reported performance enhancements across varying
datasets and under different conditions.
Response：
We have provided the core code in the attachment to ensure the reproducibility of the experiments. The code includes key details such as model construction, hyperparameter settings, initialization strategies, and other essential components, allowing other researchers to replicate our experimental results based on this information.


Evaluation of Results and Comparative Analysis
Experimental Setup
The authors conducted extensive experiments comparing FGDLNet with several
traditional methods, showing notable improvements in prediction accuracy. It
would be beneficial to expand upon how the dataset was partitioned and the
rationale behind choosing the specific datasets for training and testing.
Response：
Regarding the dataset division method and the rationale behind selecting specific datasets for training and testing, we believe it is indeed worth further clarification.
In our experiments, the dataset division primarily follows the common approach for time series data, where the dataset is split into training and test sets based on a certain proportion. Specifically, we use the first 80% of the data as the training set for model training and hyperparameter tuning, while the remaining 20% is used as the test set to evaluate the model’s performance in actual predictions. We also ensured that there is no overlap between the training and test data, ensuring the reliability and fairness of the experimental results.
The reason for selecting a specific dataset for training and testing is mainly based on data availability and the application context. We chose the flight dataset of a particular aircraft because it contains rich spatiotemporal information, such as longitude, latitude, and true heading parameters, which exhibit significant temporal dependencies and periodicity. This makes the dataset particularly suitable for validating the model's ability to handle long-term sequence prediction. Additionally, the high quality of the dataset, which reflects the complexities and challenges encountered in real-world scenarios (such as noise, missing data, etc.), makes it ideal for evaluating the effectiveness of our model. Thus, selecting this dataset for training and testing ensures the model’s validity and provides evaluation results with practical value.


Missing Detailed Analysis
The comparative analysis predominantly focuses on high-level performance
metrics like MAE and MSE across different prediction horizons. However,
there is a lack of in-depth discussion about the potential overfitting or
underfitting aspects, especially given the improvements mentioned.

Response：
In Section 4.6, "Advanced Metrics," we introduced three advanced evaluation metrics to further analyze the model's performance, including:
· 4.6.1 p-value and 95% Confidence Interval Analysis: This section discusses the statistical significance of the model’s predictions using p-value and confidence intervals to assess the robustness and reliability of the results.
· 4.6.2 Dynamic Time Warping Metric Analysis: Here, we employed Dynamic Time Warping (DTW) to measure the similarity between predicted and actual time series, offering insight into the alignment and accuracy of the model’s forecasts.
· 4.6.3 Residual Plot Analysis: This section focuses on examining the residuals to identify patterns in the errors and determine whether the model is underfitting or overfitting.
By using these three advanced metrics—p-value, 95% CI, and DTW—we conducted a more comprehensive and in-depth analysis of the model’s predictive performance. This analysis confirmed the superior prediction capability of FGDLNet, further validating its effectiveness in time series forecasting.

Significance and Contextual Position of the References
The manuscript includes numerous citations to recent works in time series
forecasting models, such as Informer and Reformer. However, some references
appear to be included to enhance citation diversity rather than directly
benefit the core argument or findings of this paper.
Response：
We have rigorously reviewed the references and retained those that provide substantial support for the core arguments and findings of the paper, while removing references that are not directly relevant to the central content. This ensures the relevance and quality of the references, better supporting the contributions of the paper.


Relevance and Context: Not every cited work has a clear connection to
FGDLNet’s method, potentially indicating an over-reliance on myriad
transformer models despite some being only tangentially relevant.
Suggested Action: Authors should curate their literature references more
critically, ensuring they precisely align with the technical narrative and
augment the paper's scientific content.
Additionally, relevant publications from established computer science
informatics journals should be considered to enhance the paper's
foundational context.
Response：
We have carefully reviewed all the cited references and ensured that each citation is directly linked to the FGDLNet method presented in this paper. Indeed, while some earlier Transformer models have made contributions to the time series forecasting field, their direct relevance to FGDLNet is limited. To ensure more targeted citations, we have removed those references that are only indirectly related to the FGDLNet method and retained those that are closely connected to FGDLNet and its innovative design. This will help strengthen the rigor of the paper and make the references more focused on research directly related to the FGDLNet method.


Figures, Tables, and Data Accessibility
The manuscript includes several figures and tables to portray experimental
outcomes. However, there is inconsistency in referencing all figures within
the text, which could lead to misinterpretations.

Response：
We have noticed the issue of inconsistent figure and table references, which could affect the flow and clarity of the paper. To avoid any confusion, we have thoroughly checked and ensured that all figures and tables are correctly referenced in the text. Each figure and table is now properly labeled and cited to clearly support the discussions and experimental results presented in the paper. With these adjustments, we aim to improve the readability of the paper and the accessibility of the data, making it easier for readers to understand the model's performance and experimental outcomes.


Accessibility: All figures and tables should be concisely labeled and
referenced within the narrative to improve accessibility and understanding.
This will ensure readers can easily correlate discussed concepts with
empirical evidence.
Response：
We have provided clear and concise labels for all the figures and tables in the paper, ensuring their references in the text are accurate. These figures and tables not only support the discussions in the paper but also help readers better understand the model's experimental results and methods. In this way, we have ensured a tight connection between all the concepts and empirical evidence presented in the paper, enhancing its accessibility and comprehensibility. These improvements will allow readers to more intuitively grasp the methods and experimental analysis we have proposed.
