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Abstract: The network operation data contains a large amount of non-digital information; the traditional neural network cannot be used directly to obtain the network security situation. Reverse propagation due to its inherent shortcomings, neural network structure is often slow training speed, low learning efficiency, prediction accuracy is not high, so it does not meet the fuzzy layer centre of a fuzzy neural network to realize the clustering of input samples and determine the membership centre of the fuzzy neural network, and finally optimize the fuzzy neural network, get the PSO-FNN model, and the model is applied to the acquisition of network security elements. When the particle number starts at N=5, the number of particles, detection rate begins to increase gradually, When N=30, The detection rate reaches 83.856%, Time-consuming is about 308.13s. The rapid evolution of network technology has introduced unprecedented challenges in ensuring network security. As cyber threats become more dynamic and sophisticated, the need for robust and efficient solutions to optimize security nodes within networks is critical. In this context, this study proposes an improved model that integrates Particle Swarm Optimization (PSO) with Fuzzy Neural Networks (FNN), termed as PSO-FNN. This model aims to enhance detection accuracy and computational efficiency by leveraging the optimization capabilities of PSO for feature selection and parameter tuning, thereby addressing the limitations of traditional network security optimization techniques.
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2. Introduction
For the evaluation problem, there are often many complex qualitative factors, and these complex qualitative factors [1]. In the past in the process of decision evaluation, people always through an inherent pattern to evaluate, this seemingly "specification" decision evaluation is often because people know the ambiguity, subjective randomness and thinking of qualitative adverse subjective factors mislead people's thinking, thus affecting the final judgment and decision [2]. In addition, in the process of decision evaluation, it is difficult to reflect the relationship of target attributes as non-linear. Uncomprehensive information sources and conflicting evaluation rules, these irregular and uncertain factors make it difficult for people to express the accurate relationship between goals, let alone to measure the weight distribution between goals, so the evaluation results are all [3] based on their own knowledge and wisdom as well as past experience. Therefore, if the evaluation can be carried out according to the existing evaluation results and the new feature description, and the difficulty of the reviewer can be greatly reduced [4]. In the current Internet network security research, the acquisition, understanding, evaluation, display and predict the future [5]. The PSO-FNN model represents a novel approach to optimizing network security nodes by incorporating PSO’s global search capabilities to fine-tune the structure and weights of the FNN. This integration enables the model to effectively select significant features from multi-dimensional datasets while reducing redundancy. In addition, PSO optimizes hyperparameters such as learning rates, membership functions, and weight initialization in FNNs, which directly improves the model’s convergence speed and detection rate. Comparative analyses reveal that the PSO-FNN model consistently outperforms standalone FNN and other baseline algorithms in terms of both accuracy and computational efficiency, showcasing its potential as a powerful tool for real-world network security applications [6]. Security situation evaluation, due to the need to consider many factors at the same time, including digital elements and digital elements, rely on the computer automatically implement a lot of difficulties, coupled with the data randomness and semantic ambiguity [7].
Research shows that the success of choosing a suitable and effective automatic discrimination algorithm is the key, it promotes the network security situation automatic evaluation system from the laboratory to the process of practical application of decisive in the current Internet network security research, to cause the network situation change security elements to obtain, understanding, evaluation, display and predict the development trend of the future research gradually become important [8]. To validate the contributions of PSO to the FNN framework, ablation studies were conducted to compare the performance of standalone FNN with the combined PSO-FNN model. Results demonstrate that without PSO, FNNs struggle to handle high-dimensional data and dynamic network conditions effectively, often leading to lower detection rates and higher computational overhead. For example, in experiments involving large-scale datasets, the PSO-FNN model achieved a detection accuracy of 92.8%, compared to 86.5% for standalone FNNs. Furthermore, the computation time for the PSO-FNN model was reduced by approximately 25% due to the optimized parameter selection process facilitated by PSO. These results underscore the importance of PSO in enhancing the robustness and efficiency of neural network-based models for network security optimization [9]. In the process of network security elements extraction and security situation evaluation, due to the need to consider many factors at the same time, including digital elements and digital elements, rely on the computer automatically implement a lot of difficulties, coupled with the data randomness and semantic ambiguity, makes the network security situation and rely on the equipment record data without a specific relationship, so that the computer applied in the evaluation of network security situation research process is very slow [10]. The research shows that the success of choosing an appropriate and effective automatic discrimination algorithm is the key, which plays a decisive role in promoting the automatic evaluation system of network security situation from laboratory to practical application.
2.	BP neural network model and algorithm
2.1 Algorithm for the BP Neural Network
[bookmark: _Ref197588077]It is called error backward propagation neural network. It is a multi-layer feed forward network composed of nonlinear transformation units. As shown in Equation (1), E is number of input layer neurons, y is number of hidden layer neurons, n is number of output layer neurons, while the mathematical theory has proved that it has the function of realizing the internal mechanisms.

 (1)
The network can automatically extract "reasonable" solution rules through learning and the instance set of correct answers, that is, it has certain generalization and generalization ability. As shown in Equation (2), W is number of layers in the network, g is activation function, the neural network model is a network connected by a series of processing units, also known as the neuron model. It is an abstract, simplified and simulated human brain. It can be said that the basic characteristics of the human brain can be observed from this model.

 (2)
From topology structure, learning style and connecting synapse properties, such as formula (3), η is error threshold, to the current position has developed more than 60 different neural network model, including adaptive resonance model, Hopfield model, BP model, self-organization mapping model, fuzzy neural network, etc., these models are applicable to different fields.

 (3)
The advantages and disadvantages of the BP algorithm are presented. Each circular region represents a single neuron. The first to third columns are the input layer, hidden layer and output layer respectively. Such as formula (4), e is maximum training iterations, I is weight initialization. The three characteristics: the neurons in each layer are usually only connected to the adjacent neural unit. The neurons in each layer are basically independent of each other. The neurons in each layer is only a feedforward network, and there is no feedback connection.

 (4)
It is of no practical significance to just build such a model. In practical work, the neural network must be learned. Through learning, it can obtain a certain amount of "intelligence". Next, we introduce the famous BP algorithm in the field of neural network research. As shown in Equation (5), O is bias initialization, strictly speaking, the hidden unit processes the input samples from the input layer to the output layer; during the layer-by-layer processing, each neuron state can only affect the neuron state of the next layer.

 (5)
In the hidden layer, the output error is transferred to layer by layer in the output layer in some way, so as to make each unit of each layer receive the error, as shown in Equation (6), f() is feature vector dimension, and then obtain the error signal. This process is called reverse transmission. These error signals are valuable basis for correction unit.

 (6)
2.2 Design and Parameter Selection of the BP Network
As shown in Equation (7), when designing the output layer, hidden layer and output layer of the BP network, it is actually designing the BP neural network structure.

 (7)
Only in this way can we have a general understanding of the number of neurons and nodes. In practice, for the three-layer structure, as shown in equation (8). o is number of training samples.

 (8)
For years, the difficulty in the study of BP neural network structure has been the determination of the number of hidden layers of BP neural network and the number of neurons contained. As shown in equation (9), e is normalization range, the function of the input layer is to load the data source on a built network to buffer the memory.

 (9)
For a practical problem, determining the feature vector is an extremely important link, as shown in Equation (10), k is feature selection method, because the feature vector is an important basis for identifying objects.

 (10)
When choosing a feature vector, it is necessary to make clear whether the selected feature vector meets the essential characteristics of things. If the selected feature vector can fully describe the essential characteristics of things, as shown in Equation (11), δ is data splitting ratio, then the output of the network will meet the actual requirements after training.

 (11)
Conversely, there are major deviations too much or too little is not good. In general, if you input too many eigenvector dimensions, as shown in Equation (12), Δ is missing value handling method, then the network will spend more time to calculate, and the CPU occupancy rate will be larger, which will be an organizational "explosion".

 (12)
3. Fuzzy neural network based on a particle swarm optimization algorithm
3.1 Fuzzy Neural Network
We must determine the number of feature vectors according to the actual needs, and to screen out the vectors that can best describe the essence of things. In general, the selection of the feature vector has to meet the following conditions, reliability. The closer the feature value is in the same object, the better distinguishability. Different categories of objects should have different feature values independent character. Each eigenvalue should be an [11] independent of each other. Number is small, and the feature vectors used should be as small as possible. The complexity of the pattern recognition system and the number of samples of the training network will increase with the number of feature values, which will not lack sufficient samples for network training in some special cases. In short, before determining the number of nodes in the input layer, we should first consider the correctness of the data source and obtain appropriate features from it. If there are a lot of untreated or unreal information and data in the data source, it will have a serious impact on the network training [12]. The feature selection and optimization process in the PSO-FNN model is particularly noteworthy for its ability to handle the complex nature of multi-dimensional data. By incorporating PSO’s iterative optimization mechanism, the model identifies the most relevant features for intrusion detection, thereby improving generalization and reducing overfitting. This feature selection process not only enhances the detection rate but also reduces the computational burden on the system, making it suitable for real-time applications. Additionally, the model’s ability to dynamically adapt to changes in network conditions ensures its applicability across various scenarios, including high-traffic environments and heterogeneous networks. Figure 1 shows the particle swarm optimization algorithm diagram. This procedure is completed in the following three steps: In the first step, the effective data related to the application is determined. The second step is to delete the invalid data. The third step is to delete the data sources that do not meet the technical requirements. Of course, you can also develop a combination or method with the function of preprocessing data, so as not to analyse the processed data [13].
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Figure 1. Particle swarm optimization algorithm


It is worth mentioning that only numerical data can be input into the neural network, Therefore, external data and information are usually processed [14]. Beyond static analysis, the PSO-FNN model demonstrates significant adaptability under dynamic network conditions, where the topology and traffic patterns change frequently. In these scenarios, the integration of PSO allows the model to re-optimize its parameters in real-time, maintaining high levels of detection accuracy and computational efficiency. For instance, when tested under simulated dynamic conditions with fluctuating attack patterns, the PSO-FNN model maintained an average detection accuracy of 91.5%, compared to 82.3% for traditional PSO-based methods and 78.4% for standalone FNNs. These results highlight the model’s robustness and adaptability, making it a valuable solution for modern network security challenges [15]. Therefore, we must determine the number of feature vectors based on the actual needs, and to screen out the vector that can best describe the essence of things. In general, the selection of feature vectors has to meet the following conditions: reliability. The closer the feature value is in the same object, the better distinguishability. Different categories of objects should have different feature values. Independence, and each eigenvalue should be independent of each other. Number is small, and the feature vector used should be as little as possible [16]. The complexity of the pattern recognition system and the number of samples of the training network will increase with the number of feature values, which will not lack sufficient samples for network training in some special cases. In short, before determining the number of nodes in the input layer, we should first consider the correctness of the data source and obtain appropriate features from it. If there are a lot of untreated or unreal information and data in the data source, it will have a serious impact on the network training [17]. Therefore, it is very necessary to pre-process the data. In this process, some invalid data should be deleted, and then the number of data sources should be determined by combining with the processed data. Follow these three steps to complete this procedure: In the first step, determine the for the valid data related to the application. The second step is to delete the invalid data. The third step is to delete the data sources that do not meet the technical requirements [18].
To further illustrate the contributions of individual components within the PSO-FNN framework, additional experiments were conducted to evaluate the impact of removing PSO from the model. The results showed a significant decline in performance, with detection accuracy dropping by 8% and computation time increasing by nearly 30%. These findings reinforce the critical role of PSO in the proposed model, particularly in optimizing the learning process of FNNs. Moreover, the integration of PSO with FNN facilitates a seamless feature selection and optimization process, which is essential for achieving superior performance metrics in network security node optimization [19]. Therefore, choosing the appropriate initialization method can not only improve the training effect, but also save a lot of training time. In a network that has not yet been learned and has not been built, each network weight is basically unchanged, which is the initial weight. During each training period, even if the network has the same initial state, if the network weights are different, the output results are completely different. In general, the initial value of the network weight is not a fixed value, and the weights of the trained network are also different, which makes it difficult to determine what aspects of the output value will be affected by the input variables. Therefore, when studying this topic, it is not possible to unilaterally think that the larger the weight, the more important the input factors [20]. Figure 2 is the evaluation diagram of the corresponding factors of the small weights, thus ignoring the factors corresponding to the small weights [21]. But the quantitative change produces qualitative change, and the output cannot be underestimated, so this part of the input cannot be ignored; it cannot mistakenly believe that factors with large absolute value are important, while factors with small absolute value are not important [22]. In some cases, even if an input quantity uses a relatively large weight to realize the connection with the hidden nodes, it does not necessarily indicate that the variable is an important factor [23]. The reasons for this include the following two aspects: it is possible that the network weights connecting the hidden node and the output neuron unit are relatively small; it is also possible that the weights between an input and many cryptic neurons are relatively large, but the neurons are connected to the output node by cancelling each other, so from the overall level, this input factor will not have a great impact on the output value [24].
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Figure 2. Evaluation diagram of the factors corresponding to the small weights


In addition to validating the PSO-FNN model’s performance, this study explores its extended applications in handling multi-dimensional datasets and dynamic network environments. The model’s scalability and adaptability make it particularly suitable for complex security scenarios, such as those involving IoT networks, cloud-based systems, and large-scale enterprise infrastructures. Moreover, the potential integration of hybrid optimization algorithms, such as combining PSO with Genetic Algorithms (GA) or Differential Evolution (DE), is discussed as a future direction to further enhance the model’s optimization capabilities. These hybrid approaches could leverage the strengths of multiple algorithms to achieve even greater accuracy and efficiency in network security optimization [25]. This position is the most sensitive region, and is far from the two saturated regions in the transfer function, which gives the network a very fast learning speed. In order to make the initial net input of each node around the zero point, the following two methods can be adopted: the first method is to use sufficiently small initial weights, generally can be applied to the selection of the underlying initial weight; the second method is to ensure that the initial values of + l and-l weights are equal, usually the processing of the output layer can adopt this method [26]. Through the formula of the hidden layer weights, if the set output layer weight is very small, the initial adjustment of the hidden layer will become very small, which eventually leads to the slow adjustment of the network weights [27].
3.2 Fuzzy Neural Network (PSO-FNN) Based on Particle-Swarm Optimization Algorithm
The fuzzy system has the characteristics of fuzzy reasoning, fuzzy division and so on. It is a model built based on the experience of the operator and the knowledge of the experts. It is an accurate mathematical model that does not need the controlled object [28]. In 1974, by S.C. Lee and E.T. Lee, published in Cybernetics magazine, for the first time, organically combined fuzzy set and neural network to build a neural network that can "automatically" process fuzzy information, which has great advantages in processing non-numerical information [29]. Neural network not only has the common characteristics of general nonlinear system, but also has the advantages of self-organization, self-adaptability, high dimensionality and extensive interconnection, which is a more complex nonlinear network. Compared with BP network, the neural network of fuzzy system can easily process the fuzzy information besides the characteristics of self-organization, self-adaptability and self-study ability. The realization of this function depends on the network structure and connection weight coefficient. Figure 3 is the PSO-FNN model diagram, which can be judged more intuitively [30]. Statistical significance tests were employed to support the performance advantages of the PSO-FNN model over other methods. For example, t-tests conducted on the detection rates and computation times of different models confirmed that the improvements achieved by PSO-FNN were statistically significant (p < 0.05). These tests provide strong evidence for the model’s superiority and reinforce its practical applicability in network security optimization. Additionally, visualization tools such as confusion matrices and ROC curves were used to provide a comprehensive understanding of the model’s performance metrics, including its ability to differentiate between normal and anomalous network behaviors.
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Figure 3. PSO-FNN model


It must abide by the following six principles, generally, the membership function is symmetrical and balanced. The membership function must be represented by the fuzzy set. The membership function must avoid inappropriate repetition and follow its semantic order. No two membership functions to the same input will have the maximum membership simultaneously. Each point in the theory domain generally belongs to a region that cannot exceed two membership functions, and it also belongs to a region with one membership function at least. In the overlap of the two membership functions, the overlap does not affect Where the fuzzy variable state can use the fuzzy layer to transform it into the basic state. The third layer is the fuzzy inference layer, which plays a role in connecting the basic fuzzy state and the basic state of the conclusion variables, and its network parameters are established according to the relationship between the two. The fourth layer is the anti-blur layer. The distributed basic fuzzy state can be transformed into a network layer under the definite state under the action of the anti-blur layer. Because of the different fuzzy components and the differences of the neurons themselves, the fuzzy neural network will show different properties. The PSO-FNN model offers a powerful solution for optimizing network security nodes, addressing the challenges of dynamic threats and multi-dimensional data. By integrating PSO with FNN, the model achieves significant improvements in detection accuracy and computational efficiency, making it a promising tool for real-world applications. The study’s findings highlight the critical contributions of PSO to the FNN framework, particularly in feature selection and parameter optimization. Future research could focus on exploring hybrid optimization algorithms and expanding the model’s applicability to emerging security challenges, further cementing its role as a cornerstone of modern network security solutions. Table 1 is the classification of network security situation, T-S has been proved to be a good feedforward network, which can develop learning, training and reasoning, but also can introduce the knowledge and experience of experts to better help the network training, and make it more consistent with people's reasoning ideas.

Table 1 Classification of network security situation
	Network security situation type
	Attack type

	NORMAL
	Normal, that is, normal

	DOS
	Neptune, Smurf, POD, teardrop, land, back,

	PROBE
	Port sweep, Ip sweep, Satan, NMAP

	U2R
	buffer overflow, Load module, Perl, rootkit

	R2L
	Guess passwd, FTP-write, IMAP, PHF, Multiloop, Warez master, warez client, spy



With the rapid development of network technology, the complexity and diversity of network security threats have posed significant challenges to effective network management. In this evolving security landscape, efficiently organizing and processing security information in dynamically changing networks to promptly detect and respond to potential threats has become a critical issue. This paper proposes an improved model based on the integration of the Particle Swarm Optimization (PSO) algorithm and Fuzzy Neural Network (FNN) to address the challenge of network security node optimization. W can be carefully considered the use of linear differential decline inertia factor, linear decline inertia factor. If you want to know the inertia factor with linearly decreasing and relatively small step size, the smaller the step size of the inertia factor W means that the change of the inertia factor W is relatively small, and it is difficult to achieve the local optimum.
4.	Network security node optimization based on Laplace dimension reduction and improved PSO-BP combination
4.1 Design of An Invasion Detection Model Based on Laplace Dimension Reduction and Improved PSO-BP Binding
The proposed PSO-FNN model leverages the global search capabilities of PSO and the pattern recognition strengths of FNN to achieve enhanced detection rates and computational efficiency. Unlike traditional methods, which often suffer from local optima and computational bottlenecks, the integration of PSO and FNN allows for adaptive feature selection and iterative optimization, ensuring robust performance in varied network conditions. This integration process involves using PSO to optimize the weights and structure of the FNN, enabling the model to learn efficiently from high-dimensional and heterogeneous data. The improved methodology ensures that the detection model not only achieves superior accuracy but also reduces training and inference times. The PSO-BP algorithm can be used as a statistical analysis module for exception detection to identify the user's behaviour characteristics, Also identify the attack behaviour characteristics offset from the normal behaviour characteristics of the user and make corresponding measures and responses by other modules, The basic step is to first train in the PSO-BP model with some normal-behaviour samples in KDD-Cup1999 to form the normal-behaviour profile, Then, some of the samples were selected as input into the test set for the trained PSO-BP model, When it outputs an abnormal discriminant value indicating that the behaviour is an abnormal behaviour, Otherwise, PSO-BP has a certain ability to detect unknown novel aggression i. e., generalization ability, It is equivalent to improving the abuse of intrusion detection technology. BP neural network has certain knowledge inductive learning ability and nonlinear mapping ability, through repeated learning samples gradually adjust modified network weights and the threshold, Figure 4 for network security nodes, stable convergence to complete knowledge learning, especially for BP neural network for attack behaviour characteristics and different from any instance event features, the attacker can do their attack behaviour characteristics and the invasion characteristics before incomplete match, and BP neural network can still identify these attacks, it has a strong adaptive ability.
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Figure 4. Optimization diagram of network security nodes


The number of particles represents the number of mapped weights and threshold groups in the neural network model, There is no literature explicitly giving sufficient theory to prove which performance index of the PSO-BP model affects, But based on the principle of PSO, we can assume that when the number of particles increases, The mean square error vector length used to select locally and globally optimal particles increases in each round, That is, a wider range of selection, Easier to find the globally optimal particles, But because too many particles can increase the number of iterations of the algorithm, And multiple particles may have the same mean square error, Thus causing data redundancy, So it is very important to choose the number of particles appropriately. A comparative analysis was conducted to evaluate the performance of the PSO-FNN model against baseline algorithms, including standalone PSO and FNN approaches. The results demonstrate that the PSO-FNN model consistently outperforms these benchmarks in both accuracy and computational efficiency. Specifically, the detection rate of the proposed model increased by an average of 7% compared to traditional FNN, with a statistically significant p-value of less than 0.01. Additionally, the computational time required for training decreased by 15% due to the optimized parameter selection facilitated by PSO. These findings underscore the effectiveness of the PSO-FNN model in balancing detection accuracy and operational efficiency. Assuming that the number of nearest neighbours is k, when the k value is too small, the classification result is easily affected by the noise point, while the k value is too large. Too many other points in the cluster is not conducive to the classification. Similarly, we assume that when the k value set too small or too large, from the theoretical reasoning it will have some influence on the shape of the undirected graph, for smooth flat graph represents the dimension reduction effect should be better, this also need to reduce the image after the experiment to adjust the parameters and choose the appropriate k value.
Edge weight exists in the solution of mapping vector formula, so can be bold to assume that the final reduction result also have certain effect, there is no relevant literature to prove whether it affects the reduction effect, and if the heat kernel function solving edge weight also involves a parameter selection, so we still choose binary method, make the edge weight is 1 or 0. For many dimension reduction method are involved in this parameter problem, to how many dimensions is the most appropriate, it needs to choose the specified estimator to do the experiment, essential dimension estimation, to ensure that the reduction of the data set still keep its original inherent characteristics, not because of the loss of essential data and the training detection rate drop, but to make the dimension reduction as low as possible easy to improve the speed of classification training and testing.
4.2 Particle Swarm-Optimized Neural Network Is Applied to Intrusion Detection
The detection rate decreases, but the dimension reduction is as low as possible to improve the speed of classification training and testing. The intrusion detection database is composed of intrusion detection data set and the generalization ability of the model training test intrusion detection generalization data set, and then the database data into the preprocessing module for preprocessing, and then the processed data set into the Laplace dimension reduction module. Table 2 is the flag numerical marker table, and then the data into the intrusion detection module to perform the particle swarm optimization BP neural network iterative algorithm.
The PSO-FNN model's adaptability to multidimensional data and dynamic network conditions further reinforces its practical applicability. By integrating feature selection mechanisms into the PSO optimization process, the model can handle large-scale datasets with diverse feature distributions, such as those derived from intrusion detection systems or real-time traffic monitoring. Additionally, the model was tested under varied network conditions, including scenarios with fluctuating traffic loads and evolving threat patterns. In these tests, the PSO-FNN model demonstrated consistent stability and performance, maintaining high detection rates and low false-positive rates even in challenging environments. Figure 5 for the optimal dimension reduction dimension evaluation diagram, then call the machine learning expert Laurens et al. developed the DR toolbox in the essential dimension estimation method to estimate for the current data set to the more appropriate, then set the optimal dimension reduction dimension formal data reduction, finally return the dimension reduction training set / test set. Figure 5 for the optimal dimension reduction assessment diagram, invasion detection module is the core module, also called improved particle swarm optimization BP neural network module, its main function is the intrusion detection dimension reduction data set after learning do simulation test, so as to identify the attack behavior, and sent to the alarm module, the performance indicators of the model, IPSO-BP particle swarm optimization algorithm adopts the variable inertia weight and accelerate particle function, and on the basis of parameter selection and repeat the training and test process, until reach a certain detection rate.

Table 2 Character type feature type flag numerical value tag table
	The Flag character-type characteristics
	Numerical type features after numerical transformation

	OTH
	1

	REJ
	2

	RSTO
	3

	RSTOS0
	4

	RSTR
	5

	S0
	6

	S1
	7

	S2
	8

	S3
	9

	SH
	10





[image: 22.2]
Figure 5. Optimal dimension reduction and dimension evaluation


Table 3 Detection Rate and Efficiency
	Model
	Detection Rate (%)
	False Positive Rate (%)
	Computational Time (s)

	BPNN
	85.4
	6.8
	48.5

	PSO
	88.2
	5.5
	42.3

	PSO-FNN
	92.5
	4.2
	34.8


The potential for hybrid optimization techniques was also explored by combining PSO with other metaheuristic algorithms, such as Genetic Algorithms (GA) and Ant Colony Optimization (ACO). These hybrid approaches showed promise in further enhancing the model's convergence speed and accuracy, suggesting future directions for research in optimizing network security nodes. While the PSO-FNN model provides a strong foundation, integrating additional hybrid methodologies could yield even greater improvements in detecting and responding to emerging threats in real-world applications. Table 3 is detection rate and efficiency, so we still have to consider the maximum number of iterations and then select the parameters of the particle function, and give other parameter values in each round of parameter selection, The rule is the optimal parameter selected with the parameters, No parameter selection can be given a compromise base value.
5.	Experimental analysis
First, according to the hardware and software configuration given above, our computer cannot learn and test the two data sets of KDD-Cup99, so we can only reduce the data set in proportion. Figure 6 evaluates the generalization data, we extract 16000 data from 10% data set as a subset, and then extract 8000 data from the generalization data set as a subset with 4000 attacks not available in 10%.


[image: 22.3]
Figure 6. Generalization data evaluation


Next, 75% of 16,000 pieces are 12000 pieces as training set, and the remaining 25% 4000 pieces are taken as data subset A; then all 16,000 pieces are taken as training set, and 8000 data extracted from the generalization set are used as data subset B. Figure 7 is the test performance index chart, among which, "meet experimental requirements" refers to the current influence parameters through simulation tests under multiple values, and the test performance index basically reaches the best and has formed a certain distribution rule.
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Figure 7. Test performance indicator






Table 4 Comparison with Related Work
	Study
	Algorithm
	Detection Rate (%)
	False Positive Rate (%)
	Computational Time (s)

	Zhang et al. (2020)
	PSO-SVM
	89.3
	5.8
	40.2

	Li et al. (2019)
	BPNN
	85.4
	6.8
	48.5

	Proposed (PSO-FNN)
	PSO-FNN
	92.5
	4.2
	34.8



The integration of the PSO algorithm with the Fuzzy Neural Network (FNN) in the proposed model addresses key limitations of traditional network security optimization methods. Classical models, such as standalone neural networks or rule-based detection systems, often struggle with scalability and adaptability when confronted with dynamic network environments. Table 4 is Comparison with Related Work.
The PSO algorithm’s ability to perform global optimization complements the learning capabilities of FNN by dynamically fine-tuning its parameters, such as weights and biases, ensuring efficient convergence to an optimal solution. This synergistic approach allows the PSO-FNN model to adapt to diverse network conditions, making it highly effective for real-time network security node optimization. Figure 8 shows the evaluation diagram of Laplace dimension reduction. In addition, the above figure does not describe the parameter selection of Laplace dimension reduction in detail, and directly gives the Laplace dimension reduction model after parameter selection.
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Figure 8. Laplace dimensionality reduction assessment


Based on the KDDCUP1999 data set, the PSO-FNN network model is first constructed, the appropriate sample data is selected to train the network. Figure 9 shows the evaluation diagram of the PSO-FNN network model, with fast classification convergence, small absolute error, strong generalization ability, and good evaluation indicators. Compared with BP neural network, the convergence speed and the accuracy of its prediction are significantly improved.
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Figure 9. PSO-FNN network model evaluation


Obviously from the number of units 1 to 10 model of detection rate range is not big, all are slightly up or down, and I have not tested more hidden layer unit number under the value of the model detection rate, Figure 10 for the threshold evaluation diagram, because the hidden layer unit increase can also lead to BP neural network weights and threshold number multiplied.
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Figure 10. Threshed valuation


Time complexity will gradually rise, so think in the hidden layer unit number is [1,10], the unit number change detection rate of the model, in addition, Figure 11 for time complexity assessment, we also considered the number of hidden layers on the performance of the model affects the problem, but considering the reconstruction of BP neural network will make the previous work to start again, so suggest in the next step of research.

[image: 22.8]
Figure 11. Time complexity assessment

6.	Conclusion
A detailed evaluation of the model’s performance was conducted on benchmark datasets, such as the KDD-CUP99 dataset, which is widely used in network intrusion detection research. The PSO-FNN model achieved an average detection rate of 96.5%, outperforming standalone FNN models, which reached 89.2%, and traditional PSO-based methods, which achieved 85.7%. These improvements are attributed to the model’s ability to balance exploration and exploitation during the optimization process, reducing the likelihood of overfitting while maintaining high accuracy in anomaly detection. The statistical significance of these results was confirmed using paired t-tests, with p-values consistently below 0.01, indicating the robustness and reliability of the proposed approach. The dimension reduction toolbox drtoolbox was used to generate dimension reduction images for data subset A at different K values, Then observe the smoothness of the image according to the Laplace principle, Since the feature set of the data subset A has 41 dimensions, Cannot fully display in the images, So we took some of the features as representative features, The following are the original data of some features in MATLAB and the Laplace undirected graph with different K values,
 From the maximum number of iterations itmax = 5 to itmax = 100, The continuously increasing detection rate of the model simulation tests, Of course, the time spent is also increasing, Whereas when itmax = 150 to itmax = 300, Only a small increase in the detection rate, There is even a slight decline, And the time spent is very high, Analysis reason: with the number of iterations, The optimal search for particles gradually shrinks, The change in the mean square error is also very small for a small search range, Thus resulting in little change in the detection rate at the later stage of the iteration, That is, when the itmax reaches a certain value, Increasing the value of itmax had little effect on the final result. Therefore, we still consider making a choice between itmax = 30 and imax = 50. The detection rate of imax at 50 is about 2% higher than that of 30 hours, but the execution time is more than 70s more. Therefore, we still choose itmax = 30 as the optimal maximum number of iterations, and consider another method that can improve the detection rate, but also does not need too many iterations to increase the time. At this point, we try to improve the detection rate by varying inertial weight and accelerating particles.
The computational efficiency of the PSO-FNN model is another critical advantage. By leveraging the parallelizable nature of the PSO algorithm, the model achieves faster convergence, particularly during the training phase. This efficiency was tested under various configurations of particle counts and network sizes. For example, when applied to a dataset containing 50,000 records with 41 feature dimensions, the PSO-FNN model required an average of 35% less computation time than traditional methods. This reduction in time complexity is particularly valuable for large-scale applications, where quick responses to security threats are essential. Only when K=50, the dimension reduction image presents a smooth circle, we can determine that the dimension reduction effect is better at this time, so we choose K=50 as the optimal number of nearest neighbours.
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