
Dear Reviewer C !
At first, great thanks for Your working with our paper and Your useful remarks.

We do corresponding corrections some in text of paper
(marked in paper by color superscript number 

and new text highlighted in yellow background color)

Additionally we send You our short comments and explanations.

Reviewer C:
The article describes a significant study on the neuro-evolutional approach

to adjustment of CMAC parameters and constructing mathematical models of

nonlinear objects in presence of the gaussian noise. This study seems vital

in both theoretical and practical context. The article scientific content

meets high standards and provides valuable knowledge to the journal

audience. The following few minor aspects could possibly be considered for

revising to improve the article even further.
1. In the section describing the traditional CMAC network it would be

beneficial to indicate what the network training is and what algorithms it

comprises. Important aspect is that presented in the article evolving CMAC

allows to speed up the process of network customization by changing or

eliminating certain training steps.

We add to paper Section 5  to satisfy this  comment – see C1
2. The simulation results allow to estimate efficiency of the proposed

network only at solving the identification problem, though authors suggest

expediency of its application into solving problems of control, etc.

Therefore, it would be beneficial if some corresponding results for other

application areas get presented.

We add and describe the third modeling experiment added to satisfy this remark of reviewer – see C2
3. Although Figure 1 shows the CMAC’s structure with multiple outputs, the

simulation results are provided for a network with a single output only.

Therefore, it is unclear how presence of multiple outputs would affect

network operation. Adding at least a short comment on that would be

beneficial in showing generality of the proposed approach.

We add the third modeling experiment added to satisfy this remark – see C3
4. Figure 1 shows some notations of L1, L2, L3, that are not referred to in

the presentation. For clarity of the article a meaning of these notions

should be explained.

We agree and explain notations of L1, L2, L3 in the text of paper - see C4
5. In the article the acronym ECMAC is used few times, however it is not

formally introduced. One can guess that it stands for Evolving CMAC, but to

avoid ambiguity the first use of the acronym should be clearly introduced

with a full name.
We agree and formally introduce acronym ECMAC - see C5
6. The article subject reads "Evolving Neural Network CMAC...". Then stating

from the abstract there are references to "Evolving CMAC NN". Some

unification in naming would clean up the article.

We agree and correct naming  - see C6
See also C6 in Section 7 of papers text  and  in Conclusions section
7. In Section 7 in the last sentence above the Fig.7 there is a typo of

"CMAV" instead of "CMAC".
We correct Section 7  to satisfy this  comment – see C7
Dear reviewer, 
great thanks once more for Your work 
and we hope for Your understunding of our anwer. 

With best regards, 

Authors
