
Dear Reviewer B !
At first, great thanks for Your working with our paper and Your useful remarks.

We do corresponding corrections some in text of paper
(marked in paper by color superscript number 

and new text highlighted in yellow background color)

Additionally we send You our short comments and explanations.

Reviewer B:
1. The article says "In the network proposed by Albus (see Figure 1),"

although Figure 1 does not show the traditional СMAС developed by Albus,

but rather a modified one (contains triangular basis functions and a hash

block). Therefore, it would be more correct to write "In the network

proposed by Albus, whose modification is shown in Fig. 1… "

We agree and rewrite text according reviewer recommendation - see B1
2. In describing the evolving ANN CMAC, the authors talk about a block of

genes that codes the number of levels and quantization steps, the form of

the receptive neuron field, and the type of hashing information used. From

Fig. 1 it is not clear which gene is responsible for the type of hashing. It

is unclear what type of hashing can be used and whether it was used in

modeling.

We add text and describe conditions of hashing and correspondend gene - see B2
3. As indicated in the article, Fig. 5 reflects the results of the object

identification in the presence of a random noise ξ (k), but it does not

present in  equation (12). Therefore, it is necessary to correct (12) and

indicate that Fig. 4 reflects the results of identification without noise,

and Fig. 5 - with noise.

We agree and correct equation, add  random noise ξ (k) - see B3
Also we correct descriptions for mentioned Fig.4 and 5 – see another  B3 after Fig.5 
4. Experiment 2 considers, in my opinion, not a multidimensional object, but

a dynamic one. In addition, it may be appropriate to also simulate the

interference case.

We fully agree and  drew attention to object as a dynamic one - see B4
5. It should be explained in Figure 7, why the identification of a nonlinear

object suddenly causes oscillations.

Some minor oscillations appeared due to rounding off calculations - see B5
6. Although the conclusions underline the effectiveness and convenience of

the proposed network "in solving practical problems (identification of

nonlinear objects, management, etc.)," the article only considers the

identification problem. It is not clear in what other applications this

network will be effective.

We add and describe the third modeling experiment added to satisfy this remark of reviewer – see B6 
7. What about the size of the population? It should be noted that this

parameter significantly affects the speed of the algorithm and its selection

is critical for real-time systems.
We agree and  add special remark about this parameter - see B7
8. Are there any criteria that must be met when splitting the space of input

signals into subspaces?

We agree and  give needed detalization - see B8
9. What determines the size of the quantization step? It should be noted

that the accuracy of the system identification depends substantially on the

size of the quantization step, and loss of stability is possible in digital

ACS with an incorrect choice of this parameter.
We fully agree and  include correspondent remark in the text - see B9
Dear reviewer, 
great thanks once more for Your work 
and we hope for Your understunding of our anwer. 

With best regards, 

Authors
