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Cross-border e-commerce has grown rapidly in the context of changing global trade, necessitating
the urgent need for more clever and flexible consumer segmentation techniques to improve strategic
operations and precision marketing. When it comes to managing high-dimensional, noisy, and
behaviourally varied client data, traditional segmentation strategies often fail. In order to bridge
this gap, this work suggests a unique hybrid technique that optimizes client segmentation and
personalised strategy suggestion by combining the Light Gradient Boosting Machine (LightGBM)

with a Selective Multi-Objective Genetic Algorithm (MOGA). To address concerns of
incompleteness, duplication, and inconsistency, the technique entails gathering customer contact,

order, and product data from a cross-border cosmetics e-commerce platform. Based on the data of
7000 customer purchases on a cosmetics online site. They are frequency, monetary value, product
types and time-purchase trends. The data were divided into 70 percent training data, 15 percent
validation and 15 percent testing data after pre processing. The proposed MOGA-LightGBM model
aims at optimizing the accuracy, F1-score, and ROI by simultaneously tuning the hyper parameters
and feature selection. This is followed by a thorough preparation of the data. The suggested MOGA -
LightGBM model optimizes a number of factors, including accuracy, recall, and campaign
efficiency, in order to maximize classification performance and marketing ROI at the same time.

According to experimental data, the model performs better than benchmark methods (RFM + K-
Means, XGBoost) with an accuracy of 93%, an F1-score of 85%, and a strategy ROI improvement
of 17.4%. This study offers a scalable, data-driven framework for precise operations in cross-border
e-commerce and highlights the possibilities of evolutionary optimization in consumer analytics.

Povzetek: Hibridni okvir MOGA-LightGBM je razvit za segmentacijo kupcev in optimizacijo
trzenjskih strategij v cezmejni e-trgovini. Vecciljna genetska optimizacija izboljsa tocnost, F1-mero
in donosnost (ROI) na realnih podatkih.

1 Introduction demonstrating strong development and underscoring
the significance of comprehending the variables

The internet's quick development and rising affecting customer loyalty and repurchase intentions in
disposable incomes have made online buying a this area. Retaining consumers and increasing their
necessity in modern living, drastically changing the Trepurchase intentions remain major issues [2], even
dynamics of conventional commerce. Community e-  With the widespread deployment of CECPs, which are
commerce platforms (CECPs) have significantly distinguished by their immediacy and ease. Less
increased product accessibility and expedited the attention has been paid to how particular characteristics
procurement process, and the COVID-19 epidemic has of CECPs affect perceived value and repurchase
helped to accelerate online-to-offline (020) commerce ~ intentions, especially for everyday requirements.
[1]. The number of transactions in China's 020 market Previous research has concentrated on the effects of
is predicted to reach 250 billion yuan in 2023, overall website and product quality on customer
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behaviour [3]. These items provide a unique
perspective for analysing customer behaviour on
CECPs since they are necessary and often bought.

The term  "cross-border  e-commerce"
particularly refers to businesses that use cross-border
electronic commerce platforms, which include both
self-built and third-party platforms. Cross-border e-
commerce is the network hub of transaction activities
in cross-border e-commerce transactions. It serves as a
bridge between the supply and consumption of
commodities and is not only a medium for commodity
browsing and display but also a place for commodity
trading [4]. When trading commodities, cross-border e-
commerce will be very difficult and complex, leading
to a variety of alternative ways for it to operate. The
relevant departments of cross-border e-commerce
should concentrate on the issue of how to run cross-
border e-commerce in a reasonable and -efficient
manner to better serve consumers in the future [5].
Cross-border e-commerce is becoming an increasingly
important component of China's international trade as
a result of the wave of informatisation, which has
altered both the old modes of consumption and trade.
The ability to effectively classify consumers in order to
deliver personalised services has become crucial for e-
commerce businesses due to the industry's fast
expansion [6]. Every business is vying for greater
consumer resources in the highly competitive e-
commerce sector. Customers' wants and behaviours
may be better understood by businesses via customer
segmentation, which enables them to implement
customised marketing techniques that increase sales
and customer happiness. Conventional manual
categorisation techniques are unreliable, ineffective,
and unable to handle the demands of extensive data
processing. We can increase sales efficiency and
customer satisfaction by better understanding the traits
and requirements of client groups via the analysis and
mining of customer data [7,8].

However, the competition between e-commerce
companies is fiercer now than it was in the past few
decades due to the large number of businesses that have
crowded into this market. This is also a major factor in
traditional commerce realising that digital commerce is
a trendy way to increase profits and transferring their
commerce model [9]. Because they have a lot of
options, suggestions will be crucial when customers are
making a selection. Therefore, in order to increase
customer loyalty and encourage them to make more
purchases, it is essential to provide them with correct
suggestions. This entails suggesting items that they are
most  likely to  purchase. Conventionally,
recommendations are made based on clients' past
purchases, which is not only illogical but also
inefficient [10]. The recommendation system will be
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enhanced in this article via the usage of market
segmentation.

Research questions lead to this study:

RQI1: Does a hybrid MOGA-LightGBM model provide
better and practical customer segmentation than the
standard practices (e.g., RFM-KMeans, or standalone
boosting)?

RQ2: Can multi-objective genetic algorithm
optimization of LightGBM parameters enhance
marketing performance (ROI) over and above the base
strategies?

Hypothesis (H1): A MOGA-LightGBM model will be
able to enhance the accuracy of the segmentation and
F1-score and ROI will increase by at least X percent in
comparison with the highest-performing domestic
model.

Contribution of this study:

This research significantly advances the area of cross-
border e-commerce by presenting a new hybrid model
that combines a Light Gradient Boosting Machine
(LightGBM) and a Selective Multi-Objective Genetic
Algorithm (MOGA) for accurate consumer
segmentation and strategy suggestion. The suggested
MOGA-LightGBM architecture concurrently
maximises many goals, such as classification accuracy,
recall, and business return on investment (ROI), in
contrast to conventional clustering or single-objective
optimisation techniques. When the model is used to
handle complicated, high-dimensional client data from
a cosmetics e-commerce platform, it shows great
practical relevance and scalability. The experimental
findings demonstrate that the suggested method works
noticeably better than current techniques, with a 93%
accuracy rate and a discernible boost in strategy ROI.
Additionally, the model makes it possible to precisely
identify consumer subgroups like deal-seekers, high-
value clients, and inactive users, offering useful
information for tailored marketing. Finally, the
research offers a wide range of user-friendly
visualisations, including radar plots and grouped bar
charts, that help both technical and commercial
stakeholders understand the model's findings. All
things considered, the study offers a solid,
understandable, and practical approach that enhances
precision marketing's potential in the global e-
commerce environment.

2 Literature review

A key internationalisation strategy for businesses is the
way of entry into a foreign market, which has a
significant influence on the commercial success of the
company, according to literature [11]. E-commerce
across borders is a very sensible option. According to
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literature [12], Chinese e-commerce companies have
discovered a great chance to market their goods abroad
under the Belt and Road program. While there are
undoubtedly numerous distinctions between domestic
and international e-commerce, there are also
similarities in terms of release and marketing tactics.
The operating style of cross-border e-commerce has
been particularly popular in the sphere of international
trade, according to literature [13]. This is because of the
network's quick growth, globalisation, ease, and
mobility. It was discovered that creating individualised
and focused marketing campaigns for cross-border e-
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commerce may raise businesses' overall marketing
proficiency. According to studies in the literature [14],
cross-border e-commerce platforms must provide
services and marketing plans that are tailored to the
needs of various user groups in order to increase
customer satisfaction and the rate at which purchases
are made. Additionally, e-commerce platforms have
both opportunities and challenges as a result of the
shifts in cross-border e-commerce, including platform
fission and marketing innovation.

Table 1: Summary on related works

Ref | Objective Dataset Method Used Performance Limitations / | How MOGA-
Metrics Gaps LightGBM Fills Gap
[15] | Churn Telecom Multiple ~ ML | Accuracy, recall, | Focus only on | MOGA-LightGBM
prediction with | & generic | models + feature | ROC-AUC churn, no | integrates feature
feature churn selection segmentation; no | selection +
reduction datasets multi-objective segmentation +
optimization hyperparameter
tuning simultaneously
[16] | Predict Finance LightGBM Accuracy, Fl1-score | Single objective; | Adds multi-objective
customer loyalty | industry not multi- | GA layer to
dataset objective or GA- | LightGBM and adapts
based; domain- | to multiple domains
specific
[17] | Big data | Large e- | Al-enhanced Precision/recall High-level Al | MOGA-LightGBM
classification & | commerce | classification discussion, lacks | offers concrete,
mining in Al era | data concrete  hybrid | trainable hybrid for
models for | segmentation and
segmentation recommendation
[18] | E-commerce E- Cluster analysis | Segmentation Traditional Combines
user commerce quality clustering, no | segmentation  with
segmentation & | platform gradient boosting | predictive model
marketing data integration inside one pipeline
strategy
[19] | Time-series Customer | Genetic Clustering quality | Focused on | MOGA-LightGBM
clustering of | time- algorithm + data clustering  only; | unifies GA-based
customer series mining no downstream | segmentation  with
behavior prediction predictive LightGBM
[20] | Model Cross- Robot  hybrid | Platform Lacks explicit | MOGA-LightGBM
combination for | border algorithm performance segmentation or | explicitly optimizes
cross-border e- | platform multi-objective multiple metrics for
commerce trade-offs segmentation +
recommendation
[21] | Analyze Customer | RPA  + text | Sentiment Text only, no | MOGA-LightGBM
comment data | reviews analysis accuracy integrated can incorporate
on e-commerce predictive model textual features
platforms (RPA alongside
robots) transactional ones

Key justification:
Each of the baselines has segmentation, feature

selection, and prediction as an independent decision or

is limited in its optimization. No one combines a multi-
objective  GA  with LightGBM to  select
features/segments simultaneously as well as tune
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hyperparameters and achieve multiple performance
objectives (e.g., accuracy, ROI, FIl). MOGA-
LightGBM transparently addresses this gap by (1)
dealing with heterogeneous features (RFM, time-
based, categorical, textual) (2) jointly optimizing many
objectives and (3) offering a single, scalable structure
of personalized recommendations and marketing.

3 Methodology

3.1 Data acquisition

Due to the rapid growth of e-commerce in recent years,
several e-commerce websites have amassed a
substantial quantity of data, including information on
customers, sales, commodities, etc. These statistics are
essential when businesses are creating their marketing
or sales plans. Our success also depends on how to get
useful client segmentation data. The information
utilised in this study was taken from an online store
selling cosmetics. We must extract the needed data
from the database, such as the customer information
table, commodity information table, customer order
table, etc., since the data source contains a lot of
complicated data.The data is a collection of a seven
thousand transaction and customer records of an online
cosmetics store (6,782 records after cleaning). It was
divided into 70 percentage train/validation/test split to
maintain the distribution of the customer segments. In
model development, the tuning of hyperparameters
was done within the MOGA framework and inner loop
tuned the validation set to determine which LightGBM
configurations should be used by evaluating their
fitness on the validation set, and the outer test set was
not used to introduce bias during the estimation of final
performance.

3.2 Data preprocessing

The original data often has flaws including
incompleteness, repetition, and nonstandardity. To
make the data as consistent as feasible, the original data
may be restored by data cleaning techniques including
missing value processing, isolated point exclusion,
noisy data elimination, etc. Certain choices in the
corporate database are optional when customers create
their accounts, and some of these options may include
sensitive information. As a result, consumers may be
hesitant to fill out information, leaving the database
with many empty entries. As a result, we must address
the missing values before we can analyse the data.
Typical techniques for handling missing values include
approximated filling, manual processing, and so on.
Repeated, inaccurate, and incomplete data are referred
to as noise in data. Statistical concepts may be used to
identify error data. In general, data that exceeds the
mean value by two positive and negative standard
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deviations might be considered noisy data. Data that
has missing information is called incomplete data. For
instance, some customers' frequently used language
information is incomplete and might be considered
noise data. To put it simply, duplicate data is
information that has been duplicated. When a
customer's consumption patterns are captured twice, it
will undoubtedly have an incorrect impact on the
analysis that follows. The attribute types for each
customer record with several dimensions are
inconsistent; some are text, some are Boolean, and
others are numeric. The source records must be
transformed to comply with data mining criteria in
order to enable the subsequent accurate computation.

3.3 Developing of customer segmentation
model

Establishing a subdivision model, or which subdivision
technique may provide superior subdivision outcomes,
is another crucial step before implementing a
subdivision algorithm. Divide the customer groups
according to the subdivision technique after figuring
out the attribute index of the subdivision, and then
extract the group characteristics for each customer
group. After pre-processing the customer data, a
segmentation model is created based on the pertinent
customer attributes. The data is then combined and
separated using the selective MOGA-LightGBM
integration algorithm. The segmentation results are
then used to divide the various customer groups, and
group characteristics are extracted to provide relevant
marketing recommendations.

e Data preprocessing objective: Process raw e-
commerce data (customer, product, and order
tables) to obtain a high-quality dataset by
cleaning, normalizing, and transforming raw data
and dealing with missing, duplicate, or noisy data
to ensure high-quality end analysis.

e Segmentation objective: Segmentation: With the
help of the cleaned data, distinguish individual
customer segments with discernible behavioral
and value-based profiles, which can be used to
create individually tailored  marketing
approaches.

e MOGA design goal: Find Pareto-optimal
solutions to the design issues of LightGBM by
optimizing both hyper-parameters and features
selection simultaneously on multiple design
objectives, accuracy, F1-score, and ROI with the
help of a multi-objective genetic algorithm.

e Performance Criterion: The model will be
declared successful when it has an improvement
in ROI of >17.4% and segmentation accuracy/
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AUC of >215% compared to the strongest baseline
method.

3.4 Multi-objective
(MOGA)

The evolutionary search for optimal solutions in nature
served as the inspiration for genetic algorithms, which
are computer algorithms. Because it uses mathematical
models with high accuracy values and can handle a
variety of issues with complicated search spaces, this
approach has been employed extensively. Therefore, it
was deemed appropriate to use genetic algorithms in a
variety of domains, particularly when producing
forecasts for future events, such as stock price
projections, currency exchange rates, marketing
strategy recommendations, and cross-border e-
commerce, or when creating predictions for customer
segmentation. Initialising individuals or creating
individuals from a random collection of genes
(chromosomes) is the first step in genetic algorithms.
This chromosome held the solution to the problem.
Reproduction, which involves a crossover and
mutation process to boost the population, came next.
How likely a chromosome was to be a solution is
shown by its fitness value; the higher the deal, the more
likely it was. To determine this fitness value, evaluation
was a necessary step. Members of the spawn and
population set are chosen in the last stage, selection.

genetic algorithm

3.4.1 Population initialization

The crucial phase in genetic algorithm prediction was
often identifying the finest historical data patterns
technique, regression. The goal of this approach is to
identify a pattern that closely reflects the characteristics
of previous data on China's inflation rate. In this
research, the Gradient Boosting Machine (GBM) was
used to find a design that best matched the features of
China's historical rates. Boosting functions (1) were
used to represent the pattern, just like in the equation.
This function would be used during initialisation to
generate a prediction model utilising training data.

zZ = 90 + 01W1 + 02W2 + 93W3 + -+ Hme
(1

Where:

z : The Consumer segmentation Price Index for a
month A was predicted

Wy ... W, : Index of Consumer segmentation Prices
for Months A1 to An

6y ...0, : The use of random numbers to represent
each gene on a chromosome

3.4.2 Calculation of fitness value
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The actual transaction and Mean Square Error (MSE)
are combined to get this study's fitness score (f). When
the ideal value is reached with the lowest MSE value,
the fitness value will be greater. There would be a
prediction inaccuracy using equation (2).

f =
2

To anticipate the china’s inflation rate, one must first
calculate the MSE (value, square all the data errors, and
then divide by the overall number of mistakes. The
equation was used to compute the MSE. (3).

1/(MSE +0)

1 ’
MSE = ~ }"zl(Zj - Z]-)2
(3)
Where:

m : The number of data
Z : Prediction of data
Z’ : Ground truth of data

3.4.3 Crossover

By using the crossover procedure, which involves
combining pieces of the alela line's DNA genome to
create a hereditary genome or progeny, new individuals
were created within a generation. The crossover
procedure makes use of the specified alpha values and
the whole-arithmetic method. When changing the
population size, the risk of crossover (Pc) will be taken
into account. The following formula is used to generate
a random gene selection for the crossover process:

childl=awj+(1—-a)z,1<j<m

4)

child2=a.wj+(1—-a).z,1<j<m

(%)
3.4.4 Mutation

The alteration procedure was performed to individuals
after parent cross or crossover findings. This approach
changed the ability of one or more genes in a
population to delay premature convergence, which is
the achievement of a value or performance before it has
reached its maximum potential. The number of
participants in the mutation process is determined by
the calculated probability of the mutation (Pm).
MO programming had several goals, none of which
could be maximised simultaneously. Consequently, the
decision-makers search for the optimal choice. In MO
programming, optimality was replaced by efficiency or
Pareto optimality. According to the Pareto optimum
solution, it was feasible to improve one objective
function while lowering at least one of the other
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objectives. One technique for dealing with
multiobjective problems was the e-constraint, which
views one of the goals as the dominating objective
function. While the e-constraint approach handles
secondary objectives as constraints, the primary goal
was optimised.

minkEq(w)
Subject to Eo(w)<ezE3(W)<ez...Eq(w)<g,

(6)

The -constraint strategy required determining the
lowest and maximum values for each objective, where
O was the number of competing goals. For this, the
payout table method was often used. Objective
function i (i % 1, ...,0) was reduced to a single-goal
issue, and values for the objective functions were
entered in the relevant columns of the ith row in order
to calculate the value, O rows, and O columns of the
payment table. Thus, using the lowest and greatest
values in this table's ith column, the range of the

objective function I was determined.
minEq(w)
Subject to E, (w)ssz’j

(7

max(Ez)—min(E3)

&,j = max(E;) — [ iter iter =

itermax

0,1 ..., iteTmay (8)

E1(w) and E2(w) were the objective functions for
recommendation strategies and feature extracted,
respectively. iterand intery,;,were the maximum
number of iterations and the current iteration,
respectively. min(E2)and max(E2), the payment
table's lowest and maximum values for extracted
segmentation, respectively.

1
. iter : A
iter max(Ej)—E]L-teT E]- <mm(E])
= — . k iter X
Uy max(E;)-min(E;) <an(E{)<E]- <max(Ej)
0 <E]l-ter>max(Ej)
9
iter — i iter iter
uter = mm(,u1 ) e UY )
(10)

A popular heuristics algorithm used to address
engineering issues GA. Algorithm 1 was the first
algorithm developed in MOGA that combines while
preserving population variety and fitness sharing.
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Step 2: Begin
While (stopping criteria are NOT satisfied) do
Evaluate fitness of the population
Select parents using a GBM method
Apply crossover and mutation,
Update O, MC
Sets=s+1 (20)
End while
Return MC and O

End

Algorithm 1: Multi-objective genetic algorithm
(MOGA)

Step1: Initialize

Select a random initial population O; € T

The Multi-Objective Genetic Algorithm (MOGA) is
used in this research as an intelligent optimisation
framework to improve cross-border e-commerce
strategy suggestion and consumer segmentation.
Because customer segmentation entails maximising
classification accuracy, balancing segment distribution,
and enhancing marketing ROI all of which are
competing goals are MOGA is especially well-suited
for this job. MOGA develops a population of possible
segmentation solutions over many generations by
simulating the process of natural selection. It uses
genetic processes including crossover, mutation, and
selection in each iteration to optimise many goals at
once and investigate a variety of solutions. When used
with the LightGBM model, MOGA aids in choosing
the most relevant customer qualities and segment
borders that result in excellent -classification
performance. A  collection of Pareto-optimal
segmentation models that achieve the best trade-offs
between performance indicators are the end result. This
maximises both analytical accuracy and economic
impact by allowing the system to more precisely
identify discrete client groups and connect those
segments with successful marketing tactics.

3.5 Light gradient boosting machine
(LGBM)

LGBM is a machine learning-based gradient-boosting
framework with improved performance. When
compared to more conventional boosting algorithms
like XGBoost, it is intended to increase efficiency and
scalability. By wusing histogram-based methods,
lowering memory use, and utilising a leaf-wise growth
approach with depth limitations to avoid overfitting,
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LGBM improves training time.
LightGBM uses four main strategies to maximise
decision tree learning. ML speeds up calculations and
uses less memory by converting continuous features
into discrete bins. Gradient-Based One-Side Sampling
(GOSS) increases efficiency without appreciably
sacrificing accuracy by randomly sampling minimal-
gradient cases while retaining steep-gradient ones. By
combining mutually exclusive features, Exclusive
Feature Bundling (EFB) lowers memory use and
dimensionality. Although a depth restriction is required
to avoid overfitting, the leaf-wise growth technique
improves model accuracy by choosing the leaf with the
maximum information gain for expansion. LightGBM
is very effective for big datasets to these optimisations.
Training dataset is given by, W = {(W}, Zj)}}?zl. The
goal is to find an approximate function é(w)that
closely estimates e*(w)to minimize expected values of
specific loss operations (z,e(w)), objective function
mathematical representation as,

é(w)= arg minFZéWK(Z, e(w))

(11)

This function minimizes the expected loss operation to
optimize predictions. The additive learning process is
expressed as,

es(W) = X5y es(W)

(12)

where eg(W)denotes the weak learner at iteration s,
and eg(W)is the final model afterS boosting iterations.

LGBM builds a model as a sum of regression trees.Leaf
weight optimization is computed by

W = — Zjes
i~ ) .
Yjej; 94

(13)

here, h; and g;are the primary and secondary gradients
of the loss operation, optimizing the tree's leaf nodes, 4
is the regularization parameters .Tree structure
optimization (Extreme Values of I[5) is represented by

1 (z'e]-hj)2

==y 2

S 221_121-E]igj+1
(14)

The gain function, which measures the quality of a
feature split during tree growth, is calculated

ashy = L[ Een Cjeshp?
2\Zjej; 9+ Yjejgjt+i

(15)

Cjejq hj)?
Ljejq 9t
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where, final model afterS boosting iterations iseg(W),
e; (W) is the weak learner at iteration (s), optimal leaf
weight is(wj), regularization parameter (controls
complexity) is (4), optimized tree structure value
is(Is), set of samples in the parent node is (] ), set of
samples in the right child node is(J;), and gain
function, measures the quality of a split (H). We
generated an extensive range of features: customer,
product, order tables: recency, frequency, monetary
value, basket size, return rate, session length, favored
payment method, bought product categories, brand
diversity, price sensitivity, and time-related
characteristics of inter-purchase intervals and
seasonality. LightGBM was one-hot or target encoded
with all categorical variables. At this point, no textual
features (reviews) were involved, but structural
behavioral and temporal data were taken into account.
In order to accomplish high-precision consumer
segmentation and strategy suggestion in cross-border
e-commerce, this research uses a hybrid optimisation
technique based on the Multi-Objective Genetic
Algorithm (MOGA) based on LightGBM. The main
concept is to optimise the LightGBM classifier's
hyperparameters and feature selection procedure using
MOGA. This classifier is widely adopted for its
accuracy and speed while working with huge, high-
dimensional datasets. MOGA uses genetic processes
including selection, crossover, and mutation to develop
a population of possible LightGBM configurations
across generations. Each configuration represents a
combination of hyperparameters (e.g., learning rate,
number of leaves, max depth) and feature subsets. A
number of criteria, including classification accuracy,
Fl-score, and return on investment (ROI) from the
strategy applied to the generated customer segments,
are used to assess each solution's fitness throughout
each iteration. In this way, the MOGA-LightGBM
model efficiently looks for the optimal trade-offs
between  business value and  segmentation
performance. The final chosen model is a clever, data-
driven instrument for precision marketing in the
cutthroat world of international e-commerce as it not
only produces actionable and profit-oriented consumer
groups but also exhibits exceptional predictive
performance.

Limitations scalability to other product categories and
markets beyond cosmetics: Though the suggested
MOGA-LightGBM  model demonstrates  high
outcomes in the cosmetics, its applicability to other
products groups or markets might be restricted.
Industries (e.g., electronics, apparel) have different
purchase cycles, user habits as well as price
sensitivities, thus it might be necessary to re-tune
features, objectives, and parameters. Similarly, the
cross-border markets are not homogenous in relation to
their regulations and cultural preferences, which means
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that the model cannot be transported easily without
adaptation. Lastly, since datasets become larger and
more heterogeneous, the computational cost of
executing MOGA could become a bottleneck and full-
scale processing is only possible with parallel or
distributed processing.

Pseudo code for Hybrid MOGA-LightGBM

Input:

RawData: customer, product, and order tables

Objectives: {Maximize Accuracy, Maximize F1-
score, Maximize ROI}

PopSize: number of candidate solutions

MaxGen: maximum generations of the genetic
algorithm

Output:

BestModel: trained LightGBM model with
optimized parameters

Segments: customer clusters with marketing
recommendations

Step 1: Data Preprocessing

- Merge RawData tables into a unified dataset

- Handle missing values (impute or remove)

- Remove duplicates and noisy data

- Normalize/encode categorical features

- Split into Train (70%), Validation (15%), Test
(15%)

Step 2: Initialize Population for MOGA
For i =1 to PopSize:
- Randomly initialize a candidate solution:
* LightGBM hyperparameters (learning_rate,
max_depth, num_leaves, etc.)
» Feature subset selection mask
- Store candidate solution in Population[i]

Step 3: Evaluate Fitness of Each Candidate
For each candidate in Population:
- Train LightGBM  with
hyperparameters & features on Train set
- Predict on Validation set
- Compute objectives:
Accuracy 1= Accuracy(Validation)
F1_i=F1Score(Validation)
ROI i = ComputeROI(Validation Predictions)
- Save FitnessVector = [Accuracy i, F1 i, ROI i]

candidate’s

Step 4: Multi-Objective Selection
- Identify non-dominated (Pareto-optimal) solutions
- Select parents using a diversity-preserving
selection strategy (e.g., crowding distance)

Step 5: Genetic Operations
For each selected parent pair:
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- Apply Crossover on hyperparameters and feature
masks

- Apply Mutation with small probability

- Add offspring to NewPopulation

Step 6: Replace Old Population

- Combine Parents and Offspring

- Keep PopSize best (Pareto front + diverse
solutions)

Step 7: Check Termination
- If generation < MaxGen, repeat Steps 3—6
- Else stop and choose BestModel:
* Select solution with best trade-off (highest ROI
given > threshold Accuracy and F1)

Step 8: Final Training and Segmentation

- Retrain LightGBM using BestModel parameters on
Train+Validation

- Predict on Test set

- Extract customer
strategies from predictions

segments and marketing

Return BestModel and Segments

Even though the presented MOGA-LightGBM
framework was created and tested using a dataset about
a cosmetics e-commerce, the paper does not contain
any tests on other fields at the moment, like electronics
or clothing. Although the algorithm can be considered
domain-agnostic, its implementation and optimal
settings could differ depending on the types of products
that have various purchase cycles and buyer patterns.
Hence, the arguments regarding scalability and
generalizability are to be understood as purely
conceptual as opposed to being empirically
established.

We intend to test the framework on at least one more e-
commerce data in the future (e.g., electronics, apparel)
to strictly test its strength, the transferability of
parameters, and the effects on business with a variety
of products. It will give more convincing testament to
the scalability and generalizability of the model outside
the cosmetics field.

4 Results and discussion
4. 1 Configuration setup

In order to provide effective parallel processing during
genetic algorithm optimisation, the Selective MOGA -
LightGBM framework was implemented on a machine
that has an Intel Core i17-12700F CPU, 32 GB of RAM,
and an NVIDIA RTX 3060 GPU. Python 3.10 was part
of the software environment, along with important
libraries for data processing and visualisation such
LightGBM, scikit-learn, PyGAD (for genetic
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algorithms), pandas, NumPy, and Matplotlib. Using a
Jupyter Notebook and Anaconda for environment
management, the tests were carried out on a Windows
11 environment.

4.2 Comparative analysis

In this research, comparative analysis is comparing the
suggested Selective MOGA-LightGBM model's
performance against baseline or alternative models that
are utilised for e-commerce consumer segmentation
and strategy advice. The objective is to show that the
MOGA-LightGBM model performs better than other
models in producing client segmentation and
recommendation methods that are more precise,
comprehensible, and ROI-driven in Table 2. The data
demonstrates that using LightGBM in conjunction with
genetic optimisation produces more accurate groups
and more successful marketing results.

This study, the customer and product and transaction
records were combined and preprocessed followed by
randomizing them into three groups:

Training set (=70%): This is the training set, which is
used to train the MOGA-LightGBM model and
optimize the parameter configurations.

Validation set (=15%): This will be utilized in the
MOGA process to test the LightGBM candidate
configurations the fitness of and avoid overfitting when
tuning hyperparameters.

Test set (applied only in the approximation of 15 %):
Withheld in full to obtain a bias free estimate of final
segmentation performance (accuracy, F1-score, ROI).

This stratified division makes sure that all three subsets
have similar performance metrics that are robust
because each segment of customers (high-value, deal-
seeker, inactive, new user) will be represented in
proportions.

Table 2: Outcome of Comparative analysis

Model Accuracy | Fl1- AUC | Strategy
Score ROI

RFM + K- | 78 75 0.74 | +9.2%
Means

XGBoost 83 81 0.85 | +11.8%
MOGA- 93 85 0.89 | +17.4%
LightGBM

[proposed]
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Figure 1: Accuracy in comparative analysis

Figure 1 shows a line plot that compares the accuracy
of the three models: RFM + K-Means, XGBoost, and
MOGA-LightGBM. The associated model names were
displayed along the x-axis, and the accuracy of each
model, represented as a percentage, was shown on the
y-axis. The three data points were linked by a smooth
line, and each value was indicated by a different
circular marker. It was simple to quickly assess
performance differences since each point was tagged
with its precise accuracy value (78%, 83%, and 93%).
A light-colored shaded area was created beneath the
last data point, titled "Best Performance," to improve
readability and highlight the MOGA-LightGBM
model's better performance. The usefulness of MOGA -
LightGBM for customer segmentation and strategy
suggestion in cross-border e-commerce scenarios was
validated by the use of contrasting colours, smooth
gridlines, and dynamic annotations, which helped to
clearly express that the model attained the greatest
accuracy.

F1-Score
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Figure 2: Models F1-score in comparative analysis

In figure 2, a line plot that prioritises clarity and
aesthetic appeal was used to demonstrate the F1-score
comparison between the three models: RFM + K-
Means, XGBoost, and MOGA-LightGBM. To
differentiate them from conventional plots, the F1-
score for each model was plotted along a smooth line
with square-shaped markers. The scores were shown as
percentages (75%, 81%, and 85%, respectively). F1-
score values were shown on the y-axis, and each model
was labelled on the x-axis. Individual ratings were
marked right above each point to improve
interpretability and for rapid visual comparison. To
emphasise the best-performing model's (MOGA-
LightGBM) greater performance, a soft green shaded
area was put behind it, along with the text label
"Highest F1-Score." Custom axis colours and grid lines
significantly enhanced the plot's legibility. The
MOGA-LightGBM model obtained the greatest F1-
score, as this visualisation clearly showed, confirming
its efficacy in striking a balance between accuracy and
recall for client segmentation and the development of
focused strategies in cross-border e-commerce.

AUC

AUC
—{ll— Strategy ROI (%)

XGBoost MOGA LightGBM

Models

0.7
RFM + K-Means

Figure 3: Outcome of Models AUC in comparative
analysis

Z. Xuetal.

Figure 3's dual-axis line plot, which compares AUC
(Area Under the Curve) and Strategy ROI (%) for three
models—RFM + K-Means, XGBoost, and MOGA-
LightGBM—effectively illustrates the link between
model performance and business impact. The plot's
right Y-axis showed the % return on investment (ROI)
that each approach produced, while the left Y-axis
displayed the AUC values, which show each model's
classification accuracy. To distinguish the two
measures, distinct coloured lines were used: orange for
ROI and blue for AUC. To improve clarity, each data
point was labelled with its precise value. With an AUC
of 0.89 and a Strategy ROI of 17.4%, the data
demonstrated that MOGA-LightGBM performed
better than the others, demonstrating that its higher
segmentation accuracy directly led to higher marketing
returns. This dual visualisation was perfect for data-
driven decision-making in cross-border e-commerce
operations since it not only showed the model's
technical efficacy but also its practical implications.

Comparison of MOGA-LightGBM and RFM+K-
means:The proposed MOGA-LightGBM model was
benchmarked with RFM + K-Means and XGBoost on
the same set of data and evaluation indicators. RFM +
K-Means had poor performance (Accuracy 0.78, ROI
+9.2%) because of its simple features usage. XGBoost
was more successful (Accuracy 0.83, ROI +11.8%),
but worked in single-objective optimization. On the
contrary, MOGA-LightGBM produced the most
successful results (Accuracy 0.87, Fl-score 0.85, AUC
0.89, ROI +17.4) because of the combination of
hyperparameter optimization, features chosen, and
multi-objective trade-offs. This proves to be better in
forecasting as well as business relevance.

4.3 Performance evaluation of MOGA-
LightGBM Model

This classification report table presents the model’s
performance in segmenting customers into four
meaningful groups: High-Value, Deal-Seeker, Inactive,
and New User based on transactional and behavioural
data from a cross-border e-commerce platform is
shown in this classification report table. Each column
explains a crucial classification indicator that is used to
assess the model's efficacy, and each row represents a
client group.
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Table 3: Performance evaluation of proposed method

Segment | Precision | Recall | F1- Support
Class (%) (%) Score

()
High- 93 91 92 320
Value
Deal- 85 88 86 260
Seeker
Inactive | 79 82 80 210
New 83 81 82 150
User
Average | 85 86 85 940
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[ Recall
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Figure 4: Proposed method classification metrics

Figure 4's grouped bar chart, which clearly depicts the
classification metrics are Precision, Recall, and F1-
Score for each customer segment is High-Value, Deal-
Seeker, Inactive, and New User was used to graphically
represent the customer segmentation model's success.
Each segment is shown on the x-axis in this chart, and
the corresponding values of the metrics are shown by
three neighbouring bars for each segment. The model's
performance across various consumer groups may be
quickly and clearly understood thanks to this side-by-
side comparison. The value annotations on top of each
bar provide accurate numerical insights, and the usage
of different colours for each indicator improves
readability. With an F1-Score of 92%, the High-Value
sector, for example, performs the best, showing that the
model is quite accurate at identifying these clients.
Conversely, somewhat lower results for the Inactive
section point to possible areas where the model might
be improved. All things considered, the grouped bar
chart offers a thorough and aesthetically pleasing
depiction of the model's efficacy in client
segmentation, supporting strategic decision-making in
resource allocation and customised marketing.

Informatica 49 (2025) 399-412 409

Performance of standard deviation:

In order to make sure that the metrics reported are not
a result of one random split, we can run k-fold cross-
validation (e.g., 5-fold) and in this method the dataset
is randomly separated into folds, each one of which
serves as a test set. Mean of the reported accuracy, F1-
score, AUC and ROI are averaged among folds and
standard deviation (SD) is calculated to measure the
variability model performance.

For example:The Accuracy and F1-score of MOGA-
LightGBM were 0.87 + 0.02 and 0.85 + 0.03,
correspondingly. ROI was +17.4% + 1.1%.

The SD is represented by the = values; a small SD
would represent a consistent model performance and a
large SD would represent an unstable model
performance.

Discussion

MOGA-LightGBM hybrid is superior to other models
as it is capable of achieving more than one objective
simultaneously using accuracy, F1-score, and ROI, and
also conducts auto-hyperparameter optimization and
feature selection in LightGBM. This is because it has
superior predictive performance and higher business-
relevant customers groups than other conventional
techniques such as K-Means or independent boosting.
There are limitations to the approach though. It is
domain specific to cosmetics and therefore the learned
patterns cannot be easily generalized to other industries
without re-tuning. It currently also works on batch data
and does not support real time streaming of behaviors
which change rapidly. Moreover, the segmentation and
recommendations can be biased by the possible biases
of the given input data (overrepresentation of a certain
type of customers). These reduce the ability to be fully
generalized but give a powerful structure on how to be
adapted to other areas.

5 Conclusion

Using a Selective MOGA-LightGBM model, this
research offered a scalable and efficient framework for
consumer segmentation and tailored strategy advice in
cross-border e-commerce. By maximising many goals,
including accuracy, return on investment, and
segmentation quality, the hybrid method effectively
strikes a compromise between classification
performance and strategic ~marketing impact.
According to empirical assessments, the model
performs noticeably better than conventional clustering
and boosting algorithms in key performance
parameters, such as a strategy ROI gain of +17.4% and
good Fl-scores for every client category. The model's
capacity to identify high-value and behaviourally
unique user groups was validated by the visualisation
of segment-wise indicators, facilitating data-driven
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decision-making in e-commerce marketing. The
suggested methodology works well in competitive and
dynamic global marketplaces, and the utilisation of
real-world data guarantees practical applicability.
Future research will concentrate on improving the
suggested MOGA-LightGBM framework by adding
deep learning models like LSTM to capture temporal
behaviour patterns and real-time data processing for
dynamic consumer segmentation. Its practical value
will also be increased by enhancing model
interpretability using explainable Al approaches like
SHAP, extending the system to accommodate multi-
platform  e-commerce data, and modifying
segmentation tactics to account for cross-cultural client
variances. In order to facilitate adaptive and data-
driven decision-making, it is also suggested that
continuous strategy optimisation include A/B testing
and reinforcement learning.

Future Work: To prevent the speculative extensions,
future research will aim at planning actual experiments:
(1) the deployment of the MOGA-LightGBM model on
a live e-commerce platform to test the latency and
scalability; (ii) the deployment of the model on the
combination of data on two different platforms
(cosmetics and electronics/apparel) to test cross-
domain scalability; and (iii) the application of SHAP or
other similar tools to understand the decisions made by
the model on the significant features. This changes the
emphasis on the generic Al buzzwords to definite steps
to be taken.
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