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Numerous applications in the domain of Natural Language Processing (NLP) rely on spelling and 

grammatical checks, including email, opinion mining, text summarization, chatbots, and countless more. 

An individual's credibility, cybersecurity efforts, legal ambiguities, and NLP application performance 

can all take a hit if they make a mistake when dealing with regional languages such as Assamese, 

Gujarati, Hindi, etc. In order to lessen the frequency of spelling errors, this article examines and 

concentrates on Gujarati. In addition to a thorough examination of issues related to the Gujarati 

language, this article provides up-to-date strategies for fixing spelling mistakes based on context of the 

word. A novel hybrid approach ensures top-notch Gujarati context aware spelling verification. After 

thoroughly considering all the suggestions, we used a two-layer GRU network and the IndicBERTv2-SS 

model, which was fine-tuned only on our curated Gujarati dataset of about 20,000 sentences (70/15/15 

split into training, validation, and test), to choose the best correction while keeping the context in mind. 

Normalization for Gujarati (diacritics, compound characters, and numbers), regex-based tokenization, 

and edit-distance candidate creation were all part of preprocessing. We used accuracy, precision, and 

recall to assess the test split. Our proposed IndicBERT-GUJBRIJAPU tool got 93.49% accuracy, 

94.46% precision, and 91.59% recall, which is much better than other approaches for context-aware 

correction. 

Povzetek: Članek predstavi hibridno kontekstno preverjanje pravopisa za gudžaratščino, ki združuje 

Norvigov algoritem, dvoslojni GRU in izboljšani IndicBERTv2-SS na 20.000 stavkih. 

 

1 Introduction 
India boasts a wealth of literature in a variety of 

regional languages, including Gujarati, Hindi, Tamil, 

Assamese and many more. For speakers of other 

languages inside the nation, these languages nevertheless 

can remain unintelligible. In languages such as Gujarati 

and Hindi, the context of a statement is quite important in 

imparting its intended meaning. Natural Language 

Processing (NLP) discipline seeks to apply grammatical 

principles and linguistic structures to analyze and 

comprehend natural languages. By means of natural 

language in both speech and text, NLP research 

investigates how computers might understand, analyze, 

and modify it, hence bridging the distance between 

humans and technology [1]. The term "language" denotes 

the natural languages including Gujarati, Hindi, and 

English in NLP. Preprocessing, an essential part of 

natural language processing, involves examining the text 

for spelling errors in order to improve its quality by 

associating words with their accurate meanings [2].  

 

Many NLP systems use grammar and spelling correction 

to remove textual data mistakes. These mistakes provide 

noise that influences syntactic and semantic 

understanding, therefore influencing the performance of 

NLP-based systems [3].  For spell-checking and 

grammar correction, Deep Learning is quite successful 

since it lets machines learn from past data. From SMS 

texting to social media (Facebook, Twitter, WhatsApp), 

text-based data is exploding exponentially and today 

digital government records and e-newspapers are 

expanding  [4] [5]. Essential components of text 

processing, spell-checkers help to fix written language 

mistakes  [4]. They point out two main kinds of mistakes: 

Words not found in the dictionary (e.g., "Gujarti" rather 

than "Gujarati")- Non-word errors. Real-world Errors: 

Dictionary words used wrongly in context (e.g., "Their 

going to the market" instead of "They’re going to the 

market"). Although spell-checkers for Latin and Western 

languages have been extensively developed, the great 

linguistic variety and complicated grammatical structures 
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of Indian regional languages mean that research on them 

is still in its early years. 

Gujarati is kind similar to Hindi out of the Indo-

Aryan branch of the Indo-European language family. 

Among the 22 officially recognized languages of India, it 

has over 55.5 million native speakers—4.5% of the 

nation's total population as per the 2011 census [1]. 

Though some NLP tools  [6] [7] [8] [5] [9] [10] —

stemmers, lemmatizers, tiny corpora—exist—the 

language currently lacks thorough tools for spelling and 

grammatical correction  [3]. Gujarati is widely used, 

although it lacks basic NLP tools—especially in relation 

to spell and grammar checking [11]. Available for 

Gujarati now, the "Saras" spell checker detects spelling 

mistakes using Directed Acyclic Word Graphs (DAWG). 

It does not, however, consider prefixes, suffixes, or 

inflections, therefore creating fresh research prospects for 

sophisticated spell-checking methods. Gujarati grammar, 

adhering to rigorous guidelines [12], encompasses Jodani 

(જોડણી) for correct spelling, Sandhi (સધંિ) for word 

joining, and Samas (સમાસ) for compound word 

formation. 

The aim of this study is to solve context aware 

spelling mistakes in Gujarati language. To solve the 

shortcomings of current spell-checkers and raise Gujarati 

NLP application accuracy, novel and hybrid approaches 

are developed and implemented. In this article, the 

challenges related to context aware spelling checking 

with Gujarati language is focused and reviewed which 

offers valuable insights for researchers, programmers, 

and language technology enthusiasts who are interested 

in improving current models. Using NLP methods and 

deep learning, the proposed models seek to: 

• Handle grammatical norms and morphological 

variances;  

• Improve error identification and correction for 

Gujarati text. 

• Improve accuracy and precision for Gujarati.   

• Improve Gujarati NLP applications' language 

processing efficiency 

The upcoming session addresses the difficulties 

associated with Gujarati language spelling correction, 

exploring several methodologies including rule-based, 

statistical, and deep learning approaches to rectify 

spelling and grammatical problems in Gujarati. The 

subsequent lesson presents two models designed to 

identify and rectify context aware  

spelling mistakes in Gujarati language sentences. 

The initial model employs Peter Norvig's algorithm and a 

Gated Recurrent Units (GRU) model, trained using a 

Gujarati word dictionary, to detect and activate errors 

while analyzing phrase context. Another model employs 

IndicBERT to finetune the Peter Norvig-based model, 

enhancing efficiency and accuracy by concentrating on 

omitted words inside the statement and assigning scores 

to forecast sentence correctness. The comparative 

analysis with respect to accuracy, precision, recall and F1 

score for correct and incorrect statements with one of the 

existing tools has been covered in next section. 

2 Related work and background 

theory 

2.1 Characteristics and challenges of 

gujarati language 

Gujarati is a language that is rich in vocabulary. There 

are a number of inflections for adjectives, verbs, and 

nouns. The language has 12 vowels and 34consonants, as 

well as the ideas of matras and half consonants [3]  [13]. 

Gujarati has several characters with practically same 

phonetic characteristics. Matras' sounds match those of a 

vowel: આ, ઇ, ઈ, ઉ, ઊ, એ, ઐ, ઓ, ઔ, અં, and અઃ. All 

consonants possess inherent vowels. Furthermore, In 

Gujarati, vowels and constants can stand on their own or 

be accompanied by one or more matras, which are seen 

as distinct characters after the vowels and constants. A 

total of twelve possible word usages exists for each 

constant, as it is possible for it to appear with each of the 

eleven matras. In this manner, a total of 374 permutations 

of constant and matra are generated by combining all 34 

constants with 11 matras [3]. Therefore, matras must be 

handled with due diligence during computer processing  

[13].  In the Gujarati language, the phonemes ધ  (e) and 

 ી (ee) are identical, differing only in their degree of 

extension. The situation is analogous for    (u) and    
(oo). Consequently, words containing these characters 

are frequently misspelled. For instance, both પ  જા and 

પ જા are pronounced as '{pooja}' and signify ' worship'. 

In contrast to English, prepositions such as in and to can 

take on suffix inflections within the word, and words can 

even have several inflections complicates the process of 

spelling error detection and correction. As a highly 

inflected language, it is challenging to compile all 

potential word forms in a lexical dictionary for a spelling 

checker for the Gujarati language.  

 

 

Figure 1: Natural Language Processing (NLP) workflow 

2.2 Various spelling and grammar 

checking approaches 

Creating a humanoid—the most intelligent machine 

ever—is the ultimate objective of artificial intelligence. 
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An important consideration in this development process 

is the interaction between humans and computers for 

which the language tools developed that can comprehend 

communication languages across all technological 

dimensions need to be considered. To ensure that words 

are spelt correctly, the spell-checker consults the 

language's dictionary and lexicon. An easy way to 

understand a spellchecker is that it uses a spelling 

detector to look for words that are not in base form in a 

document and a spelling corrector to replace them with 

the most likely term from a database or corpus. 

Preprocessing, feature extraction, and modeling are 

the three primary steps that make up the Natural 

Language Processing (NLP) pipeline as shown in Figure 

1 [14]. Every step of the process changes the text in some 

manner and generates a result that is needed by the 

following step. Sometimes, there are non-linear steps in 

the NLP pipeline. Going back and forth between the 

various stages is often essential in practice. For instance, 

if the modeling stage yields unsatisfactory results, it 

might be required to revisit the pre-processing or feature 

extraction stage in order to enhance the data's quality. 

There are primarily three stages to spellchecking 

which include thorough pre-processing, spelling check, 

and creation of recommendation lists. Some of the steps 

involved in preprocessing include stemming, 

tokenization, and normalization [15] [16]. The spelling-

checking module uses several dictionary lookup 

techniques to verify the candidate words' authenticity, 

while the recommendation list building module flags the 

list of possible suggestions for misspelled words. 

Suggestions are ranked by the spell-checker. This part 

ranks the ideas according to how necessary they are for 

the sentences.  The primary stages of a spellchecker are 

as shown in Figure 2. After running the sentence through 

spellcheck, it returns a corrected version containing the 

correct term. 

 

 

 

 

2.2.1 Syntax based  

Each sentence obtains a parse tree created according 

to the base language's grammar. Text is inaccurate if full 

parsing fails. So, the parser should be as thorough as 

possible to reduce false alerts. The main advantage of 

this method is that the grammar checker will detect all 

errors if the grammar is complete and covers all possible 

syntactic rules. 

2.2.2 Rule based 

When checking for spelling errors, these systems use 

heuristics derived from various word properties, 

including as morphology, part-of-speech, stemming, and 

more [4]. A rule-based spell-checker using part-of-

speech (POS) tagging for English language spell-

checking is also being used. Additionally, text chunkers 

were created using the Hidden Markov Model to improve 

spell-checker speed  [4]. This technique allows for 

progressive system expansion by starting with one rule 

and adding more  [17]. 

2.2.3 Statistical based 

The ability to speak a specific language is not 

necessary to understand statistical procedures. Examples 

of spellcheckers that use word counts and word 

characteristics include those that are frequency-based, n-

gram-based, and finite state automata-based  [4]. The 

statistical method greatly enhances performance without 

requiring knowledge of the particular language, which is 

a major advantage. One problem with these approaches is 

that they rely on metrics like word count, frequency, and 

characteristics to do spellchecking, yet processing certain 

spelling mistakes necessitates familiarity with the target 

language. Many academics employed a combination of 

rule-based and statistical approaches to address this type 

of problem. To get past the problems, a hybrid model 

combines rule-based and statistical approaches  [4]  [18]. 

 

Figure 2: The primary stages of Spelling checker using NLP 
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Table 1: Comparison of various spell checker and grammar checker for low resource languages 

Refere

nce 

Year Language Research Focus Methodology/Approac

h 

Key Findings & Accuracy 

[24] 2002 Assamese Dictionary-based 

spellchecker 

Dictionary lookup, 

bigram search, Soundex 

code integration 

Adequate results with over 5000 

words, integration with Assamese-

English dictionary in progress 

[26] 2012 Kashmiri Spellchecker 

development 

Standalone application, 

non-word error 

correction 

80% error detection, 85% correct 

suggestions, plans for real-word 

error handling 

[25] 2013 Urdu Spellchecker 

evaluation 

Reverse edit distance 

method 

High complexity (86n + 41 

comparisons), needs improved 

methods for better accuracy 

[27] 2015 Hindi HINSPELL 

spellchecker 

Error detection, repair, 

substitution 

83.2% detection, 77.9% correction, 

future focus on grammatical errors 

[28] 2015 Tamil Morphological 

analyzer 

Linguistic analysis, POS 

tagging 

Efficiency between 60-97%, useful 

for NLP tasks like MT, 

lemmatization, parsing 

[29] 2016 Kashmiri Improved 

spellchecker 

Standalone application, 

lexicon development 

80% detection, 85% correct 

recommendations, integration with 

OpenOffice needed 

[30] 2016 Tamil Hybrid 

spellchecker 

N-gram, stemming, tree-

based algorithm 

91% accuracy, tree-based method 

better for error detection 

[31] 2016 Telugu Spellchecker with 

sandhi analysis 

Morphophonemic, 

external sandhi handling 

Addresses Telugu’s complex 

linguistic features 

[19] 2018 Malayalam Deep learning-

based 

spellchecker 

LSTM neural networks, 

error detection & 

correction 

Outperforms Unicode splitting, 

limited by computational resources 

[32] 2019 Bengali Spellchecker 

development 

Hybrid of edit distance, 

Soundex 

Adapts existing methods for better 

Bengali spell correction 

[33] 2020 Multilingual Comprehensive 

spellchecker 

review 

Literature analysis, NLP 

methods (rule-based, 

statistical, deep 

learning) 

Categorizes spellcheckers, 

compares performance across 

languages 

[25] 2020 Tamil Alternative 

spellchecking 

methods 

Bloom-filter, Symspell, 

LSTM 

Symspell is fast but lacks accuracy; 

LSTM is promising but 

underexplored 

[3] 2021 Gujarati Jodani 

spellchecker 

Root word-based, 

Levenshtein distance 

91.56% accuracy, plans to improve 

character assumption handling 

[23] 2022 Dogri Hybrid 

spellchecker 

Hybrid methodology for 

detection & correction 

First known attempt for Dogri 

spellchecking 

[34] 2023 Gujarati Enhancing ASR 

Performance with 

Improved Spell 

Corrector 

Combination of MFCC 

and CQCC features, 

GRU-based 

DeepSpeech2 

architecture, and 

enhanced spell corrector 

Improved Word Error Rate by 

17.46% compared to the model 

without post-processing 

[11] 2024 Gujarati Spell Checker 

Using Norvig 

Algorithm 

Implementation of 

Norvig's algorithm with 

a dataset of 16,937 

distinct Gujarati words 

Achieved 80–90% accuracy in 

identifying and correcting 

misspelled words 
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2.2.4 Deep learning based 

Deep learning is the specialty of artificial neural 

networks, or ML algorithms. Deep learning algorithms 

have been widely employed and effective lately. Deep 

learning approaches' success is partly due to the freedom 

of architecture selection. Deep learning methods were 

used in ML research for natural language processing  

[17]. While the rule-based and statistical methods 

demonstrate significant effectiveness, the performance of 

spell-checking can be further improved through the 

application of deep-learning techniques. Regarding 

regional languages, the deep-learning-based spell-

checker is currently available for the Malayalam and 

Tamil language which utilizes an LSTM network [19] 

[20]. This spell-checker involves a network that is both  

 

trained and tested to detect spelling errors and pinpoint 

their locations  [4] [21] [22] [44] [45] [46] [47]. 

3 Comparative analysis of Spell 

checker for various regional 

languages of India  
Natural language processing (NLP) depends much 

on spell and grammar checkers since they find and fix 

textual data mistakes. Although a lot of study has been 

done on English and other generally spoken languages, 

regional languages of India provide special difficulties 

because of their rich morphology, complicated phonetic 

structures, and different scripts. The spell-checking 

methods created for several Indian languages—including 

Table 2: Comparison of spell correction models designed for multilingual and low-resource languages 

Model 
Language 

Coverage 
Architecture 

Error Handling 

(Morph., 

Contextual) 

Computation

al Efficiency 
Novelty/Remarks 

IndicBERT 

[35] 

12 Indic + 

English 

ALBERT 

(Transformer

-based) 

Limited analysis; 

strong recall 

Efficient 

(ALBERT 

backbone) 

First shared Indic 

ALBERT model 

MuRIL 

(Google) [36] 

17+ Indian 

Languages 

Multilingual 

BERT variant 

Better contextual 

handling (cross-

lingual pretraining) 

Moderate to 

high 

Strong cross-

lingual transfer 

XLM-R [37] 
100+ 

languages 

RoBERTa-

based 

Strong contextual 

handling 

High resource 

requirements 

Robust 

multilingual 

performance 

Adapter-BERT 

for Indic [38] 
Varies 

BERT + 

Adapters 

Task-specific error 

modeling possible 

High 

efficiency 

(modular) 

Scalable low-

resource adaptation 

L3Cube-

IndicSBERT 

[39] 

10 Indic 

Languages 

Multilingual 

SBERT 

Enhanced sentence-

level contextual 

embeddings 

Efficient fine-

tuning 

First multilingual 

sentence 

representation 

model for Indic 

languages 

ArabicCorrecti

onCntxt [40] 
Arabic 

Levenshtein 

+ Context 

Probabilities 

Handles contextual 

errors via 

paragraph-level 

keyword-based 

context detection 

Efficient 

(simple lexical 

+ context) 

Uses paragraph 

context and 

keyword frequency 

to re-rank 

corrections 

Icelandic 

Contextual 

Spell Corrector 

[41]  

Icelandic 

ML 

Classifiers + 

Morphologic

al Tags 

Strong contextual 

disambiguation; 

affected by rich 

morphology 

Moderate (due 

to tag sparsity) 

Contextual 

confusion-set 

disambiguation 

with lemmatized 

and PoS features 

Context-Free 

ML Spell 

Corrector [42] 

English 

(demonstrat

ed); 

extendable 

Supervised 

ML (e.g., 

Naive Bayes) 

No context used; 

character/word/toke

n-based input 

features 

Efficient for 

standalone 

terms 

Context-free, 

character-level 

input with multiple 

ML classifiers 

Amazon 

Multilingual 

Spell Checker 

[43] 

24 

Languages 

(Indic 

included) 

N-gram-

based + 

SymSpell 

Ranking 

Context-aware using 

n-gram conditional 

probabilities 

Real-time 

capable 

(optimized 

Trie) 

Real-time, 

extendable to new 

languages via 

Wikipedia + 

subtitle corpora 
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Hindi, Bengali, Tamil, Telugu, Gujarati, Dogri, 

Malyalam and Assamese—are compared in this work 

[23] [33]. Examining several approaches including rule-

based, statistical, hybrid, and deep learning-based spell-

checkers, the paper assesses their performance in 

managing orthographic variants, phonetic mistakes, and 

real-word errors. Particularly languages with strong 

inflectional morphology, like Tamil and Telugu, call for 

more complex methods like sandhi-based and 

morphological analyzers; languages like Hindi and 

Bengali gain from hybrid approaches combining edit 

distance and phonetic algorithms [6] [21] [24] [25]. 

Emphasizing the importance of language-specific 

optimizations, the study shows the benefits and 

restrictions of every technique. Future lines of research 

include using transformer-based models such IndicBERT 

and GRU to better contextual spell-checking, hence 

improving accuracy over several languages. Through 

tackling these difficulties, our work hopes to help to 

create more strong and effective spell-checking systems 

for India's linguistically varied terrain. Table 1 shows the 

differences between spell checkers for languages with 

few resources. Table 2 looks at spell correction models 

that work in more than one language. These models, such 

as IndicBERT, MuRIL, and Amazon's spell checker, use 

contextual and probabilistic methodologies. Others deal 

with linguistic and morphological issues. 

Previously studies examined spellchecking in Indic 

languages by dictionary lookup  [24], root-based 

matching [3], hybrid linguistic methodologies [30], and 

deep learning  [19]; nevertheless, these systems exhibit 

notable deficiencies. Rule-based systems like Jodani for 

Gujarati or HINSPELL for Hindi do a good job of 

finding errors, but they don't take context into account, so 

they can't tell the difference between real-word errors 

(such homophones or words that look similar). Hybrid 

approaches created for Tamil and Dogri enhance 

identification via stemming or POS-based criteria; 

nonetheless, they are still language-specific and do not 

adapt well to the orthographic complexity of Gujarati 

(diacritics, compound characters). Neural methods, like 

LSTM-based rectification for Malayalam or GRU-based 

ASR augmentation for Gujarati [34], show gains in 

context, but they are constrained by datasets that are 

particular to a certain field, a lack of generalization, and 

high computing needs. 

 

Figure 3: Novel and hybrid Spelling and Grammar Error Correction approaches for Gujarati Language using 

Peter Norvig with GRU – GUJAPUBRIJ Model 
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Multilingual transformer models (IndicBERT [35], 

MuRIL [36], XLM-R [37]) provide strong contextual 

embeddings, but they have two problems when it comes 

to correcting Gujarati spelling: (i) they are pre-trained on 

mixed Indic corpora without domain adaptation, which 

makes them bad at Gujarati morphology, and (ii) they 

need too many resources to be useful for lightweight 

deployment. These gaps highlight the need for a context-

aware, Gujarati-specialized spellchecking approach that 

balances linguistic coverage with computational 

efficiency. 

4 Proposed GUJAPUBRIJ and 

GUJBRIJAPU Models 
The proposed Gujarati spell checker models are 

founded on Peter Norvig’s algorithm, which applies 

probabilistic methods and edit-distance operations for 

error correction using a Gujarati lexicon. Although 

effective in detecting typographical errors within a 

predefined dictionary, this approach is limited by its lack 

of contextual awareness. To overcome this limitation, 

two enhanced models were developed: the 

GUJAPUBRIJ model, incorporating a GRU-based neural 

network, and the GUJBRIJAPU model, leveraging 

IndicBERT for contextual analysis. For ease of reference 

and novel identification, the models were named after the 

contributing researchers, Apurva and Brijehkumar. This 

approach represents a significant advancement in 

context-aware spell checking for Gujarati and contributes 

to strengthening NLP resources for low-resource Indic 

languages by delivering improved accuracy, reliability, 

and applicability.  

4.1 Novel and hybrid spelling and 

grammar error correction approaches 

for Gujarati language using Peter 

Norvig with GRU – GUJAPUBRIJ 

model 

The GUJAPUBRIJ model combines Peter Norvig's 

probabilistic spell correction with a GRU-based neural 

network to make it more accurate and aware of the 

context. A carefully chosen Gujarati vocabulary was 

used as the reference dictionary to make sure that any 

adjustments made through insertions, deletions, 

substitutions, and transpositions were correct from a 

language point of view. 

TensorFlow's Tokenizer split the input text into 

tokens (using <UNK> for OOV words) and added 

 

Figure 4: Novel and hybrid Spelling and Grammar Error Correction approaches for Gujarati Language using Peter 

Norvig with IndicBERT- GUJBRIJAPU Model 
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padding to make them all the same size. The GRU 

network then took these sequences and used them to 

choose the most appropriate correction from the top five 

choices that were within edit distance 1–2. This 

preparation pipeline made sure that both the spelling and 

the meaning were correct. 

The proposed GUJAPUBRIJ novel model for the 

Gujarati text spelling checker based on Peter Norvig and 

GRU are depicted in Figure 3.  

Peter Norvig's approach fixes mistakes by utilizing 

edit distance and probability. This works well for typos 

within words, but it needs a defined lexicon and doesn't 

know what the context is. On the other hand, GRU-based 

neural networks work with sequential language input, 

taking into account how words are related to each other 

in context to improve grammar checks and deal with 

real-world mistakes that Norvig's method can't fix. 

4.2 Novel and hybrid Spelling and 

grammar error correction approaches for 

Gujarati Language using Peter Norvig with 

IndicBERT – GUJBRIJAPU model  

The GUJBRIJAPU model builds a Gujarati spell 

checker by moving from dictionary-based methods to a 

BERT-based framework that can rank phrases based on 

how well they fit in with the context as shown in Figure 

4. The preprocessing pipeline uses lexical normalization 

and semantic validation. It starts with a cleaned Gujarati 

corpus to make the reference vocabulary. 

The input text is broken up into tokens, and for each 

token, Peter Norvig's probabilistic method creates 

possible repairs by using edit-distance operations 

(insertions, deletions, replacements, transpositions) that 

have been changed for Gujarati. Candidates that follow 

spelling guidelines are ranked, and the top five (with an 

edit distance of 1–2) are chosen for further testing. 

To add context, candidate-corrected sentences were 

run using IndicBERT, a multilingual model that has 

already been trained on Indian languages, to make 

contextual embeddings. A scoring system (masked 

language modeling or sentence-level probability) 

selected choices based on how well they fit semantically. 

The sentence with the best score was chosen as the 

correction. This two-step technique worked well for both 

real and non-word errors by combining lexical correction 

with contextual relevance. Tokens were turned into dense 

embeddings and improved by IndicBERT's self-attention 

layers, which made the grammar and spelling more 

accurate overall. The mMML model based on BERT was 

used to make the spell checker more accurate and faster. 

The Sentence Scoring Model (which checks the validity 

of sentences) was chosen for Gujarati because it does a 

good job of ranking candidate sentences by accuracy. 

5 Experimental evaluation and 

Analysis of the proposed model 
To develop a Gujarati language dataset for the study, 

data was sourced from publicly available resources 

provided by the Ekatra Foundation, accessible via 

https://www.ekatrafoundation.org/. Additionally, a 

curated Google Drive folder containing extensive 

Gujarati textual data was utilized 

(https://drive.google.com/drive/folders/17gskNhAGgzOp

ncOh2VsAKC4Fc0ju5GaC?usp=sharing). Over 100,000 

sentences were initially collected from these sources. The 

preprocessing of the dataset includes converting to 

lowercase Unicode NFC, managing compound characters 

and diacritics specifically for the Gujarati language 

(ZWJ/ZWNJ), removing duplicates, stripping 

punctuation, and selecting sentences based on length. 

Peter Norvig's edit-distance approach was modified for 

the Gujarati script and diacritics, and it was used for 

candidate generation. For training, the Hugging Face 

IndicBERTv2-SS AutoTokenizer could handle sentences 

up to 128 tokens in length, and for inference, it could 

handle sentences up to 512 tokens in length, therefore it 

could handle lengthier candidate sentences. After 

performing a thorough data cleaning and preprocessing 

process to ensure quality and relevance, a final dataset 

comprising 20,000 sentences was created. This refined 

dataset includes both correct and erroneous sentence 

pairs, making it suitable for tasks such as spell error 

correction and language model training. A dataset of 

20,000 sentences has been divided into one of two 

groups:  

1. Sentences that are grammatically and 

orthographically correct.  

2. Incorrect sentences that have common spelling 

and grammar mistakes that are common in Gujarati. 

To make supervised learning easier, sentences were 

given probability-based labels: 0.9 for right and 0.1 for 

wrong. This rating helped the model learn how to tell the 

difference between valid and invalid text using 

regression. To make sure that the evaluation was strong, 

the dataset was split into 16,816 training samples and 

4,204 validation samples. The GUJAPUBRIJ (Peter 

Norvig + GRU) and GUJBRIJAPU (Peter Norvig + 

IndicBERT) models were trained using the dataset that 

had been built up. The training process was mostly about 

regression-based fine-tuning, which meant that the model 

gave each potential sentence a likelihood score. Then, a 

rating system was used:  

1. Predicted scores were used to rank the candidate 

sentences.  

2. The sentence with the greatest probability score 

was chosen as the one that was most likely to be correct. 

This improvement made the GUJBRIJAPU model better 

at correcting context by letting it tell the difference 

between small spelling problems and big grammar 

issues. The GUJAPUBRIJ model converged quickly, 

getting about 100% training accuracy in just two epochs. 

The validation accuracy also stabilized close to 100%. 

This meant that the model not only learned the training 

patterns by heart, but it also worked well with new 

validation data. This indicates that the model is not Over  

Fitting; instead, it is showing that it can generalize well 

on the validation set.     
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Figure 5: Training and Testing accuracy for Novel and hybrid Spelling Error Correction approaches for Gujarati 

Language using Peter Norvig with GRU – GUJAPUBRIJ Model 

 

Figure 6: Training and validation loss for Novel and hybrid spelling error correction approaches for Gujarati 

Language using Peter Norvig with GRU- GUJBRIJAPU Model 

Table 3: Performance analysis of Novel and hybrid spelling correction approaches for Gujarati language 

GUJAPUBRIJ and GUJBRIJAPU Model 

Evaluation     

                 

Parameters 

Peter Norvig with GRU – 

GUJAPUBRIJ Model 

Peter Norvig with IndicBERT – 

GUJBRIJAPU Model 

Incorrect 

sentences (in %) 

Correct 

Sentences (in %) 

Incorrect 

sentences (in %) 

Correct 

Sentences (in %) 
Accuracy 71.00 85.00 84.79 93.49 
Precision 71.00 84.00 86.21 94.46 
Recall 71.00 85.00 83.54 90.13 
F1 Score 70.00 84.00 85.74 91.59 
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Figure 7: train/loss plot for Novel and hybrid Spelling Error Correction approaches for Gujarati Language using 

Peter Norvig with IndicBERT – GUJBRIJAPU Model 

 

Figure 8: eval/loss plot for Novel and hybrid Spelling Error Correction approaches for Gujarati Language using 

Peter Norvig with IndicBERT – GUJBRIJAPU Model 

 

But the validation accuracy being so high could also be 

due to the dataset itself, like its small size or the fact that 

the training and validation samples are quite comparable. 

This is something to keep in mind when looking at these 

results. The Table 3 shows accuracy statistics were 

achieved for correct and incorrect sentences for both the 

proposed models.  

The Figure 5 shows the graph for training and 

validation accuracy while Figure 6 shows the graph for 

training and validation loss. 

Training epochs and results for the GUJBRIJAPU 

Model based on Peter Norvig with IndicBERT are 

plotted as shown in Figure 7 and Figure 8. 

For the GRU-based GUJAPUBRIJ model, we used 

Random Search with Keras Tuner to find the best 

hyperparameters in the following space: embedding 

dimensions {64, 96, 128, 160, 192, 224, 256}, GRU  

 

 

 

hidden units {32, 64, 96, 128}, dropout {0.1–0.5}, and 

learning rates {1e-3, 1e-4, 1e-5}. The batch size was  

fixed at 32 and the maximum number of trials was 10. 

The best setup, which was determined based on the 

validation F1-score, was: Embedding dimension = 128 

(adding more dimensions made the model fit too well 

without improving performance), GRU hidden units = 64 

(enough power without making training take longer or 

increasing the danger of overfitting), Dropout = 0.3 (kept 

training stable while keeping it from underfitting at lower 

rates), Learning rate = 1e-3 (this made the process go 

faster than 1e-4 or 1e-5), with 10 epochs and 32 batches. 

This system found a good balance between being 

complicated and being able to apply to a lot of different 

situations. To reduce the amount of processing power 

needed, each configuration was only performed once 

(executions_per_trial=1). We recognize that random 

initialization creates variation; in subsequent research, 
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multiple seeds will be employed for reliable significance 

reporting.  

The AI4Bharat/IndicBERTv2-SS model served as 

the basis for the GUJBRIJAPU model, which was then 

fine-tuned on the 20,000-sentence Gujarati dataset we 

talked about earlier. To help with regression-based 

training, each sentence was given a probability score (0.1 

for wrong, 0.9 for right). We used AdamW to improve 

the model. The learning rate was 2e-5, the batch size was 

16, there were three epochs, the weight decay was 0.01, 

and the binary classification loss was changed to work 

with regression-style output. This made sure that the 

model could score potential sentences based on how well 

they fit in with the context. We used general-purpose 

IndicBERT, but we note that using bigger Gujarati-only 

corpora for domain adaptation could boost rectification 

performance even more and is something we will explore 

on in the future. The Table 4 and Table 5 shows the 

hyperparameters details for both the proposed model. 

The entire study was conducted on Google Colab 

with an NVIDIA Tesla T4 GPU (16GB). The software 

environment included Python 3.10, PyTorch 

2.0.1+cu118, Hugging Face Transformers 4.30.2, 

Datasets 2.13.0, and CUDA 11.8, as well as Weights & 

Biases (wandb), pandas, and numpy. We used the 

Hugging Face Trainer API with AdamW optimization, a 

weight decay of 0.01, and a binary classification loss that 

was changed to work with regression-style outputs for 

training. You can use PyTorch, NumPy, and Python's 

random module to set random seeds so that your results 

are the same every time you run the program. You can 

also turn on deterministic cuDNN mode. 

6 Discussion and comparative 

evaluation of the proposed 

GUJAPUBRIJ and GUJBRIJAPU 

model 
Two context-aware Gujarati spell-checking models: 

the GRU-based GUJAPUBRIJ (blue solid line with 

triangles) and the IndicBERT-based GUJBRIJAPU 

(green dashed line with squares) are compared in the 

Figure 9 and Figure 10 graph on the basis of Accuracy, 

precision, recall and F1 score with the metric values 

displayed on the y-axis (percentage scale) and the metric 

types arranged on the x-axis for incorrect sentences and 

correct sentences respectively. 

The comparative assessment demonstrates that the 

IndicBERT-based GUJBRIJAPU Model substantially 

outperforms the GRU-based GUJAPUBRIJ Model across 

all principal performance metrics as shown in Table 7.  

Table 4: Hyperparameter tuning for the Novel and hybrid Spelling Correction approach for Gujarati Language using 

Peter Norvig with GRU- GUJAPUBRIJ Model 

Hyperparameter Range / Value Description 

embedding_dim 64 to 256 (step=32) 
Size of embedding vectors, tuned using Keras 

Tuner 

gru_units 32 to 128 (step=32) 
Number of units in GRU layer, tuned using Keras 

Tuner 

input_length max_seq_length from data Length of padded sequences 

Optimizer Adam Optimization algorithm used for training 

Loss Binary Crossentropy Loss function for binary classification 

Metrics Accuracy Evaluation metric during training and validation 

tuning method Random Search 
Keras Tuner with 10 trials and validation accuracy 

goal 

Table 5: Hyperparameter tuning for the Novel and hybrid Spelling Correction approach for Gujarati Language using 

Peter Norvig with IndicBERT – GUJBRIJAPU Model 

Parameter Value Description 

Model ai4bharat/IndicBERTv2-SS Pretrained Indic language transformer model 

Number of Labels 1 Binary classification setup 

Tokenizer AutoTokenizer (from model) Handles subword tokenization using the same model 

Optimizer Adam Adaptive Moment Estimation (default in Trainer) 

Learning Rate 2e-5 Fine-tuning rate for BERT parameters 

Batch Size 16 Per-device mini-batch size 

Number of Epochs 3 Number of full passes over training data 

Weight Decay 0.01 L2 regularization strength 

Evaluation Strategy Epoch Evaluate after every epoch 

Loss Function 
Binary Cross Entropy (via 

Trainer) 
Used for sentence-level scoring 

Compute Metrics 
Custom scoring (e.g., 

accuracy or ranking) 
Contextual ranking of candidates 
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Figure 9 Comparative analysis of both the proposed model on incorrect sentences 

 

Figure 10: Comparative analysis of both the proposed models for correct sentences 

 

Table 6: Comparative analysis of proposed GUJAPUBRIJ/GUJBRIJAPU model with Jodani [3] 

Feature Peter Norvig with GRU / 

IndicBERT– 

GUJAPUBRIJ/GUJBRIJAPU 

Jodani [3] 

Spelling Correction Deep- learning based approach Rule based 

Grammar Checking Yes No 

Contextual Understanding Yes No 

Efficiency & Speed More Computation power Faster and lightweight 

Scalability & Learning Can be fine-tuned Predefined rules are used. 

Use case NLP applications (Chatbots, 

Translation, Gujarati Grammar 

Checking) 

Word Processing, Typo Correction 

                                  

                                          Table 7: Performance analysis of proposed model with Jodani [3] 

Metric Peter Norvig with GRU-

GUJAPUBRIJ 

Peter Norvig with IndicBERT-

GUJBRIJAPU 

Jodani [3] 

Accuracy 85.00% 93.49% ~87-90% 

Precision 84.00% 94.46% ~89.00% 

Recall 85.00% 90.13% ~86.00% 

F1 Score 84.00% 91.59% ~87.00% 
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The GUJBRIJAPU model is more reliable when it 

comes to handling both real-world and non-word errors 

since it has higher accuracy (93.49% vs. 85.00%), 

precision (94.46% vs. 84.00%), recall (90.13% vs. 

85.00%), and F1-score (91.59% vs. 84.00%). It is 

important to note that it lowers the number of false 

positives and misclassifications of wrong sentences, 

which leads to more context-aware and linguistically 

correct repairs. These results show that GUJBRIJAPU is 

a strong Gujarati spell and grammar checker, which sets 

the stage for further improvements and changes for 

specific fields. 

The Novel Peter Norvig and GRU/IndicBERT based 

GUJAPUBRIJ/GUJBRIJAPU Model context aware 

spelling checker for Gujarati Text is compared with 

Jodani which a spellchecker tool for Gujarati that finds 

mistakes and fixes them while also suggesting ways to be 

more accurate. Jodani boosts accuracy by combining 

rule-based and statistical methods and uses a 

predetermined Gujarati vocabulary to identify misspelled 

words using edit distance and phonetic comparableness. 

It deals with orthographic mistakes such as missing 

characters, transposition, addition, and substitution using 

phonetic similarities, N-gram models, and Peter Norvig's 

technique for correcting spelling to enhance precision. 

The IndicBERT-based GUJBRIJAPU model 

outperforms both the GRU-based GUJAPUBRIJ and the 

rule-based Jodani on all important measures. Its higher 

accuracy (93.49%) and precision (94.46%) show that it 

as fewer false positives and more reliable corrections. Its 

higher recall (90.13%) shows that it is better at finding 

real-world and non-word errors. GUJBRIJAPU is better 

than Jodani because it can check grammar and grasp 

context, while Jodani can only fix spelling mistakes 

using edit distance and phonetic similarity. It can find 

and fix grammar-sensitive mistakes by using contextual 

embeddings, which makes it better for NLP tasks like 

grammar checking, translation, and conversational 

systems. The key trade-off is the cost of computing: 

GUJBRIJAPU is slower and uses more resources than 

Jodani, which is still light and useful for speedier 

programs like word processors. Some unusual and code-

mixed terms were misclassified, which means that more 

training and domain adaptation are needed. This 

technique is new since it combines IndicBERT for 

understanding context, Peter Norvig's algorithm for 

generating candidates, and neural sequence modeling for 

grammar sensitivity. This integration goes beyond small 

changes and offers a unified, context-aware spelling and 

grammar checker for Gujarati. This is better than current 

systems that only fix spelling based on rules. Table 6 

compares the proposed models with Jodani  [3], The 

researcher’s proposed work is based on deep learning 

and includes a comparison with a rule-based approach. 

Currently, there is no existing spell checker developed at 

an individual level for direct comparison. Therefore, to 

clearly demonstrate the novelty of the research, a 

comparative analysis with the older rule-based system 

has been included. Although this comparison may not be 

technically perfect, it helps in better understanding the 

improvement and effectiveness of the proposed model. 

From this comparison, researchers demonstrate the 

novelty and effectiveness of their proposed work. 

7 Conclusion 
Spell and grammar checkers are vital to natural 

language processing (NLP) because they detect and fix 

mistakes in textual input. Although a lot of study has 

been done on English and other generally spoken 

languages, the regional languages of India provide 

special difficulties because of their complicated 

morphology, sophisticated phonetic patterns, and 

different scripts. The study carried out in this article 

emphasizes how difficult context aware spell checking in 

Indian regional languages especially Gujarati is given 

their intricate linguistic systems. The novel and hybrid 

error detection and correction approach based on Peter 

Norvig's spelling correction algorithm in collaboration 

with GRU (GUJAPUBRIJ Model) neural networks and 

IndicBERT (GUJBRIJAPU Model) are proposed and 

assessed. With outstanding accuracy, precision, recall, 

and F1-score, IndicBERT regularly exceeded GRU 

among the evaluated models. For all important criteria, 

Peter Norvig's method combined with IndicBERT means 

GUJBRIJAPU Model showed the best performance;  

Thus, it is the most dependable method for context aware 

grammar correction in Gujarati literature. Jodani, rule- 

based spell checker for Gujarati, suffers with 

grammatical precision and lacks contextual knowledge 

even if it offers a quick rule-based fix for spelling errors. 

On the other hand, the Peter Norvig with IndicBERT 

GUJBRIJAPU Model is perfect for uses needing 

excellent contextual understanding since it uses deep 

learning to precisely identify spelling and grammatical 

mistakes. Still, Jodani is a good choice in situations 

requiring speedier processing with reduced computing 

burden. With improved accuracy and contextual 

awareness, the Peter Norvig with IndicBERT 

GUJBRIJAPU Model eventually seems to be the most 

solid approach for Gujarati language processing. Its 

capacity to lower false positives, increase classification 

accuracy, and offer thorough error correction makes it a 

useful tool for many NLP uses where linguistic accuracy 

is crucial. The computation overload can be reduced in 

future to improve the performance of the Peter Norving 

with IndicBERT GUJBRIJAPU model. Moreover, the 

proposed models are unable to identify the error related 

to punctuations which can be improved in future.  
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