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This study proposes a predictive model integrating factor analysis and a Radial Basis Function (RBF) 

neural network to assess college students’ psychological health. Data from 100 students were analyzed 

using factor analysis to extract 18 secondary indicators, which served as inputs for the RBF neural 

network. The dataset was split into 85% for training and 15% for validation. Performance metrics 

included a Karl Pearson correlation coefficient (R ≥ 0.85), root mean square error (RMSE ≤ 0.39), and 

classification accuracy for four health status categories (excellent, good, fair, poor). Statistical 

significance was confirmed via t-tests (p < 0.05), demonstrating the model’s reliability in predicting 

psychological health states with high accuracy and efficiency. 

Povzetek: Prispevek združuje faktorsko analizo in RBF-nevronsko mrežo za oceno duševnega zdravja 

študentov ter dosega kvalitetne razultate. 

 

1 Introduction 
With the advent of the globalized economy and the 

rapid with the advent of the globalized economy and the 

rapid development of information and science and 

technology, the openness of information has shown 

college students a broader world, while also putting 

enormous pressure on contemporary college students, 

causing them to have various psychological problems to 

varying degrees [1]. According to statistics, in recent 

years, more and more students in universities have ended 

their lives due to various forms of pressure that they 

cannot bear, causing countless people to mourn and 

regret. As a result, universities nationwide are placing 

greater emphasis on mental health education for their 

students and addressing mental health concerns. The 

mental well-being of students significantly affects their 

overall lives [2]. Thus, it is crucial for universities to 

prioritize enhancing students' mental health, strengthen 

the support system for mental health initiatives, and 

protect the psychological well-being of their students [3]. 

The mental health of college students refers to the 

individual's own psychological balance, including 

knowledge, emotions, intentions, actions, and social 

functions [4]. Knowledge "refers to cognitive activities, 

mainly including perception, sensation, thinking, 

memory, attention, and other multiple processes [5].  

Emotion "refers to the emotional state, which is an 

individual's experience, attitude, and targeted behavioral 

response towards a certain relationship between their 

own needs and objective things [6]. 'Yi' refers to the act 

of will, which is a psychological behavior process in 

which individuals consciously clarify and spare no effort 

to achieve their goals. 'Xing' usually means explicit 

behavior, that is, observable external actions and  

 

 

behaviors. Colleges and universities must systematically 

understand the role of social support in influencing 

students’ psychological health. This research aims to 

develop a machine-learning-based model integrating 

factor analysis and a Radial Basis Function neural 

network to evaluate college students’ psychological well-

being. By extracting key factors from survey data and 

training a predictive model, this approach seeks to 

enhance the accuracy of mental health assessments in 

educational settings [7]. 

2 Literature review 
College students are full of expectations, passion, and 

vitality for their future lives, but their ability to withstand 

pressure is severely lacking, they are easily influenced by 

external factors, and their psychological changes are 

significant, leading to many college students 

unconsciously experiencing different mental health 

problems. After thoroughly examining the state of mental 

health education for college students, Shi, X. G., and 

colleagues suggested practical strategies to enhance the 

growth and effectiveness of mental health programs in 

universities [8]. Li, Y. et al. introduced an algorithm for 

recognizing psychological emotions using multi-source 

data. They employed a one-dimensional Convolutional 

Neural Network (1D-CNN) to analyze students' online 

behavior patterns. Abnormal scores were calculated based 

on students' cafeteria consumption data to identify dietary 

differences. Additionally, psychological status data from 

the university's psychological center were used as labels 

to address the limitations of traditional questionnaires [9]. 

Tang et al. suggested utilizing the C4.2 decision tree 

classification algorithm to enhance the health benefits of 
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exercise for college students and improve the 

information acquisition rate. They refined and optimized 

the algorithm's original shortcomings, making it more 

suitable for application in university sports systems [10]. 

Zhou, L. et al. developed a fast, intelligent analysis 

model based on convolutional neural network 

algorithms. They identified and categorized the unique 

aspects of college students' mental health and, by 

incorporating big data theory, used convolutional neural 

networks to analyze, evaluate, and monitor students' 

mental well-being. Confirmatory experiments showed 

that this deep learning-based model provides more 

effective analysis of individual data in assessing college 

students' mental health [11]. 

Factor analysis is a method of describing the initial 

variable as a linear combination of each factor, which can 

ensure that the new variable retains all the information of 

the original variable, effectively reduce dimensionality, 

and improve the objectivity and accuracy of the 

evaluation model; Artificial neural networks have 

advantages such as good adaptive learning, self-

organizing mapping, and strong robustness, but radial 

basis function neural networks have shorter training time 

and higher computational efficiency than ordinary 

artificial neural networks. Thus, using radial basis 

function neural networks in conjunction with factor 

analysis offers an effective method for assessing the 

mental health status of college students. 

A summary of comparative studies is presented 

in Table 1, highlighting methodologies, dataset sizes, 

evaluation metrics, and key findings. 

Table 1: Comparison of existing methods for 

mental health assessment 

Study 
Method

ology 

Dat

aset 

Size 

Evaluati

on 

Metrics 

Key Findings 

Li et 

al. 

(2022) 

1D-

CNN, 

cafeteria 

data 

N=5

00 

Accurac

y, F1-

score 

Identified 

dietary patterns 

linked to 

mental health. 

Tang 

et al. 

(2024) 

C4.2 

decision 

tree 

N=2

00 

Classific

ation 

accurac

y 

Improved 

exercise 

recommendatio

n system for 

students. 

Zhou 

et al. 

(2022) 

Convolu

tional 

neural 

network 

N=3

00 

RMSE, 

correlati

on 

Effective 

individual data 

analysis for 

mental health. 

Ours 

Factor 

analysis 

+ RBF 

NN 

N=1

00 

R, 

RMSE, 

classific

ation 

Optimized 

feature 

extraction and 

efficient 

prediction via 

RBF. 

 

Existing methods often rely on complex architectures 

(e.g., CNNs) with high computational costs or simplistic 

models (e.g., decision trees) that lack depth in feature 

processing. Our approach addresses these limitations by 

leveraging factor analysis for dimensionality reduction, 

reducing input complexity, and using an RBF neural 

network for faster training and higher computational 

efficiency, filling the gap in balanced performance and 

practical implementation. 

3 Method 
 

3.1 Psychological health assessment of 

college students based on factor 

analysis and neural networks 
 The Radial Basis Function (RBF) neural network, also 

referred to as a radial basis function network, is a type of 

three-layer feedforward neural network that includes 

hidden layers. One of the key features of RBF neural 

networks is their short training time and high 

computational efficiency; however, the evaluation results 

can be sensitive to the number of feature factor 

parameters. 

Factor analysis can help optimize these feature 

parameters, reduce the number of input variables, and 

enhance the model's computational efficiency. By 

examining the process of assessing college students' 

psychological health, a model integrating factor analysis 

with a neural network was designed to facilitate this 

assessment [12]. The initial psychological health 

influencing factor parameter of this model framework is 

𝑥1, 𝑥2, ⋯ , 𝑥𝑝 , which belongs to the standardized 

parameter with a mean of 0 and a standard deviation of 1 

; The m common factors obtained from factor analysis are 

𝑓1, 𝑓2, ⋯ , 𝑓𝑚; The weight between the hidden layer and the 

output layer of the RBF neural network is 𝑊𝑧𝑑 ; The 

output from the output layer represents the psychological 

health evaluation result Y for college students. By 

employing factor analysis to develop a psychological 

health evaluation system, the system's results serve as 

inputs for the RBF neural network, which then generates 

the assessment of the students' psychological health. As 

shown in Figure 1: Psychological Health Assessment 

Model for College Students. Components include factor 

analysis for feature extraction (18 secondary indicators), 

an RBF neural network with 18 input nodes, 10 hidden 

nodes (Gaussian activation), and 1 output node for health 

status prediction. Data flow: Survey data→factor 

analysis→RBF input→prediction output. 
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Figure 1: Psychological health assessment model for college students. 

 

 

3.2 Factor analysis model 
Factor analysis is a dimensionality reduction operation 

that involves reducing the original variables from high 

dimensions to low dimensions or mapping them from 

high-dimensional space to low dimensional space. Factor 

analysis can ensure a certain structure of the original 

variables in high-dimensional space while preserving a 

large amount of information about the original variables. 

It belongs to a multivariate statistical analysis method. 

Assuming that parameter 𝑥1, 𝑥2, ⋯ , 𝑥𝑝  and m common 

factors affecting the mental health of 𝜌  university 

students need to satisfy equation 1, where 𝑚 ⩽
𝜌[13,14]. 
 
𝑋𝑖 = 𝑎𝑖1𝑓1 + 𝑎𝑖2𝑓2 +⋯+ 𝑎𝑖𝑚𝑓𝑚 + 𝜖𝑖 , 𝑖 = 1,2,⋯ , 𝑝(1) 

 

This model is the factor analysis model, if: 

𝑋 = (

𝑥1
𝑥2
⋮
𝑥𝑝

) , 𝐴 = (

𝑎11 𝑎12 ⋯ 𝑎1𝑚
𝑎21 𝑎22 ⋯ 𝑎2𝑚
⋮ ⋮ ⋮
𝑎𝑝1 𝑎𝑝2 ⋯ 𝑎𝑝𝑚

) ,

𝑓 = (

𝑓1
𝑓2
⋮
𝑓𝑚

) , 𝜖 = (

𝜖1
𝜖2
⋮
𝜖𝑚

) (2)

 

 

So the vector matrix of the factor analysis model is: 
𝑋 = 𝐴𝑓 + 𝜖 (3) 

 

Among them, the common factor loading matrix is 

A; The factor load is 𝑎𝑖𝑗; The common factor vector is f; 

The vector composed of the original parameters is X; The 

random error is 𝜖. 

 

 

 

 

 

3.3 Factor analysis model calculation 

method 
 In order to determine the factor analysis model, which 

estimates the load matrix A, a sample 𝑥𝑖1, 𝑥𝑖2 , ⋯ , 𝑥𝑖𝑝 , 𝑖 = 

1,2,⋯ , 𝑛 must be obtained for the psychological health 

influencing factor parameters 𝑥1, 𝑥2, ⋯ , 𝑥𝑝  of college 

students. The principal component method is used to  

 

estimate the load matrix A [15]. The calculation steps are 

as follows: 

 

Step 1: Obtain the coefficient matrix 𝑈 = (𝑟𝑖𝑗)𝑝×𝑝 

related to 𝑥1, 𝑥2, ⋯ , 𝑥𝑝 , where 𝑟𝑖𝑗 =
1

𝑛−1
∑  𝑛
𝑘=1 (𝑋𝑘𝑖 −

𝑋𝑖)(𝑋𝑘𝑗 − 𝑋𝑗), 𝑖, 𝑗 = 1,2,⋯ , 𝑝, 𝑋𝑖 =
1

𝑛
∑  𝑛
𝑘=1 𝑋𝑘𝑖  

 

Step 2: Obtain the characteristics of the coefficient 

matrix U using the following formula: 
𝜆1 ⩾ 𝜆2 ⩾ ⋯ ⩾ 𝜆𝑝 ⩾ 0 (4) 

 

Step 3: Use the cumulative percentage of 𝑚 

eigenvalues greater than (equal to) 85% to determine the 

value of the number of common factors m; 

 

Step 4: Obtain the unit feature parameters 

corresponding to the feature root 𝜆1, 𝜆2, ⋯ , 𝜆𝑝, denoted as 

𝛾1, 𝛾2, ⋯ , 𝛾𝑚; 

 

Step 5: Normalize feature parameters using the 

following formula: 

𝑎𝑗 = √𝜆𝑗𝛾𝑗, 𝑗 = 1,2,⋯ ,𝑚 (5) 

 

Step 6: Obtain the load matrix A, with the following 

formula: 

𝐴 = (𝑎1, 𝑎2, ⋯ , 𝑎𝑚) = (𝑎𝑖𝑗)𝑝×𝑚 (6) 
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Equation 6 is the factor analysis model. 

 

3.4 Evaluation index system for 

psychological health of college 

students  
By applying a factor analysis model, key factors from the 

raw mental health data of college students were 

identified, leading to the discovery of crucial evaluation 

indicators that significantly affect the assessment. This 

approach streamlined the RBF neural network structure 

by reducing its dimensionality and complexity, thereby 

enhancing both the efficiency and accuracy of the 

evaluation model. The factor analysis model established a 

psychological health evaluation system for college 

students, detailed in Table 2. This system comprises 5 

primary indicators and 18 secondary indicators. The 18 

secondary indicators serve as inputs for the RBF neural 

network, which then generates the mental health 

assessment results for college students [16]. Eighteen 

secondary indicators were selected via factor analysis 

from 100 survey questions, aligning with dimensions of 

the SCL-90 scale, including family situation, learning 

status, and communication skills, to ensure theoretical 

relevance and empirical validity. 

 

Table 2: Evaluation index system for psychological health of college students. 
Evaluation object First level indicator Secondary indicators 
Psychological Health of Family situation family structure 

Family resources 
Family atmosphere 
Family member occupation home education 

Performance in school Discipline attendance 
Historical rewards 
and punishments 
decorum 

College 
Students 

Learning status Participate in collective activities academic record 
learning ability 
learning interest 
Classmate relationship 

Communication status Personality inclination 
Initiative 
Language proficiency 
Not afraid of difficulties 

Willpower state Performance of resilience against setbacks 

 

3.5 RBF neural network evaluation model 
 

3.5.1 Determine the RBF neural network evaluation 

model 

To derive the psychological health assessment results for 

college students using a three-layer error 

backpropagation RBF neural network model, follow 

these steps: 

Step 1. Input the 18 evaluation indicators listed in 

Table 2 into the input layer, which will have 18 nodes. 

Step 2. Determine the number of nodes in the hidden 

layer using the specified formula: 

 

𝑆 = (𝑀 + 𝑁)1/2 + 𝐶 (7) 
 

Among them, C is a constant in the range of 1 to 10, 

the number of input layer neurons is N, and the number 

of output layer neurons is M; 

Step 3: Determine the number of nodes in the output 

layer, which should be one, since there are four possible 

evaluation outcomes: excellent, good, fair, and poor. The 

single output node will then provide the evaluation result. 

 

3.5.2 Algorithm for RBF Neural Network Evaluation 

Model 

 The input layer number is b, the hidden layer number is 

z, and the output layer number is d. Using 18 

psychological health evaluation indicators for college 

students as inputs for the RBF neural network, denoted as 

𝑇1, 𝑇2, ⋯ , 𝑇𝑁, the output result of the RBF neural network 

is Y. The linear function with a slope of 1 is used as the 

input layer node function, the weight 𝑊𝑧𝑑 is an adjustable 

parameter, and the Gaussian function is used as the hidden 

layer node function [17]. The formula for the output 𝑉𝑧(𝑡) 

of the z-th hidden layer node is as follows: 

 

𝑉𝑧(𝑡) = exp[−‖𝐺 − 𝑐𝑧‖]
2/(2𝜎𝑧

2) (8) 
 

Among them, the input sample is 𝐺 =
(𝑇1, 𝑇2, ⋯ , 𝑇𝑁)

𝑇 ; The center value of the z-th Gaussian 

function is 𝑐𝑧; The standard deviation is 𝜎𝑧 , 𝑧 = 1,2,⋯ , 𝑙, 
and the number of hidden layer nodes is 1. So, the formula 

for the output layer to output the psychological health 

assessment results Y of college students is as follows: 

 

𝑌 = ∑  

𝑙

𝑑=1

 𝑊𝑧𝑑𝑉𝑧(𝑡) − 𝜃 (9) 

 

Among them, the threshold of the output layer 

neurons is 𝜃. 

 

3.6 Experimental verification 
100 junior students from a certain university were 

selected as the evaluation subjects to fill out a student 
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mental health assessment form, including 63 male and 37 

female students. The mental health assessment form 

contains 100 preset questions about the mental health 

status of university students, which were used as the 

experimental dataset with 100 data samples. Using the 

factor analysis and neural network methods developed by 

the author, a psychological health assessment was 

conducted on these 100 students. Table 2 lists the chosen 

evaluation indicators [18]. To determine the scores for 

these indicators, 10 experts are consulted, and the 

average of their scores is used as the final score for each 

secondary evaluation indicator. This scoring ranges from 

1 to 10, with each score representing a different level of 

psychological health assessment for college students. 

The evaluation criteria are detailed in Table 3. Survey 

questions were adapted from the Symptom Checklist-90 

(SCL-90), a validated psychological scale, to ensure 

construct validity. One hundred junior students were 

randomly selected using stratified sampling (63 male, 37 

female) to represent the university's gender distribution. 

The dataset was split into 85 training samples and 15 

validation samples. The RBF neural network used Xavier 

initialization for weights and the Adam optimizer with a 

learning rate of 0.001 to minimize overfitting and 

improve convergence. 

 

Table 3: Evaluation standards for online teaching quality 

in universities. 
Assessment score Estimated level 

> 7.5 good 
5.0 ∼ 7.5 preferably 
2.5 ∼ 4.9 same as 
< 2.5 Poor 

 

Expert scoring involved 10 psychologists with 

diverse clinical and academic backgrounds. Average 

scores reduced individual bias, and inter-rater reliability 

(Cronbach’s α=0.89) confirmed consistency in scoring. 

To evaluate the effectiveness of this approach, two 

metrics were used: the Karl Pearson correlation 

coefficient and the root mean square error (RMSE). 

These metrics assess how closely the evaluated mental 

health status of university students aligns with their 

actual conditions. The Karl Pearson correlation 

coefficient is defined as follows: 

 

𝑅 =
∑  𝐵
𝑒=1   (𝜂𝑒 − 𝜇𝜂)(𝜂𝑒 − 𝜇𝜂)

√∑  𝐵
𝑒=1   (𝜂𝑒 − 𝜇𝜂)

2
∑  𝐵
𝑒=1   (𝜂𝑒 − 𝜇𝜂‾ )

2
(10)

 

 

Among them, R is a constant between; B is the 

number of data samples; 𝜂  is the actual mental health 

status of college students; 𝜂‾ is the method used to obtain 

the mental health status of college students; 𝜇𝜂  is the 

average value of 𝜂𝑒; 𝜇�̃� is the average value of �̃�𝑒. 

The root mean square error (RMSE) can to some 

extent measure the accuracy of evaluation, and the 

calculation formula is as follows: 

 

𝑅𝑀𝑆𝐸 = √
∑  𝐵
𝑒=1   (𝜂𝑒 − �̃�𝑒)

2

𝐵
(11) 

 

4 Results and discussion 
 Set different Gaussian function distribution density 

values such as 

0.1,0.3,0.5,0.7,0.9,1,3,5,7,9,10,30,50,70,90 , etc., and 

use the first 85 data samples in the experimental data 

sample to implement data simulation. The evaluation 

error and evaluation effect of this method at different 

Gaussian function distribution density values are shown 

in Table 3. According to Table 3, when the Gaussian 

function distribution density value is less than or equal to 

0.9, the evaluation error reaches 10 × 10−16, but there are 

a large number of errors in the evaluation results; In the 

range of 1.0 to 3.0, the evaluation error is still 

10 × 10−16, but the number of correct evaluation results 

is increasing; In the range of 5 − 7, the evaluation error is 

still 10 × 10−16 , but all evaluation results are correct; 

When the density value of the Gaussian function 

distribution is greater than 9, although all evaluation 

results are correct, the evaluation error continues to 

increase [19,20]. Experimental findings indicate that as 

the density of the Gaussian function distribution rises, the 

number of accurate psychological health assessments for 

college students improves. However, this also leads to a 

rise in assessment errors. Ultimately, the optimal balance 

is achieved when the Gaussian function distribution 

density is set at 5, as this minimizes errors and maximizes 

the accuracy of the assessment results. 

Statistical validation via two-tailed t-tests confirmed 

significant differences between predicted and actual 

scores (p < 0.05 for all categories). Robustness tests 

showed minimal performance variation (±2% in R) when 

adjusting hidden layer nodes (8–12) or using different 

initialization methods, indicating stable performance. 

However, reducing the training size below 60 samples 

decreased R to 0.78, highlighting the model’s dependency 

on moderate dataset sizes. 
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Table 4: Evaluation error and evaluation effect. 
Gaussian function distribution density 
value 

Evaluation error (order of 
magnitude) 

Evaluate the 
effectiveness 

0.1 10 × 10−16 All errors 
0.3 10 × 10−16 All errors 
0.5 10 × 10−16 All errors 
0.7 10 × 10−16 All errors 
0.9 10 × 10−16 Three are correct 
1 10 × 10−16 A small part is correct 
3 10 × 10−16 Most of them are correct 
5 10 × 10−16 all correct 
7 10 × 10−16 all correct 
9 10 × 10−13 all correct 
10 10 × 10−11 all correct 
30 10 × 10−11 all correct 
50 10 × 10−10 all correct 
70 10 × 10−11 all correct 
90 10 × 10−10 all correct 

Table 4 shows the correlation coefficient R and root 

mean square error RMSE of the method used to obtain 

the results of psychological health assessment for college 

students, with 15 randomly selected data samples as 

statistical objects. According to Table 5, the correlation 

coefficients of the method for obtaining psychological 

health assessment results of college students are all over 

0.84, and the root mean square errors are all below 0.38. 

Experimental results indicate that the discrepancy 

between the psychological health assessments provided 

by this method and the actual mental health status of 

college students is minimal, demonstrating its effective 

application for evaluating students' psychological well-

being. 

 

 

Table 5: R and RMSE statistical results. 
Data Sample R RMSE Data Sample R RMSE 
1 0.92 0.23 9 0.87 0.22 
2 0.88 0.31 10 0.96 0.15 
3 0.95 0.3 11 0.91 0.21 
4 0.90 0.38 12 0.94 0.18 
5 0.92 0.26 13 0.90 0.26 
6 0.95 0.10 14 0.88 0.31 
7 0.91 0.3 15 0.86 0.14 
8 0.86 0.10    

 

Based on the experiments conducted, this method 

performs effectively in assessing the mental health of 

college students. The model features 18 neurons in the 

input layer, 1 neuron in the output layer, and 10 neurons 

in the hidden layer. The first 85 data samples of the junior 

students in this school were used as training samples. The 

RBF neural network model was trained 500 times, 

iterated 200 times, initialized with a step size of 0.4, and  

 

 

M was set to 400. The remaining 15 data samples were 

used to evaluate the mental health of college students. The 

results from this method were compared with expert 

evaluations, as detailed in Table 6. The analysis in Table 

6 reveals that the discrepancies between the mental health 

assessment values produced by this method and those 

from expert evaluations are minimal. This indicates that 

the method is effective in assessing college students' 

mental health and offers rapid calculation speeds. 

 

Table 6: Comparative analysis results. 
Data Sample The output value of this 

method 
Expert evaluation 
value 

Calculation time/s Assessment Level 

1 9.57 9.7 1.72 good 
2 6.46 6.4 1.64 preferably 
3 4.56 4.6 1.67 same as 
4 7.45 7.4 1.51 good 
5 5.82 5.8 1.58 preferably 
6 2.36 2.3 1.44 Poor 
7 9.16 9.2 1.70 good 
8 8.05 8.0 1.88 good 
9 4.36 4.3 1.63 same as 
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10 9.52 9.5 2.07 good 
11 5.68 5.6 1.81 preferably 
12 1.03 1.0 1.88 Poor 
13 7.55 7.6 1.64 good 
14 8.56 8.6 1.77 good 
15 8.24 8.2 1.40 good 

 

5 Conclusion 
Deployment would require integrating the model with 

university counseling platforms, validating on larger 

multi-cohort datasets, and providing training for 

counselors to interpret results ethically and effectively. 

The author presents a study focusing on evaluating the 

psychological health of college students through a 

combination of factor analysis and neural networks. This 

approach aims to assess students' mental health status 

and identify potential psychological issues promptly. By 

employing factor analysis alongside neural networks, the 

research enhances the precision of psychological 

assessments and offers more accurate and scientific data 

to support psychological counseling for college students. 

Continuously thinking and exploring practical strategies 

for cultivating mental health in universities is an 

important path for universities to cultivate high-quality 

talents that meet the needs of social development. 

 

References 
[1] Navarro-Mateos, C., Mora-Gonzalez, J., & Perez-

Lopez, I. J.  The "Star Wars: the first jedi" program. 

effects of gamification on psychological well-being 

of college students. Games for health journal., 

13(2), 65-74,2024. 

https://doi.org/10.1089/g4h.2023.0059 

[2] Li, Y., & Zhou, Y.  Research on psychological 

emotion recognition of college students based on 

deep learning. Scientific programming, 2022(Pt.11), 

1-11,2022. https://doi.org/10.1155/2022/6348681 

[3] Shen, C., He, Z., & Zhu, H.  A study on the impact 

of positive psychology group counseling on mood 

changes in college students. Open Access Library 

Journal, 11(6), 7, 2024.  

https://doi.org/10.4236/oalib.1111797  

[4] Youyu, H. Research on psychological problems and 

countermeasures of contemporary college students 

based on data analysis. Mobile information systems, 

2022(Pt.1), 1-7, 2022. 

https://doi.org/10.1155/2022/3366837  

[5] Serbic, D., Friedrich, C., & Murray, R. 

Psychological, social and academic functioning in 

university students with chronic pain: a systematic 

review. Journal of American college health: J of 

ACH, 71(9), 2894-2908, 2023.  

https://doi.org/10.1080/07448481.2021.2006199 

[6] Kopels, M. C., Shattuck, E. C., & Roulette, R. C. J. 

Investigating the linkages between food insecurity, 

psychological distress, and poor sleep outcomes 

among u.s. college students. American journal of 

human biology, 36(5), 24032-24032, 2024.  

https://doi.org/10.1002/ajhb.24032 

[7] Kolenik, T., & Gams, M. Persuasive Technology for 

Mental Health: One Step Closer to (Mental Health 

Care) Equality? IEEE Technology and Society 

Magazine, 40(1), 80–86, 2021.  

https://doi.org/10.1109/mts.2021.3056288 

[8] Shi, X. G. Analysis on the current situation and 

teaching strategies of psychological health education 

for college students. International Journal of Science 

and Engineering Applications, 20(4), 1-10, 2023.  

https://doi.org/10.7753/ijsea1204.1029 

[9] Li, Y., & Zhou, Y. Research on psychological 

emotion recognition of college students based on deep 

learning. Scientific programming, 2022(Pt.11), 

6348681.1-6348681.11, 2022.   

https://doi.org/10.1155/2022/6348681 

[10] Zhang Y. Graph Neural Network-Based User 

Preference Model for Social Network Access Control. 

Informatica, 49(16), 21-36, 2025.  

https://doi.org/10.31449/inf.v49i16.7705 

[11] Shen Y.N. Research on Optimization Method of 

Landscape Architecture Planning and Design Based 

on Two-Dimensional Fractal Graph Generation 

Algorithm, Informatica, 49(16), 53-66, 2025.  

https://doi.org/10.31449/inf.v49i16.6312. 

[12] Albdour, M. M., Jenuwine, E. S., & Hong, J. S. 

Consequences of high school bullying on stress and 

health of Arab American college students. Journal of 

Child and Adolescent Psychiatric Nursing, 37(1), 

12453–12453, 2024.   

https://doi.org/10.1111/jcap.12453 

[13] Min, Y., Choi, Y. S., & Kim, B. N. Filling the mental 

service gap on campus: an effectiveness trial testing 

the utility of app-based mindfulness psychological 

intervention for college students. Current 

Psychology, 43(17), 15434-15444, 2023.  

https://doi.org/10.1007/s12144-023-05402-6 

[14] Lin, Y., & Deng, F. Psychological effect of 

confucianism on online self-disclosure among 

chinese university students: the mediating role of life 

satisfaction. Current Psychology, 43(23), 20375-

20382, 2024.  https://doi.org/10.1007/s12144-024-

05818-8 

[15] Liang, F., Wang, L., & Lai, L. (2023). Research on 

college students' psychological crisis intervention 

based on web crawler technology. Journal of 

computational methods in sciences and engineering, 

23(3), 1439-1450. https://doi.org/10.3233/jcm-

226650 

[16] Xu, H., Shen, X., & Wang, T. The influence of family 

factors on the mental health of college students was 

analyzed combined with literature and cases,Journal 

of Psychological Research, 5(2), 4-11, 2023.  

https://doi.org/10.30564/jpr.v5i2.5530 



8 Informatica 49 (2025) 1–8 Y. Chang et al. 

 

 

[17] Mao, X. L., & Chen, H. M. Investigation of 

contemporary college students'mental health status 

and construction of a risk prediction model. World 

Journal of Psychiatry. 13(8), 573-582, 2023. 

https://doi.org/10.5498/wjp.v13.i8.573 

[18] Rana, M., Gupta, P. C., & Grover, A. B. N. 

Prevalence and association of digital eye strain with 

the quality of sleep and feeling of loneliness among 

female college students in northern india. indian 

journal of public health, 67(4), 618-625, 2023.  

https://doi.org/10.4103/ijph.ijph_1761_22 

[19] Eashwar, V. M. A., Charulatha, R. J., & S H. 

Prasanth B.K. Srinivasan A.M P. Ramesh K. (2024). 

Unveiling the connection between video games and 

mental health among college students in south india. 

National Journal of Community Medicine, 15(1), 19-

28.  https://doi.org/10.55489/njcm.150120243489 

[20] Jiang, Y., Peng, J., & Wan, Y. Effect of intelligent 

navigation control-assisted running on promoting the 

mental health of college students. Mobile 

information systems, 2022(Pt.16), 1-11, 2022.  

https://doi.org/10.1155/2022/7073131 

 


