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The proposed work describes an improved functional link artificial neural network (FLANN) for 

classification. The improvement in terms of classification accuracy of the network is realized through 

differential evolution (DE) and filter based feature selection approach. Information gain theory is used 

to filter out irrelevant features and provide relevant features to the functional expansion unit of FLANN 

as an input, which in turn maps low to high dimensional feature space for constructing an improved 

classifier. To fine tune the weight vector of the given network, differential evolution is used. The work is 

validated using skewed and balanced dataset retrieved from the University of California Irvine (UCI) 

repository. Our systematic experimental study divulges that the performance of the differential-evolution 

trained FLANN is promising than genetic algorithm trained FLANN, ISO-FLANN, and PSO-BP. 

Povzetek: Predstavljena je gradnja klasifikacijske nevronske mreže, ki doseže boljše performanse z več 

novimi pristopi.  

1 Introduction 
Recently it is noticed that classification of big data [4] 

has demanded a great deal of attention. In this task, it is 

required to predict the value (the class label) of a user 

specified attribute based on the values of other predicting 

attributes. Although the task has been studied for many 

decades by the machine learning, statistics, and data 

mining communities but the complexity and shear size of 

the dataset creates lots of avenues in pursuit of 

perfection. Hence, an effort towards developing a 

smooth, accurate, and scalable classifier is always 

encouraging; it can face the challenge posed by the big 

data analysis. In this context, we urged that this work is a 

step towards handling big data, which has been plagued 

with many local optimal solutions and highly non-linear. 

Although, we have carried out our experimentation with 

the dataset obtained from the University of California, 

Irvine (UCI) repository [18] for validation, but it can be 

extended to handle big data.      

Over the decades, neural networks [60] have been 

used as an alternative tool for approximating non-linearly 

separable boundary of classes in a classification problem. 

Pao et al. [41], have shown that FLANN may be 

conveniently used for function approximation and can be 

extended for classification with faster convergence rate 
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and lesser computational load vis-à-vis multi-layer 

perceptron (MLP) structure. With this motivation, 

several classifiers such as adaptive Particle Swarm 

Optimization-Back-propagation (PSO-BP) learning [13], 

improved swarm optimized FLANN (ISO-FLANN) 

Dehuri, et al. [15] have already been developed with 

certain efficacy. The FLANN is basically a flat network 

and the need of the hidden layer is removed and hence 

the learning algorithm used in this network becomes very 

simple. The functional expansion effectively increases 

the dimensionality of the input vector and hence the 

hyper planes generated by the FLANN provide greater 

discrimination capability in the input pattern space.  

Feature selection can be broadly classified into two 

categories: i) filter approach (it depends on generic 

statistical measurement); and ii) wrapper approach 

(based on the accuracy of a specific classifier) [2]. In the 

proposed work, the feature selection is performed based 

on information gain theory (entropy) measure with a goal 

to select a subset of features that preserves as much as 

possible the relevant information found in the entire set 

of features. We know that the architectural complexity of 

FLANN [12] is directly proportional to the number of 

features and the functions considered for expansion of 

the given feature value. Therefore, for reducing the 

architectural complexity, we first select a subset of 

features (i.e., feature selection) [28, 29] using gain ratio 

and then apply the usual procedure of function expansion 

and training by differential evolution [56].  In this work, 

the remarkable performance of DE as a global optimizer 

on continuous error function minimization problems has 

been studied [8] in the classification by effectively 

learning the FLANN. DE has also become a powerful 

tool for solving optimization problems that arise in other 

application areas like finance, medical, image processing 

[62], automatic clustering of big unlabeled datasets, et 

cetera.     

This paper is set out as follows. Section 2 gives an 

overview of FLANN network, feature selection, and 

differential evolution. In Section 3, the proposed method 

is discussed. Experimental setup, results, and analysis are 

presented in Section 4. Section 5 concludes the paper 

with a future line of research 

2 Background 
The background of the research work is presented in this 

Section. In Subsections 2.1 and 2.2, literatures study of 

FLANN as a classifier and predictor is discussed. Feature 

selection and its importance are the focus of Subsection 

2.3. Differential evolution, a meta-heuristic computing 

paradigm is discussed in Subsection 2.4. 

2.1 Review of Literature 

FLANNs are higher-order neural networks without 

hidden units introduced by Klasser and Pao [30]. Despite 

of their linear nature, FLANNs can capture non-linear 

input–output relationships, provided that these are fed 

with an adequate set of polynomial inputs, or the 

functions might be a subset of a complete set of 

orthonormal basis functions spanning through n-

dimensional representation space, are constructed out of 

the original input attributes [41]. FLANNs can be used 

for non-linear prediction and classification. Related to 

this context, Subsections 2.1.1 and 2.1.2 are briefing out 

some of the works on FLANNs for classification and 

non-linear prediction.   

2.1.1 FLANNs for Classification 

In [53] a genetic algorithm used to select an appropriate 

number of polynomials as a functional input to the 

FLANN has been applied to the classification problem. 

However, their main concern was the selection of the 

optimal set of functional links to construct the classifier. 

In contrast, the proposed method gives much emphasis 

on how to develop the learning skill of the classifier by 

using filtered feature vectors. Misra and Dehuri [36] have 

used a FLANN for classification problem in data mining 

with a hope to get a compact classifier with less 

computational complexity and faster learning. Hu and 

Tseng [63] have used the functional link net known as 

BpFLANN for classification of bankruptcy prediction. 

With a motivation to restrict certain limitations, Dehuri, 

et al. [12] have coupled genetic algorithm based feature 

selection with FLANN (GFLANN). In the sequel, Dehuri 

and Cho [13] have given a road map on FLANN and 

designed a new PSO-BP adaptive learning mechanism 

for FLANN. In [14], Dehuri and Cho have contributed 

another stimulating work on FLANN [14] in succession 

with an improved swarm optimized FLANN for 

classification [15].   

2.2 FLANNs for Prediction 

Pao et al., have presented a functional link neural 

network (CoFLANN) in [40] to learn the control 

systems. They have shown several beneficial properties 

of generalized delta rule network with hidden layer and 

back-propagation (BP) learning. Haring and Kok [20], 

have proposed an algorithm (ClFLANN) using 

evolutionary computation (specifically genetic algorithm 

and genetic programming) for the determination of 

functional links (one based on polynomials and another 

based on expression tree) in neural network. Patra et al. 

[44] have proposed a CeFLANN based on BP learning 

and applied to the problem of channel equalization in a 

digital communication channel. Haring et al. [21], have 

proposed a ClaFLANN to select and transform features 

using evolutionary computation and showed that this 

kind of selection of features is a special case of so-called 

functional links. Hussain et al. [25] have described a new 

approach for decision feedback equalizer (DFE) based on 

the functional-link neural network (DfFLANN). The 

structure is applied to the problem of adaptive 

equalization in the presence of inter-symbol interference 

(ISI), additive white Gaussian noise, and co-channel 

interference (CCI). The experimental results provide 

significantly superior bit-error rate (BER) performance 

characteristics as compared to the conventional methods. 

Chen et al. [6] have presented an adaptive 

implementation of the functional-link neural network 
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(AFLNN) architecture together with a supervised 

learning algorithm named Rank-Expansion with Instant 

Learning (REIL) that rapidly determines the weights of 

the network. The beauty of their proposed algorithm is 

one-shot training as opposed to iterative training 

algorithms in the literature. Dash et al. [9], have 

proposed an ElfFLANN with trigonometric basis 

functions to forecast the short-term electric load. 

Panagiotopoulos et al. [39] have reported better results 

by applying FLANN for planning in an interactive 

environment between two systems: the challenger and 

the responder. Patra et al. [44]  have proposed a FLANN 

with BP learning (SiFLANN) for identification of non-

linear dynamic systems. Moreover, Patra et al. [44] have 

used FLANN to adaptive channel equalization in a 

digital communication system with 4-QAM signal 

constellation named as QsFLANN. They have compared 

the performance of the FLANN with a multilayer 

perceptron (MLP) and a polynomial perceptron network 

(PPN) along with a conventional linear LMS-based 

equalizer for different linear and nonlinear channel 

models. Out of the three ANN equalizer structures, the 

performance of the FLANN is found to be the best in 

terms of MSE level, convergence rate, BER and 

computational complexity for linear as well as nonlinear 

channel models over a wide range of SNR and EVR 

variations. With the encouraging performance of FLANN 

[47, 48, 49], Patra et al. [45] have further motivated and 

came up with another FLANN known as IpFLANN with 

three sets of basis functions such as Chebyshev, 

Legendre, and power series to develop an intelligent 

model of the CPS involving less computational 

complexity. In the sequel, its implementation can be 

economical and robust. Park and Pao [43] have reported 

the performance of a holistic-styled word-based approach 

to off-line recognition of English language script. The 

authors have combined the practices of radial basis 

function neural net (RBNN) and the random vector 

functional-link net approach (RVFLANN) and obtained a 

method called the density-based random-vector 

functional-link net (DBRVFLANN).  The combination is 

helpful in improving the performance of word 

recognition. A Chebyshev functional link artificial neural 

networks (CFLANN) is proposed by Patra et al. [49] for 

non-linear dynamic system identification. Sing et al. [54] 

has estimated the degree of insecurity in a power system 

by the proposed IeFLANN with a set of orthonormal 

trigonometric basis functions. An evolutionary search of 

genetic type and multi-objective optimization [34] such 

as accuracy and complexity of the FLANN in the Pareto 

sense is used to design a generalized FLANN 

(SyFLANN) with internal dynamics and applied to 

system identification. A reduced-decision feedback 

functional link artificial neural network (RDF-FLANN) 

structure for the design of a nonlinear channel equalizer 

in digital communication systems is proposed by Weng 

et al. [58]. Authors have reported that the use of direct 

decision feedback can greatly improve the performance 

of FLANN structures. Weng et al. [57], have proposed a 

reduced decision feed-back Chebyshev functional link 

artificial neural networks (RDF-CFLANN) for channel 

equalization. In [46], FLANNs with trigonometric 

polynomial functions (IsFLNN) are used in intelligent 

sensors for harsh environment that effectively linearizes 

the response characteristics, compensates for non-

idealises and calibrates automatically. 

 

Interval regression analysis has been a useful tool for 

dealing with uncertain and imprecise data. Since the 

available data often contain outliers, robust methods for 

interval regression analysis are necessary. Hu [24] has 

proposed a genetic-algorithm-based method (IraFLANN) 

for determining two functional-link nets for the robust 

nonlinear interval regression model: one for identifying 

the upper bound of data interval, and the other for 

identifying the lower bound of data interval.  

2.3 FLANNs Classifier 

The FLANN architecture [10, 47, 48, 49] uses a single 

layer feed forward neural network by removing the 

concept of hidden layers. The learning of a FLANN may 

be considered as approximating or interpolating a 

continuous, multivariate function f(X) by an 

approximating function )(XfW
. In FLANN a set of basis 

functions and a fixed number of weight parameters W 

are used to represent )(XfW
. With a specific choice of a 

set of basis functions, the problem is to find the weight 

parameters W that provides the best possible 

approximation of ‘f’ on the set of input-output examples. 

So, the most important thing is that how to choose the 

basis functions to obtain better approximation. 

 

Let us consider a set of basis 

function  
Iii AL


 )( with the following properties: 
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Let  N
iN 1 be a set of basis functions to be 

considered for FLANN. Thus, the FLANN consists of N 

basis functions 
  NN  ,...,, 21 with the following 

input-output relationship for the jth output: 

);(ˆ
jsy  




N

i

ijij Xws
1

))(.(

,            (1)                      

where 
nX A R  , i.e.,  TnxxxX ,...,, 21 is the 

input pattern vector, 
mRyˆ

 i.e.,    Tmyyyy ,...,,ˆ
21 is the 

output vector and  jNjjj wwww ,...,, 21  is the weight vector 

associated with the jth output of the FLANN. The non-

linear function tanh(.)(.)  is used to transfer the weighted 

sum into desired output format of an input pattern. 

 

Considering the m-dimension output vector, equation 

(1) can be written in matrix notation as follows: 
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                  S W  ,                                             (2) 

where W is an )( Nm  weight matrix of the FLANN 

given by T
mwwwW ],...,,[ 21 , T

N XXX )](),...,(),([ 21  is the 

basis function vector, and T
NSSSS ],...,,[ 21 is a matrix 

of linear outputs of the FLANN. The m-dimensional 

output vector ŷ may be given by  

              
ˆ ( ) ( )wy s f X 

,                            (3)                                                    

The training of the network is done in following way: 

Let ‘k’ patterns be applied to the network in a 

sequence repeatedly. Let the training sequence be 

denoted by ),( kk yX and the weight of the network be 

)(kW , where the ‘k’ is also the iteration. Referring to 

equation (1) the jth output of the FLANN at iteration k is 

given by: 

 
1

ˆ( ) ( ( ) ( ) ) ( ( ) ( ))
N

T

ji i k j k

i

y k w k X w k X 


   
,        (4)                                                                                

for all AX   and j=1,2…,m, where 
T

kNk XXXX )](),...,(),([)( 2211 
.    

Let the corresponding error be denoted by:  

            
ˆ( ) ( ) ( )j j je k y k y k 

. 

In words, the weighted sum of the functionally 

expanded features is fed to the single neuron of the 

output layer of the FLANN. The weights are optimized 

by the DE method during the process of training.  The set 

of functions considered for function expansion may not 

be always suitable for mapping the non-linearity of the 

complex task. In such cases few more functions may be 

incorporated into the set of functions considered for 

expansion of the input data set.  

However, dimensionality of many problems itself is 

very high and further increasing the dimensionality to a 

very large extent may not be an appropriate choice. So, 

this is one of the reasons, why we are carrying out this 

work.  

2.4 Feature Selection 

Feature selection (FS) [29] is an essential task to remove 

irrelevant and/or redundant features. In other words, 

feature selection techniques provide a way to select a 

subset of potential attributes or variables from a dataset. 

For a given classification problem, the network may 

become unbelievably complex if the number of the 

features used to classify the pattern increases very much. 

So the reason behind using FS techniques include 

reducing dimensionality by removing irrelevant and 

redundant features, reducing the amount of attributes 

needed for learning, improving algorithms’ predictive 

accuracy, and increasing the constructed model’s 

comprehensibility. After feature selection a subset of the 

original features is obtained which retains sufficient 

information to discriminate well among classes. The 

selection of features can be achieved in two ways: 

 

Filter Method: The filter approach is independent of 

the learning algorithm, computationally simple, fast, and 

scalable. Using filter method, feature selection is done 

once and then can be provided as input to different 

classifiers. In this method features are ranked according 

to some criterion and the top k features are selected. 

  

Wrapper model: This approach uses the method of 

classification itself to measure the importance of feature 

sets; hence the selected features depend on the classifier 

model used [26]. In this method a minimum subset of 

features is selected without learning performance 

deterioration. 

Wrapper methods generally result in better 

performance than filter methods because the feature 

selection process is optimized for the classification 

algorithm to be used. However, wrapper methods are too 

expensive for large dimensional database in terms of 

computational complexity and time since each feature set 

considered must be evaluated with the classifier 

algorithm used. Filter based feature selection methods 

are in general faster than wrapper based methods. 

2.5 Differential Evolution 

Differential evolution (DE) [50, 55, 57] is a population 

based stochastic search algorithm. As a stochastic 

optimizer, it has the capability to handle non-linearity, 

non-convexity, multi-modality, and even dynamic 

characteristics of the problem.  Unlike canonical GA, it 

typically operates on real valued individual encodings. 

Like GAs [35], DE   maintains a pool of potential 

solutions which are then perturbed in an effort to explore 

yet better solutions to a problem in hand. In GAs, the 

individuals are perturbed based on crossover and 

mutation. However in DE, individuals are perturbed 

based on the difference of different individuals, 

borrowing ideas from the Nelder-Mead simplex method 

[50]. One of the advantages of this approach is that the 

resulting ‘step’ size and orientation during the 

perturbation process automatically adapts to the 

landscape of fitness function. 

There are many variants of DE algorithms developed 

[8, 50] in past few years, the most classical variants is 

based on the DE/rand/1/bin scheme [55]. The different 

variants of the DE algorithm are described using the 

notation DE/x/y/z, where x specifies how the base vector 

is chosen (e.g., rand-if it is randomly selected, or best-if 

the best individual is selected), y is the number of 

difference vectors used, and z denotes the crossover 

scheme (bin for crossover based on independent binomial 

experiments, and exp for exponential crossover). 

A pool of n, d-dimensional solution vectors 

1 2( , ,..., ), 1,2,...,i i i idx x x x i n 
 

is randomly initialized and evaluated using a fitness 

function f(.). During the process of search, each 

individual (i) is iteratively refined. The following three 

steps are iterated one after another till desired optimum is 

reached. 

 

i) Mutation: Create a donor vector which encodes 

a solution, using randomly selected members of 

the population. 
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ii) Crossover: Create a trial vector by combining 

the donor vector with i. 

 

iii)  Selection: By the process of selection, determine 

whether the newly-created trial vector replaces i 

in the population or not. 

 

The pseudo-code of DE is illustrated as follows: 

 

DE (Scaled Factor fm, Crossover Rate Cr, Pool Size n) 

{ 

INITIALIZATION: Generate a population of n, d-

dimensional solution vectors in the search space. 

DO 

FOR each i of the Population of individuals 

    MUTATION: Generate a donor vector vi      

 using equation (5). 

        CROSSOVER: Generate a trial vector ui using  

equation (6).  

        SELECTION:  Evaluate the trial vector (ui). if 

f(ui) > f(xi) (for maximization problem) then 

replace xi by ui else xi will survive to next 

generation. 

END FOR 

WHILE (Termination Criterion Met) 

} 

 

For the mutation of ith individual of the population, 

three different individuals’ xr1, xr2, and xr3 with  r1 ≠ r2 ≠ 

r3 ≠ i will be randomly chosen from the pool to generate 

a new vector known as donor vector. The donor vector is 

described as follows. 

 

Difference
Individial

rrm

Vector
base

ri xxfxv )(. 321 

,             (5)                                                 

where, the scaling parameter mf  called mutation 

factor and a general setting for the parameter 

is
[0,2]mf 

. However, Storn and Price suggest 

[0.5,1]mf 
as such a setting may result in good 

optimization effectiveness.  

Selecting three indices randomly imply that all 

individuals of the current pool have the same chance of 

being selected, and therefore influencing the creation of 

the difference vector. The mutation factor controls the 

amplification of the difference vector and in turn used to 

avoid stagnation of the search process. There are several 

alternative versions of the above process for creating a 

donor vector [for details see [8, 50]. In [62] a self-

adaptive DE is used that can tune this scaling factor 

dynamically.   

After the creation of the donor vector (vi), a binomial 

crossover (bin) operates on the vector vi and the target 

vector xi to generate a trial vector in the following way.  

 

( ) ( (1,2,..., ))

( ) ( (1,2,...., ))

ij r

ij

ij r

v rand cif or j rand d
u

x rand cif and j rand d

 
 

  ,                    (6)         

where xij, vij, and uij are the j-dimensional components of 

the vectors xi, vi, and ui, respectively;     rand is a random 

number generated in the range (0, 1);  is the user-

specified crossover constant from the range (0, 1). The 

resulting trial (child) vector replaces its parent if it has 

higher fitness (a form of selection); otherwise the parent 

survives unchanged into the next iteration of the 

algorithm (shown in equation (7)). 

 

( ) ( ( ( )) ( ( )))
( 1)

( )

i i i

i

i

u t if f u t f x t
x t

x t otherwise


  

           (7)       

 It is provided a comprehensive comparison of the 

performance of DE with a range of other optimizers, 

including GA, and report that the results obtained by DE 

are consistently as good as the best obtained by other 

optimizers across a wide range of problem instances in 

[50]. There are a number of reasons to integrate FLANN 

with DE. The first reason is to reduce local optimality 

during the training of FLANN. Although genetic 

algorithm coupled with FLANN has already been 

established to reduce local optimality while designing a 

classifier but DE has some merits over GA. Therefore, 

we are ignited to carry out this work. Secondly, the real 

encoding of DE solves the problem of encoding-

decoding mapping. Thirdly, it can achieve faster 

convergence speed. Lastly DE does not undergo any 

complex process of parameter tuning and works very 

reliably with excellent overall results. 

3 Proposed Method 
With an objective to design a smooth and accurate 

classifier, the proposed approach is combining the idea of 

filter based feature selection and simple FLANN 

classifier [15]. It is a two phase method. In phase one, we 

are selecting a set of relevant features by using the 

entropy while in the second phase the weights of FLANN 

are trained using differential evolution. Figure 1 depicts 

the overall architecture of the approach. 

In the first phase, we rank the features or attributes 

according to information gain ratio and then delete an 

 

Figure 1: Architecture of Proposed Method. 
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appropriate number of features which have the least gain 

ratio [2]. The exact number of features deleted varies 

from dataset to dataset. The expected information needed 

to classify a tuple in D is given by equation (8), 





m

i

ii ppDInfo
1

2 )(log)( ,                           (8) 

where pi is the non-zero probability that an arbitrary tuple 

in D belongs to class Ci and is estimated by
, /i DC D . A 

log function to the base 2 is used, because the 

information is encoded in bits. Info(D) is the average 

amount of information needed to identify the class level 

of a tuple in D. Info(D) is also known as entropy of D 

and is based upon only the properties of classes. 

For an attribute ‘A’ entropy “ ( )AInfo D ” is the 

information still required to classify the tuples in D 

after partitioning tuples in D into groups only on its 

basis. 

1

| |
( ) ( )

| |

v
j

A j

j

D
Info D Info D

D

  ,                          (9)        

where v is the number of distinct values in the attribute 

A, |D| is the total number of tuples in D and |Dj| is the 

number of repetitions  of the thj  distinct value. 

Information gain (Gain(A)) is defined as the difference 

between the original information requirement and new 

requirement (after partitioning on A) (refer equation 

10) 

)()()( DInfoDInfoAGain A .                       (10)                        

Information gain applies a kind of normalization to 

information gain using split information value defined 

analogously with )(DInfo as equation 11: 

2

1

| | | |
( ) log

| | | |

v
j j

A

j

D D
SplitInfo D

D D

 
   

 
 .                    (11)  

This value represents the potential information 

generated by splitting the training data set, D, into v 

partitions, corresponding to the v outcomes of test on 

attribute A. For each outcome, it considers the number 

of tuples having the outcome with respect to the total 

number of tuples in D. The gain ratio is defined as in 

equation (12).    

( ) ( ) / ( )GainRatio A Gain A SplitInfo A .               (12)                 

In summary, the feature selection is done in first 

phase using information gain ratio and then the dataset 

with reduced number of features is used for automatic 

training and determination of the parameters of FLANN 

using DE in the second phase.  

In the second phase, we are focusing on the learning 

of the classifier. Here, differential evolution is employed 

to reveal the weight of the FLANN. This ensures 

efficient representation of an individual of DE. Since the 

performances of the FLANN mainly depend on weight; 

we just encode the weight into an individual for 

stochastic search. We have chosen a set of trigonometric 

functions as the basis function for functional expansion. 

The reason of choosing trigonometric functions for 

functional expansion is as follows: 

Without loss of generality, for all the polynomials of 

Nth order with respect to an orthonormal system 

 
1

( )
N

i i
u


the best approximation in the metric space L2 is 

given by the Nth partial sum of its Fourier series with 

respect to the system. Thus, the trigonometric polynomial 

basis functions provide a compact representation of the 

function in the mean square sense. However, when the 

outer product terms were used along with the 

trigonometric polynomials for functional expansion, 

better results were obtained in the case of learning the 

classifier. 

Suppose the maximum number of trigonometric 

functions used to expand a particular feature is ‘F’ and 

there are ‘L’ features selected for input to the network, 

then the size of the weight vector is defined as 

)1.(max  FLK , then the length of the individual is 

BK max . The structure of the individual is represented 

in Figure 2. 

                             

 
Figure 2:  Structure of the Individual. 

 

In other words, each individual has two constituent 

parts such as weight and bias.  

    

The fitness function which is used to guide the 

search process is defined in equation (13).  

         

2

1

1
ˆ( ) , ( ) ( ) ( )

N

i

E e i e i y i y i
N 

   ,      (13)                                                 

                                                     

where N is the total number of training 

sample )(iy is the actual output of ith pattern and ˆ( )y i  is 

the estimated output of FLANN. The error and hence 

root mean square is denoted as e(i) and E respectively.   

The algorithmic framework of FLANN-DE is 

described as follows: 

Initially, a set of  pn  individuals (i.e., i=1,2,..,np) is 

the size of the population) pertaining to networks weights 

and bias are created. 

( ) ( ) ( ) ( )

1 2, ,.. 1,2, .,., ,t t t t

i i id pix x x x i n    

where BKd  max
 and t is the iteration number. 

At the start of the algorithm this pn  set of 

individuals is initialized randomly and then evaluated 

using the fitness function f (.). 

In each iteration, e.g., iteration t, for individual 
 t

ix  

undergoes mutation, crossover, and selection as follows: 

Mutation: for vector 
 t

ix  a   perturbed vector   1t

iV
   

called donor vector is generated according to equation 

(14): 
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( 1) ( ) ( ) ( )

1 2 3( )t t t t

i r f r rV x m x x     ,        (14)                                      

         

where mf is the mutation factor drawn from (0,2], the 

indices r1, r2, and r3 are selected randomly  from 

{1,2,3,…,np }. 

 

Crossover: The trial vector is generated as follows 

(equation (15)): 

 
)1()1(

2

)1(

1

)1(
,....,,




t

id

t

i

t

i

t

i uuuu , 

  

( 1)

( 1)

( )

( ) ( (1,2,.., )

( ) ( (1,2.., )

t

ij rt

ij t

ij r

v if rand c or i rand d
u

x if rand c and i rand d




  

 
 

,  (15)  

                                    

where j=1, 2, …,d, rand is a random number generated in 

the range (0,1) cr is  the user specified crossover constant 

from the range (0,1) and rand(1,2,…,d) is a randomly 

chosen index from  the range (1,2,…,d). The random 

index is used to ensure that the trial solution vector 

differs by at least one element from  t
ix . The resulting 

trial (child) solution replaces its parent if it has higher 

accuracy (a form of selection), otherwise the parent 

survives unchanged into the next iteration of the 

algorithm.  

Finally, we use selection operation and obtain target 

vector 
( 1)t

ix 
 as follows in equation (16): 

 

 

( 1) ( 1) ( )

( 1)

( )

( ) ( )
t t t

t i i i

i t

i

u if f x f x
x

x otherwise

 


 

 


.          (16) 

4 Experimental Study 
The data set and experimental parameter setting are 

discussed in Subsection 4.1. Results are analyzed in 

Subsection 4.2. 

4.1 Description of Dataset Parameters 

The data set used to test the proposed method obtained 

from the UCI machine learning repository [18]. Four 

balanced and unbalanced datasets have been chosen to 

validate the proposed method. The details about the four 

data sets are given below.  

Iris: This data set includes 150 instances and each 

having 4 attributes, excluding the class attribute. The 

instances are uniformly classified into 3 classes (i.e., 

every instance either belongs to class 1, or 2, or 3). Class 

1 has 50 instances, class 2 contains 50, and remaining 

instances (i.e., 50) are belong to class 3. None of the 

attributes contain any missing values. All attributes are 

continuous.  

Wine: This data set includes 178 instances and each 

having 13 attributes, excluding the class attribute. The 

instances are classified into 3 classes (i.e., every instance 

either belongs to class 1 or 2 or 3) in an almost balanced 

way. Class 1 has 59 instances, class 2 contains 71, and 

remaining instances (i.e., 48) are belong to class 3. None 

of the attributes contain any missing values. All attributes 

are continuous.  

 

Lymphography:  This data set includes 148 

instances and each having 19 attributes including the 

class attribute. The instances are classified into 4 classes 

(i.e., every instance either belongs to class 1, or 2, or 3, 

or 4). Class 1 has 2 instances, class 2 contains 81, class 3 

contains 61 and remaining instances (i.e., 4) belong to 

class 4. None of the attributes contain any missing 

values. All attributes are continuous. However, this 

dataset is purely unbalanced.  

 

Stalog(Heart): There are 270 instances, 13 

attributes, and 2 classes in this dataset. Class 1 has 151 

instances and Class 2 has 119 instances. None of the 

attributes contain any missing values. The distributions 

of samples into different classes are almost balanced. 

 

Pima:  This data set includes 768 instances and each 

having 8 attributes along with one class attribute. The 

instances are classified into 2 classes (i.e., every instance 

either belongs to class 1 or 2). Class 1 has 500 instances 

and class 2 contains 268. None of the attributes contain 

any missing values. All attributes are continuous. 

However, the distribution of samples into various classes 

is not balanced. 

 

In our experiment, every dataset is randomly divided 

into two mutually exclusive parts: 50% as training sets 

and 50% as test sets. The parameters’ value used for 

validating our proposed method is listed in Table 1. 

These parameters were obtained after several rounds of 

independent runs. However, the number of iterations are 

varies from dataset to dataset.   

Table 1: Parameters used for simulation 

Parameter  Iris Wine Lympho

- graphy 

Stalog 

(heart) 

Pima 

Population  50 50 50 50 50 

Mutation  0.2 0.4 0.3 0.4 0.4 

Crossover  0.8 0.8 0.6 0.8 0.8 

 

In the case of Iris dataset, an ideal number of 

iterations is lies within the range of 40~50. However, it 

varies from 400~500 in the case of Lymphography, 

Statlog (Heart), and Pima. In the case of Wine the ideal 

number of iteration can varies from 1000~1200. 

Similarly, the parameters setting of the methods ISO-

FLANN and PSO-BP have been fixed as suggested in the 

respective literatures.   

4.2 Result Analysis 

The experimental test results are presented in Table 2. 

The accuracy in terms of percentage of test samples 

correctly classified using proposed method and method 

ISO-FLANN, PSO-BP, and method proposed in [12] are 
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given in columns 2, 3, 4, and 5 of Table 2. In all the 

cases, 1/3rd of the features have been removed.  

In our comparison, it is noticed that the accuracy 

obtained from our proposed method is better than the 

method proposed in [12], ISO-FLANN, and PSO-BP, 

moreover a paired t-test has been performed to judge the 

performance all the algorithms properly.  With the 5% 

significance level, the critical value of t is 0.43 and it is 

not coming under the specified range, so the null 

hypothesis is rejected. 

Table 2: Testing accuracy of proposed method vs. 

method proposed in ISO-FLANN (Dehuri, et al., 2012), 

PSO-BP (Zhang, et al., 2007) and (Dehuri, Mishra, and 

Cho, 2008). 

Dataset Propose

d 

Method 

ISO-

FLAN

N 

PSO-BP Method 

Proposed  

in (Dehuri, 

Mishra, and 

Cho, 2008) 

Iris 98.33 97.62 97.12 97.33 

 

Wine 93.10 92.32 91.54 90.45 

 

Lymphogra

phy 

87.50 86.9 85.65 77.08 

Statlog 

(heart) 

86.57 85.46 84.77 84.45 

Pima 79.20 78.86 76.88 72.14 

 

 

The features which are identified to remove during 

the filter process are listed in Table 3. Further, the 

mapping of numeric and actual name of the features are 

shown in Table 4 to avoid confusion or ordering. 

Table 3:  Filtered Attributes of Datasets. 

Dataset Attrib

utes of the 

Dataset 

Attributes  

Removed 

Iris 1~4 2 

Wine 1~13 3,4,5,8 

Lymphography 1~18 1,6,9,12,16,17 

Statlog( heart) 1~13 1,4,6,7 

Pima 1~8 1,3 

Table 4: Features ordering of all datasets. 

Dataset Attributes 

Ordering 

Name 

 

Iris 

1 Sepal Length 

2 Sepal Width 

3 Petal Length 

4 Petal Width 

 

 

 

 

 

 

Wine 

1 Alcohol 

2 Malic acid 

3 Ash 

4 Alcalinity of ash 

5 Magnesium 

6 Total phenols 

7 Flavanoids 

8 Nonflavanoid phenols 

9 Proanthocyanins 

10 Color intensity 

11 Hue 

12 OD280/OD315 of 

diluted wines 

13 Proline 

  

 

 

 

 

 

 

 

 

 

 

 

 

Lymphography 

1 Lymphatics: normal, 

arched, deformed, 

displaced 

2 Block of affere: no, yes 

3 Bl. of lymph. c: no, yes 

4 Bl. of lymph. s: no, yes 

5 By pass: no, yes 

6 Extravasates: no, yes 

7 Regeneration of: no, yes 

8 Early uptake in: no, yes 

9 Lym.nodes dimin: 0-3 

10 Lym.nodes enlar: 1-4 

11 Changes in lym.: bean, 

oval, round 

12 Defect in node: no, 

lacunar, lac. marginal, 

lac. central 

13 Changes in node: no, 

lacunar, lac. margin, lac. 

central 

14 Changes in stru: no, 

grainy, drop-like, 

coarse, diluted, 

reticular, stripped, faint 

15 Special forms: no, 

chalices, vesicles 

16 Dislocation of: no, yes 

17 Exclusion of no: no, yes 

18 No. of nodes in: 0-9, 10-

19, 20-29, 30-39, 40-49, 

50-59, 60-69, >=70 

Statlog  

(heart) 

1 Age 

2 Sex 

3 Chest pain type (4 

values) 

4 Resting blood pressure 

5 Serum cholestoral in 

mg/dl 

6 Fasting blood sugar > 

120 mg/dl 

7 Resting 

electrocardiographic 

results (values 0,1,2) 

8 Maximum heart rate 

achieved 

9 Exercise induced angina 

10 Oldpeak = ST 

depression induced by 

exercise relative to rest 

11 The slope of the peak 

exercise ST segment 

12 Number of major 
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vessels (0-3) colored by 

flourosopy 

13 Thal: 3 = normal; 6 = 

fixed defect; 7 = 

reversable defect 

Pima 1 Number of times 

pregnant 

2 Plasma glucose 

concentration a 2 hours 

in an oral glucose 

tolerance test 

3 Diastolic blood pressure 

(mm Hg) 

4 Triceps skin fold 

thickness (mm) 

5 2-Hour serum insulin 

(mu U/ml) 

6 Body mass index 

(weight in kg/(height in 

m)^2) 

7 Diabetes pedigree 

function 

8 Age (years) 

 

The error rate obtained from the proposed method varies 

over a number of iterations of IRIS, Lymphography, 

WINE, Statlog (Heart), and PIMA are illustrated in 

Figures 3, 4, 5, 6, and 7.  

  

 
Figure 3. Iteration Number vs Error Obtained from IRIS 

Dataset. 

 

 
Figure 4. Iteration Number vs. Error Obtained from 

Lymphography Dataset. 

 

 
Figure 5. Iteration Number vs. Error Obtained from 

PIMA Dataset. 

 
Figure 6. Iteration Number vs Error Obtained from 

Statlog (Heart) Dataset. 
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Figure 7. Iteration Number vs. Error Obtained from 

WINE Dataset. 

Further, it is interestingly noticed that if we do not 

eliminate any features from the dataset then the accuracy 

of the results hardly makes any difference, except wine 

dataset. In the case of wine dataset the accuracy obtained 

with feature selection is poor than without feature 

selection. With respect to optimal mutation factor the 

results of proposed method without feature selection for 

different datasets are described in Table 5. However, it is 

better than ISO-FLANN, PSO-BP, and method proposed 

in [12]. 

 

Name of Data set Mutati

on factor 

Accuracy 

in percentage 

Iris 0.3 98.23 

Wine 0.4 98.51 

Lymphography 0.3 87.50 

Stalog(heart) 0.4 86.56 

Pima 0.4 78.91 

Table 5: Results Obtained from proposed method 

without feature selection. 

Figures 8, 9, 10, 11, and 12 illustrate the 

performance of the proposed method without feature 

selection over different mutation rate. In the case of Iris 

and Lymphography the accuracy of the proposed 

classifier dropped after the mutation rate 0.3. Similarly, 

in the case of Wine, Pima, and Statlog the accuracy 

dropped after the mutation rate 0.4. Hence, our 

experimental study recommends the mutation rate setup 

mentioned in Table 5. 

 

Figure 8: Mutation factor (0.1to 0.9) vs. accuracy 

(without feature selection) obtained from IRIS. 

 

Figure 9: Mutation factor (0.1to 0.9) vs. accuracy    

(without feature selection) obtained from WINE. 

 

Figure 10: Mutation factor (0.1to 0.9) vs. accuracy 

(without feature selection) obtained from Lymhography. 
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Figure 11: Mutation factor (0.1to 0.9) vs. accuracy 

(without feature selection) obtained from Statlog (Heart). 

 

Figure 12: Mutation factor (0.1to 0.9) vs. accuracy 

(without feature selection) obtained from PIMA. 

Figures 13, 14, 15, 16, and 17 demonstrate; how 

accuracy of the proposed classifier with filter based 

feature selection varies over different mutation rates.  

 
Figure 13. Mutation factor (0.1to 0.9) vs. accuracy (with 

feature selection) Obtained from IRIS. 

 

 

Figure 14. Mutation factor (0.1to 0.9) vs. accuracy (with 

feature selection) obtained from WINE. 

 

Figure 15. Mutation factor (0.1to 0.9) vs. accuracy (with 

feature selection) obtained from Lympography. 

 
Figure 16. Mutation factor (0.1to 0.9) vs. accuracy (with 

feature selection) obtained from Statlog (heart). 
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Figure 17. Mutation factor (0.1to 0.9) vs. accuracy (with 

feature selection) obtained from PIMA. 

In the case of Iris the accuracy of the proposed 

classifier with mutation rate 0.2 is promising. In the case 

of Wine and Lymphography the accuracy is dropped 

after the mutation rate 0.3. Similarly the accuracy of 

Statlog and Pima has been dropped after the mutation 

rate 0.4.      

5 Conclusion 
An integrated framework of differential evolution and 

FLANN along with a filter based feature selection has 

been crafted in this work to classify unknown patterns. 

The experimental results confirm that the combination of 

filter based feature selection and training of FLANN 

using differential evolution obtains accurate and smooth 

classification. Further, it has been observed that if we 

reduce 1/3rd of total attributes by the process of filter 

approach, then the network shows an improvement and 

constancy in accuracy. Finally, we have compared the 

experimental outcomes obtained from this study with its 

rival proposed by Dehuri et al. [12], ISO-FLANN, and 

PSO-BP, we then conclude that the accuracy draws a 

very sharp edge between the proposed method and the 

rest of the methods consider for comparison. Our future 

line of research includes: i) validation of its accuracy and 

scalability in big data analysis and ii) dealing with noise 

and uncertainty of the dataset by suitable integration with 

other soft computing paradigm.      
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