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This paper briefly introduces unmanned aerial vehicle (UAV) aerial photography technology and the you 

only look once version 5 (YOLOv5) model for image target detection. In order to enhance the performance 

of the YOLOv5 model, modifications were implemented by increasing one feature fusion network layer in 

its neck network and an anchor box of a smaller scale in its head network. Subsequently, simulation 

experiments were conducted using images captured by UAVs to compare the improved model with the 

region-based convolutional neural network (R-CNN) and traditional YOLOv5 models. The findings 

indicated that the enhanced YOLOv5 model achieved faster convergence to stability during the training 

process. The R-CNN model required 130 iterations, the traditional YOLOv5 model required 120 iterations, 

and the improved YOLOv5 model only needed 80 iterations. Moreover, compared to the R-CNN and 

traditional YOLOv5 models, the improved YOLOv5 model demonstrated superior accuracy in identifying 

and localizing small targets in UAV aerial images. The improved YOLOv5 model had a precision of 0.989, 

a recall rate of 0.988, an F value of 0.988, and an intersection over union of 0.987 for small target 

recognition in images. 

Povzetek: V članku je predstavljen izboljšani YOLOv5 z večnivojsko fuzijo značilk, ki učinkovito zaznava 

majhne tarče na UAV posnetkih s hitrejšo konvergenco in boljšo lokalizacijo v kompleksnih ozadjih. 

 

1 Introduction 
In the fields of environmental monitoring, disaster 

assessment, urban planning, and agricultural management 

[1, 2], unmanned aerial vehicle (UAV) aerial images offer 

a broad perspective and data support. However, the target 

objects required in the aforementioned application areas 

are often small targets within the images, and aerial 

images typically contain numerous complex backgrounds 

and small-sized targets, which significantly increases the 

challenge of rapidly and accurately detecting the small 

targets of interest. Traditional target detection methods are 

constrained by their feature expression capabilities and 

computational efficiency [3, 4], making it difficult to meet 

the high precision and real-time requirements for detecting 

small targets in UAV aerial images. In recent years, deep 

learning technology, a robust machine learning method, 

has been successfully utilized in image classification, 

target detection, and other projects [5, 6]. Its strong feature 

extraction capabilities and generalization characteristics 

offer a new approach to small target detection in UAV 

aerial images [7, 8]. This paper briefly introduces the 

UAV aerial photography technology and the you only 

look once version 5 (YOLOv5) model used for image 

target detection. In order to improve the performance of 

the YOLOv5 model, its neck network was improved by 

increasing one feature fusion network layer, and anchor  

 

 

boxes of corresponding scales were added in the head  

network. Finally, simulation experiments were carried out  

using the images captured by UAVs. The final 

experimental results verified that the improved YOLOv5 

model can more accurately identify small targets in UAV 

aerial images and locate them in the images compared 

with the region-based convolutional neural network (R-

CNN) and traditional YOLOv5 models. 

2 Related works 

Table 1: Related works 

Author Research content 

Li et al. 

[9] 

They developed an approach for detecting small 

targets in infrared remote sensing images, 

which addresses the issues of missing 

inspections and false alarms better than current 

advanced data-driven detection methods.  

Zou et al. 

[10] 

They introduced a defect detection method, 

YOLOv7-EAS, that enhances YOLOv7’s 

ability to detect camera module images with 

complex backgrounds and small target defects.  

Qiu et al. 

[11] 

They developed a pixel-level local contrast 

measurement method that achieves a higher 

detection rate and lower false alarm rate 

compared to other methods while also 

achieving a high speed.  
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The research related to the recognition and detection of 

small targets in images is shown in Table 1. Some of the 

research focuses on infrared remote sensing images, 

attempting to detect small targets in infrared images. The 

color of infrared images is relatively single, and the targets 

to be detected often have higher heat than the surrounding 

environment and are generally more prominent in infrared 

images. Therefore, the detection of small targets in 

infrared images is relatively easier. Some of the research 

is focused on the improvement of the small target 

detection model, and the detection accuracy is improved 

by changing the structural parameters of the detection 

model. Some research is focused on improving the 

detection accuracy of small targets in local images, and the 

accuracy of the small target detection algorithm is 

improved by processing local images. The research of this 

paper attempts to improve the image small target detection 

model YOLOv5 to enhance the performance of the 

detection model. The reason for choosing YOLOv5 is that 

compared with YOLOv1-YOLOv4, the structural 

optimization of YOLOv5 has greatly improved its 

detection speed and accuracy. YOLOv6-YOLOv8, as the 

successors of YOLOv5, have improved the overall 

accuracy of the algorithm through structural adjustments, 

but they also lead to longer training times, affecting the 

iteration and optimization of the algorithm model. In some 

application environments that require rapid iteration and 

deployment, it can instead become a limiting factor. 

Secondly, the application scenarios of small target 

detection algorithms usually have sufficient detection 

accuracy, and there is no need to pursue the ultimate 

accuracy. The complex structures of YOLOv60-YOLOv8 

that can bring higher accuracy may not lead to better 

performance but will result in higher costs. The detection 

accuracy and speed of YOLOv5 are balanced, and its 

classic model architecture has good potential for 

improvement. Therefore, this paper finally made 

improvements based on YOLOv5. The improvement 

method was to add another image feature fusion layer in 

the neck network and add an anchor box of the 

corresponding scale in the head network. 

3 Target detection methods for UAV 

images 
In image target recognition, a convolutional neural 

network (CNN) is a frequently used deep learning 

algorithm. However, while the algorithm is effective in 

recognizing images, its performance is poor when faced 

with images captured by UAV aerial photography. This is 

due to the complex background in aerial images and the 

small size of targets to be recognized [12]. For image 

target detection, the R-CNN series is a commonly utilized 

method. The principle of these algorithms for target 

identification in images is generating candidate regions 

through a neural network, classifying and recognizing 

these regions using another neural network, and adjusting 

their positions. Although the accuracy of this type of target 

recognition algorithm is generally high, a two-stage 

calculation results in low-efficiency recognition [13]. 
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Figure 1: Basic structure of the improved YOLOv5 

model 

The various YOLO series models differ in the detailed 

construction within the three-part structure. In this study, 

the YOLOv5 model is utilized, and improvements are 

made to its neck network and head network structures to 

further enhance its performance in detecting small targets 

[14]. In the neck network, the number of layers in the 

feature fusion network is increased to enable the 

combination of smaller-sized image features with surface 

features. In the head network, very small anchor boxes are 

added to match with the increased number of feature 

fusion network layers. The basic structure of the enhanced 

YOLOv5 model is illustrated in Figure 1, and the structure 

in the dashed box of the neck network is the improved 

structure [15]. 

In the enhanced YOLOv5 model, features are 

extracted in the backbone network after an image is input. 

After processing by multiple CBS (conv + batch 

normalization + sigmoid linear unit) modules, C3 modules, 

and a spatial pyramid pooling fast (SPPF) module, image 

features at various scales are obtained [16]. Subsequently, 

the extracted features at different scales are integrated in 

the neck network. CBS modules and an up-sampling layer 

individually process the features extracted at different 

scales from the backbone network. Then, they are 

concated in the concat layer to generate the fused image 

features at various scales. Finally, the fused image features 

are recognized in the head network using anchor boxes of 

corresponding scale sizes. 
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The small target recognition process for UAV aerial 

images using the improved YOLOv5 model mentioned 

above is as follows. 

① The UAV aerial photography flight route is set, 

then the UAV flies along the set route to collect images 

using the camera carried. 

② The image is processed by denoising and 

enhancement. In this paper, the denoising is done by the 

bilateral filtering method [17], and the filtering formula 

used for enhancement is: 
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where ),( yxG  is the grey value of original pixel 

),( yx , ),( yxf  is the grey value of pixel ),( yx  after the 

enhancement operation, gm  is the mean grey value of the 

original pixel, gs  is the standard deviation of the grey 

level of the image pixel, fs  is the variance of the grey 

level of the original pixel, c  is the contrast expansion 

constant, 0.3 here, and b  is the luminance coefficient, 0.2 

here. 

③ The image is input into the enhanced YOLOv5 

algorithm for computation. The convolution formula [18] 

for the CBS module is: 

)( 1 iiii bHH += −  , (2) 

where iH  and 1−iH  are the feature maps of the 

output from the i - and 1−i -th layers, i  is the weights in 

the structure of the i -th layer, ib  is the bias in the 

structure at the i -th layer, )(  is the activation function, 

and   is cyclic multiplication. In addition to the CBS 

module in the SPPF module, there are three pooling layers. 

This paper adopts maximum pooling for the sake of 

facilitating calculation, which utilizes a pooling box to 

move on the feature map, compresses the feature data 

within the box in the process of moving, and takes the 

maximum value in the box as the compression value. 

④ After the forward computation, anchor boxes of 

different sizes are used in the head network part to 

recognize the targets inside the boxes. At the same time, 

regressive calculation is performed on the grid points of 

the anchor boxes to obtain the coordinates of the anchor 

boxes in the original image. Simply speaking, based on the 

anchor box coordinates in the feature fusion graph, the 

coordinates of the anchor box in the original image are 

calculated inversely according to the scale of the feature 

fusion graph.   

4 Simulation experiments 

4.1 Experimental data 

The simulation experiments utilized independently 

collected images captured by a DJI Mavic 3 Pro UAV 

equipped with a Hasselblad camera, medium telephoto 

camera, and telephoto camera. In the process of collecting 

images using the camera carried by the UAV, the flight 

route was first designed according to the terrain of the area 

to be photographed. On sunny days, an image was taken 

every 30 seconds during the flight along the route. A total 

of 3,000 shots were taken, and some of the UAV images 

are displayed in Figure 2. Manual annotation was 

employed to delineate the small targets in the images and 

label their categories. During the labeling process, three 

people formed a group to ensure consistency. 

 

 

Figure 2: Partial images 

4.2 Experimental settings 

The relevant parameter settings of the improved YOLOv5 

model determined by orthogonal tests are outlined in 

Table 2. To evaluate the effectiveness of the algorithm, it 

was compared with the R-CNN algorithm and the 

traditional YOLOv5 model. The traditional YOLOv5 

model was structured by excluding the enhanced part from 

the improved YOLOv5 model while keeping the 

remaining parameters the same. The R-CNN model was 

structured as follows: two conv layers - one maxpool layer 

- two conv layers - one maxpool layer - three conv layers 

- one maxpool layer - three conv layers - one maxpool 

layer - three conv layers - one region-of-interest (ROI) 

pooling layer. In the convolutional layer, there were 32 

convolution kernels with a specification of 3 × 3, and the 

activation function was set to sigmoid. All three models 

adopted the same training dataset and test dataset. 

Table 2: Relevant parameter settings for the improved 

YOLOv5 model 

Parameter Setting Parameter Setting 

Resolution 

of the input 

image 

640   

640 

Number of 

trainings 

200 

Batch 8 Optimizer Adam 

[15] 

Learning 

rate 

0.01 Learning rate 

momentum 

0.945 

 

4.3 Evaluation criteria 

The evaluation criteria of the detection algorithm’s small 

target detection performance can be divided into two 
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aspects: one is the recognition performance of the small 

target category, and the other is the localization precision 

of the small target frame. For the identification 

performance of small target categories, the confusion 

matrix was used to calculate precision ( P ), recall rate ( R ) 

and F  values: 
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where TP  is the number of true positive samples, FP  
is the number of false positive samples, and FN  is the 

number of false negative samples. 

The localization accuracy for small target frames was 

measured using the degree of target frame overlap: 

GTDR

GTDR
IOU




= , (4) 

where IOU  is the degree of target frame overlap [15], 

DR  denotes the target frame forecasted by the algorithm, 

and GT  denotes the actual target frame in the image. 

4.4 Experimental results 

As illustrated in Figure 3, the loss functions of the three 

algorithms during training gradually converged as the 

number of training iterations increased, and they stabilized 

after a certain number of training. The R-CNN model 

required 130 iterations, the traditional YOLOv5 model 

required 120 iterations, and the improved YOLOv5 model 

only needed 80 iterations. The improved algorithm 

demonstrated the fastest stabilization of convergence, 

followed by the traditional YOLOv5 model, and the R-

CNN algorithm showed the slowest convergence. 

Furthermore, at the point of convergence stabilization, the 

improved algorithm exhibited the lowest training loss. 

 

 

Figure 3: Convergence curve 

In Figure 4, it is evident that when presented with the 

same aerial image, the improved YOLOv5 model 

accurately localized the small targets and correctly 

identified their types. Although the traditional YOLOv5 

model identified the types of small targets, it exhibited a 

bias in localizing small targets. The R-CNN algorithm not 

only demonstrated localization bias for small targets but 

also exhibited bias in the identification of the categories of 

small targets. 

 

Figure 4: Partial detection results of three small target 

detections 

The recognition and localization performance of the 

three small target detection algorithms are summarized in 

Table 3. The improved YOLOv5 model exhibited the best 

category recognition and target localization performance 

in detecting small targets in UAV aerial images, followed 

by the traditional YOLOv5 model, and the R-CNN 

algorithm demonstrated the lowest performance. The 

category recognition performance of the improved 

YOLOv5 model can be attributed to the increased layers 

of feature fusion and the utilization of smaller-scale image 

features. Additionally, the reduction in anchor box size 

due to the smaller scale allowed for better fitting of the 

localization frame to the small targets. 

Table 3: Performance comparison 

 R-CNN Traditional 

YOLOv5 

Improved 

YOLOv5 

Precision 0.754 0.852* 0.989+- 

Recall rate 0.749 0.843* 0.988+- 

F 0.751  0.847* 0.988+-  

Intersection 

over union 

0.654 0.789* 0.987+- 

 

Note: * indicates p < 0.05 in the comparison between the 

R-CNN and traditional YOLOv5 models, i.e., the 

difference is significant; + indicates p < 0.05 in the 

comparison between the R-CNN and improved YOLOv5 

models, i.e., the difference is significant; - indicates p < 

0.05 in the comparison between the traditional YOLOv5 

and improved YOLOv5 models, i.e., the difference is 

significant. 

Furthermore, during the testing process, the improved 

YOLOv5 model had false detections and positioning 

deviations when detecting small targets in aerial images. 

Analyzing the deviation cases, it was found that the 

appearance of the small targets falsely detected in the 

aerial images was indeed easily confused with other types 
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from the planar perspective, while the error of the 

positioning box comes from the error brought by the 

restoration of anchor box coordinates in the feature fusion 

map. 

5 Discussion 
With the rapid development of UAV technology and its 

wide application in various fields, the demand for 

effective detection and recognition of targets in  images 

captured by UAVs is increasing day by day. However, in 

these application scenarios, due to factors such as long 

shooting distance and wide viewing angle, the targets in 

these images are often small in size and sparsely 

distributed, which brings great challenges to the target 

detection algorithms. Traditional target detection 

algorithms based on deep learning perform well in general 

scenarios but often face the problem of insufficient 

accuracy when dealing with small targets. YOLOv5, as a 

small target detection model, achieves a good balance in 

detection speed and accuracy, but it still has room for 

improvement. In this paper, multi-scale feature fusion was 

adopted to improve the YOLOv5 model. Through multi-

scale feature fusion, feature graphs of different levels can 

be combined, thereby capturing more abundant context 

information and enhancing the model’s recognition ability 

for small targets, in order to handle targets of different 

sizes and shapes. Specifically, low-level feature graphs 

contain more detailed information, which is helpful for 

locating small targets, while high-level feature graphs 

provide higher-level semantic information, which is 

helpful for the recognition and classification of targets. 

In this paper, based on the traditional YOLOv5 model, 

an additional feature fusion layer was added to the neck 

network part, and an anchor box of a corresponding scale 

was added to the head network part. Then, the images 

captured by a UAV were used for simulation experiments. 

It was found that the improved YOLOv5 model converged 

faster in the training process; compared with the R-CNN 

and traditional YOLOv5 models, the improved YOLOv5 

model could more accurately identify the types and 

locations of small targets. The improved YOLOv5 model 

added a new feature fusion layer to the structure of the 

traditional YOLOv5 model, which can obtain feature 

graphs of smaller scales, thereby obtaining more abundant 

detail information of small targets in the image; in addition, 

due to the addition of a feature fusion layer of a smaller 

scale, the corresponding small-scale target box was also 

added in the head network, and the smaller target box can 

be more fitting when locating small targets. 

The limitation of this paper lies in those only minor 

modifications were made to the YOLOv5 model, with no 

significant breakthrough in principle. Moreover, self-built 

UAV aerial images were used for model training, resulting 

in insufficient generalization. Therefore, the future 

research direction is to further improve the model and 

simultaneously expand the image range used in model 

training to enhance its generalization. 

6 Conclusion 
This paper briefly introduces UAV aerial photography 

technology and the YOLOv5 model for detecting image 

targets. To enhance the performance of the YOLOv5 

model, improvements were made to its neck network by 

increasing the number of layers in the feature fusion 

network and incorporating anchor boxes of corresponding 

scales in the head network. Simulation experiments were 

conducted using UAV-captured images to compare the 

improved model with the R-CNN and traditional YOLOv5 

models. The key findings are as follows. The improved 

YOLOv5 model exhibited the fastest convergence and the 

smallest loss function when stabilized. When detecting 

aerial images, the improved YOLOv5 model accurately 

located small targets and identified their types. The 

traditional YOLOv5 model identified the types of small 

targets but showed a deviation in the localization of small 

targets. The R-CNN algorithm exhibited deviations not 

only for small targets but also for the categories of small 

targets. The improved YOLOv5 model demonstrated the 

best category recognition and target localization 

performance in detecting small targets in UAV aerial 

images. The traditional YOLOv5 model was the second 

best, while the R-CNN algorithm performed the worst in 

recognizing and localizing small targets. 
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