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The Semantic Web search aims to overcome the bottleneck of finding relevant information using formal
knowledge models, e.g. ontologies. The focus of this paper is to extend a typical search engine with
semantic search over tabular structures. We categorize HTML documents into topics and genres. Using the
TARTAR system, tabular structures in the documents are then automatically transformed into ontologies
and annotated to build a knowledge base. When posting queries, users receive responses not just as lists of
links and description extracts, but also enhanced with replies in the form of detailed structured data.

Povzetek: Razvili smo metode semantičnega spleta za iskanje informacij v tabelah.

1 Introduction

The World Wide Web has in the years of its exponential
growth become a universal repository of human knowledge
and culture, thus enabling an exchange of ideas and infor-
mation on a global level. The tremendous success of the In-
ternet is based on its usage simplicity, efficiency, and enor-
mous market potential [4].

The success of the World Wide Web is countervailed by
efforts needed to search and find relevant information. The
search of interesting information turned out to be a diffi-
cult, time-consuming task, especially due to the size, poor
structure and lack of organization of the Internet [3, 7, 31].
A number of approaches appeared in the last decade with
a common objective to improve searching and gathering of
information found on the Web.

One of the first solutions to cope with the information
overload was search engines. In order for a search engine to
function properly and to return relevant and satisfactory an-
swers to user queries, it must conduct two important tasks
in advance. The first task is to crawl the Web and gather,
following the hyperlinks, as many documents as possible.
The second task deals with document indexing [12, 35], hy-
perlink analysis, document relevance ranking [20, 23] and
high dimensional similarity searches [13, 19].

Once these tasks are completed, a user may post queries
to gain answers. User queries, unless they include highly
selective keywords, tend to match a large number of doc-
uments, because they do not contain enough information
to pinpoint most highly relevant resources [28]. They may
sometimes even miss the most relevant responses, because

of no direct keyword matches, but the most common dis-
advantage of this approach is that an engine might return
thousands of potentially interesting links for a user to man-
ually explore. The study described in [17] showed that the
number of keywords in queries is typically smaller than
three, which clearly cannot sufficiently narrow down the
search space. In principle, this can be seen as the prob-
lem of users of search engines themselves. Reducing the
ambiguity of search requests can be achieved by adding
semantics, i.e. by making computers better ’understand’
both the content of the web pages and the users’ intentions,
which can help to improve search results even with a re-
quest of a very limited size. In addition, search engines
favor largest information providers due to name-branding
and time optimization. To overcome this bottleneck, the
Semantic Web search, where information is structured in
a machine interpretable way, is a natural step forward, as
originally envisioned by Tim Berners-Lee [4].

Moving to a Semantic Web, however, requires the se-
mantic annotation of Web documents, which in turn cru-
cially depends on some sort of automatic support to fa-
cilitate this task. Most information on the Web is pre-
sented in semi-structured and unstructured documents, i.e.
loosely structured natural language text encoded in HTML,
and only a small portion represents structured documents
[2, 12]. A semi-structured document is a mixture of natural
language text and templates [2, 12]. The lack of metadata
that would precisely annotate the structure and semantics
of documents and ambiguity of natural language in which
these documents are encoded makes automatic computer
processing very complex [9, 21].
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Tabular structures (i.e. tables or lists) are incorporated
into semi-structured documents and may have many dif-
ferent forms and can also differ substantially even if they
represent the same content or data [14, 16].

Here we consider tabular structures as tables and lists
which are described by a particular tag in HTML, i.e.
<table> represents a table, where <ul>, <ol> and
<dl> stand for different list types. A simple example of
a table, found in a Web document, is represented in Fig-
ure 1.

Figure 1: A simple table example belonging to a tourism
domain.

Understanding of their content is crucial when it comes
to finding and providing explicit answers to user queries.
The table understanding task demands efficient handling
of tabular structures and automatic transformation of struc-
tures into explicit semantics, which enables further reason-
ing about the data within tables. But both, a table structure
comprehension task and a semantic interpretation task ex-
ceed in complexity the corresponding linguistic task [16].

The paper is structured as follows. In Section 2 we first
introduce a simplified view of the ALVIS search engine fol-
lowed by a detailed description and an algorithm of our
extensions. Section 3 describes the current state of our
approach and its evaluations. After presenting the related
work in Section 4 we give concluding remarks in Section 6.

2 ALVIS - Semantic search engine
extensions

The basic idea for attaining a semantic search engine is to
automatically enrich the indexed web pages with seman-
tics, in our case in the form of ontologies. This is the key
subject of the EU IST-project ALVIS (Superpeer Semantic
Search Engine, IST-1-002068-STP), which represents the
framework for our contribution. The general architecture
of ALVIS is presented in Figure 2. Our major contribution
is represented as two bold boxes on the right-hand side of
the figure.

The ALVIS project (www.alvis.info/alvis) con-
ducts research in the design, use and interoperability of

topic-specific search engines with the goal of developing
an open source prototype of a distributed, semantic-based
search engine. ALVIS facilitates semantic retrieval and
incorporates pre-existing domain ontologies using facili-
ties for import and maintenance. The distributed design
is based on exposing search objects as resources and on
using implicit and automatically generated semantics (not
just ontologies) to distribute queries and merge results. Be-
cause semantic expressivity and interoperability are com-
peting goals, developing a system that is both distributed
and semantic-based is the key challenge: research involves
both the statistical and linguistic format of semantic inter-
nals, and determining the extent to which the semantic in-
ternals are exposed at the interface.

The problems that were identified and served as a mo-
tivation factor while developing the system and methodol-
ogy are: (a) tabular structures present a general schema for
data presentation due to their good visual comprehension,
hence a great deal of data is hidden within them, (b) multi-
ple table representations for the same content/data are very
likely, (c) manual annotation does not scale in general, (e)
tables and lists, due to their richer structure, support the
discovery of interdependent information, whilst a typical
keyword or link-analysis based search usually fails in this
area [27], and (f) ontology learning from arbitrary text has
so far had limited success [6, 9].

The whole process of semantic search over tabular struc-
tures consists of two subprocess: (a) transformation of tab-
ular structures found on the Web into the knowledge base,
described in subsection 2.1 and shown in Figure 3, and
(b) user query processing, described in subsection 2.2 and
shown in Figure 6.

2.1 Tabular structures transformation

The overall analysis, transformation, and formalization of
tabular structures can be graphically observed in Figure 3.
It roughly corresponds to the bold boxes in Figure 2 and di-
rectly to Figure 4. Here we will shortly present each of the
five major steps with the obtained results given in section 3:

(1) Categorization of Web documents
(a) into Topics
(b) into Genres

(2) Filtering of proper tabular structures
from documents

(3) Transformation of arbitrary tabular
structures into formal representations

(4) Automatic ontology generation from
formalized tabular structures

(5) Knowledge base construction

Figure 4: Tabular structure formalization procedure.
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Figure 2: Performance architecture of ALVIS search engine.

1) Categorization of Web documents

Clustering is a technique for classification of Web docu-
ments into groups within which interdocument similarity is
large compared to the similarity between documents cho-
sen from different groups, and enables taxonomy design,
e.g. topic hierarchy construction. The technique assists
fast similarity search, while groups of similar documents
significantly narrow the search space.

1.a) Topics

Work on topic classification has been utilized by our col-
leagues Mladenić et al. [22]. They used machine learn-
ing techniques on a document collection gathered from Ya-
hoo to reconstruct Yahoo’s manually built topic taxonomy.
Documents are represented as feature-vectors that include
word sequences, where the learning approach depends on
feature subset selection and results in a combination of a
set of independent classifiers. The whole categorization
process belongs to the bold box (Full-text index...) in Fig-
ure 2.

1.b) Genres

Another type of categorization that we propose is cate-
gorization into genres. According to Merriam-Webster On-

line Dictionary, a genre is a category of artistic, musical,
or literary composition characterized by a particular style,
form, or content. Editorial and poem, for example, are gen-
res characterized by style and form, while science fiction is
a genre characterized by content. For our purpose, we will
concentrate on the first kind of genres, because the second
kind are already in large part covered by topical catego-
rization. In information retrieval, genres should ideally be
orthogonal to topics, because this best divides the search
space and reduces the number of search hits. Traditional
genres often do not satisfy this requirement, but in the se-
lection of genres we use and in the preparation of training
data for the genre classifier, we tried to be as close to the
ideal as possible.

We chose 20 genres one can expect to find on the World
Wide Web: some of them Web-specific, such as FAQ and
community, others traditional, such as journalistic and po-
etry. The next step was the preparation of the training data
for the genre classifier. We gathered Web pages returned
by the most popular queries according to Google, random
Web pages and Web pages specifically sought to belong to
the less common genres. Each Web page was manually
categorized by two annotators and in case of disagreement
checked by the authors.

Finally, a suitable classification algorithm needed to be
selected. Most algorithms require extraction of stylistic
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Figure 3: The transformation of tabular structures found on the Web into the knowledge base.

features from the Web pages. Due to the complexity and
irregularity of HTML found on the Web, this is a time-
consuming and error-prone procedure that can compromise
the robustness of the classifier. Therefore we chose pre-
diction by partial matching (PPM) classification algorithm,
which can accept raw HTML as the input. This algorithm is
derived from data compression techniques and essentially
learns the way to most efficiently compress the Web pages
belonging to each genre. An uncategorized page is then
compressed with each genre-specific compressor in turn
and categorized into the genre associated with the most ef-
fective compressor. Initial tests have been performed by
Bratko and colleagues [5], proving successful in a related
problem setting.

2) Filtering of proper tabular structures

Tabular structures appear in Web documents within spe-
cific tags, thus enabling their easy discovery. Unfortu-
nately, it has been shown that at least 70% of such struc-
tures are not used for presentation of data but for better vi-
sual and layout purposes [8]. To solve this problem, we
adopted a solution developed by Wang et al. [34]. It is
based on machine learning techniques, in particular deci-
sion trees and support vector machines. In the learning
process, several types of features are used, such as struc-
tural, content, and word/text features.

3) Formalization of tabular structures

This essential part concentrates on the analysis of tab-
ular structures aiming to exploit their partial structure and
cognitive modeling habits of humans. Understanding of ta-
ble contents requires table-structure comprehension and se-

mantic interpretation. The outcome of applying the method
is a knowledge frame encoded in an F-Logic representation
language [18].

The most comprehensive and complete model for the
analysis and transformation of tables found in literature is
Hurst’s [15], which is also adopted here. The model an-
alyzes tables along graphical, physical, structural, func-
tional, and semantic dimensions. Our approach stepwise
instantiates the last four dimensions.

In the first step, corresponding to the physical dimension,
a table is extracted, cleaned, canonicalized and transformed
into a regular matrix form.

In the second step, the goal is to detect the table struc-
ture. This is a very complex task, since there is a huge num-
ber of table layout variations. The three most important
sub-tasks are: (a) to determine table reading orientation(s),
which is discovered by measuring the distance/similarity
among cells and hence among rows and columns (features
given at the end of the paragraph); (b) to dismember a table
into logical units and further into individual regions, in a
way that regions consist of only attribute cells, e.g. ’Lo-
cation’ in Figure 1, or instance cells, e.g. ’Rogla’; (c) to
resolve the table type, which must belong to the one of five
pre-defined types (one- or two-dimensional, or three types
of complex tables). For these purposes several heuristics,
i.e. token type hierarchy, and measures are used, i.e. value
similarity (regression), value features (character/numeric
ratio, mean, variance, standard deviation), data frames (e.g.
regular expressions for recognizing dates), and string pat-
terns.

In the third step, the functional table model (FTM) is
constructed. FTM is represented as a directed acyclic
graph, which rearranges table regions in a way to exhibit
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an access path for each individual cell. After finalizing the
FTM construction, its recapitulation is carried out with a
goal to minimize the model.

Finally, in the fourth step we deal with the discovery of
semantic labels for table regions, where WordNet [11] lex-
ical ontology and GoogleSets service are employed. These
semantic labels serve as annotations of FTM nodes and are
later also used within outgoing formal structures as can be
observed in Figure 5.

A very detailed description of this particular part can be
found in [30].

4) Automatic ontology generation

Tables with different structures that are categorized into
the same topic/genre clusters and had been individually
transformed into knowledge frames, could now be merged
into a single cluster ontology. In this way, a generalized
representation that semantically and structurally describes
captured tables within each cluster would be created.

Our approach to frame matching and merging is multi-
faceted, which means that we use all evidence at our dis-
posal to determine how to match concepts. In using this
evidence we look not only for direct matches as is com-
mon in most schema matching techniques, but also indirect
matches. The most relevant matching techniques are the
following: (a) label matching which depends on WordNet
features and string distance metrics; (b) value similarity,
where matching is based on value characteristics; (c) ex-
pected values by using constant value recognizers in data
frames; (d) constraints that include keys of the table, func-
tional relationships, one-to-one correspondences, and sub-
set/superset relationships; and (e) structural context, where
features such as proximity, node importance measured by
in/out-degree, and neighbor similarity help match object
sets.

Once the mappings among frames have been discovered,
the actual merging is executed. Sometimes two frames are
directly fused by simply merging corresponding nodes and
edges. Often, however, merging induces conflicts that must
be resolved, where several different approaches for con-
flict resolution are used. Conflict resolution will not be
discussed in this paper due to length limits. Finally, af-
ter all frames of a particular topic/genre cluster are incor-
porated, the outcome reflects an appropriate domain ontol-
ogy, where the concepts are arranged into a directed acyclic
graph, where the arcs represent the relations among con-
cepts and are labeled with relation type.

Figure 5 illustrates a simple example of the ontology cre-
ation process by merging two same-cluster tables; the sec-
ond table is shown in Figure 1. Both tables deal with ho-
tel price information, but the naming convention and con-
tents are different. The matching of the frame concepts and
object sets are based on several techniques: Label Match-
ing and Structure help determine the concept matching,
while Value Similarity and Expected Values apply to price,
room type, and period. The domain ontology is presented
as a frame, but its concepts are further classified and the

Figure 5: A simple example of the ontology creation pro-
cess.

classification encoded in F-Logic notation. For example,
concepts ’Hotel’ and ’Accommodation’, according to the
WordNet, share a common hypernym ’Structure’; values
’Double/Single Room’, ’Apartment’, and ’Suite’ become
concepts and are hierarchically organized under a ’Room-
Type’ concept; the same thing happens to season periods.
Also note that concepts ’Price’ and ’Cost’ share the same
synset in WordNet, which is in the ontology described by
an equivalent operator (≡) among them. In this way a com-
mon ontology covering both frames is generated, which en-
ables annotation and query answering, the later through the
knowledge base.

We have explored issues of frame matching for ontology
generation in [29], where further information can be found.

5) Knowledge base construction

By constructing multiple domain ontologies, where
each one corresponds to a particular topic/genre cluster,
the final step of our algorithm is evident in a construction
of a knowledge base. The knowledge base is created by
formalizing the table contents according to the newly
generated formal structures. Together with the inference
engine it will be used for providing replies to user queries.

Steps 2, 3, 4, and 5 are all implemented within a sys-
tem named TARTAR (Transforming ARbitrary TAbles into
fRames) as part of the PhD dissertation [25] and later ex-
tended for ALVIS. Further information regarding TARTAR
can be found in [27, 30], while the open source code is
freely available and can be downloaded at http://dis.



148 Informatica 30 (2006) 143–152 A. Pivk et al.

Figure 6: A seven-step user query processing schema.

ijs.si/sandi/work/tartar/.
Each of these algorithmic steps is important in the over-

all process and benefits search in terms of accuracy and
reduced complexity.

2.2 Tabular structures querying
Many search systems permit the query to contain single
words, phrases, and word inclusions and exclusions. In-
stead of exclusion, a safer way is to rate each document for
how likely it is to satisfy the user’s information need, to sort
in decreasing order of this score, and present the results in
the ranked list. Search engines differ in how they perform
vector-space ranking.

Our motivation is to extend the ALVIS search engine
with our tabular structure handling approach, where for-
mal knowledge models and semantics decrease ambiguity
and hence better determine similarity among a query and a
document. In addition, they provide semantically relevant
replies to user queries.

The execution of a user query is performed along the
following seven steps, as shown in Figure 6 (note the cor-
responding numbers):

1. Querying: users provide queries using CQL [1] (Com-
mon Query Language). CQL is a formal language
for representing queries to information retrieval sys-
tems such as Web indexes, bibliographic catalogs and
museum collection information and has been adopted
in ALVIS. The CQL design objective is that queries
be human readable and human writable, and that the
language be intuitive while maintaining the expres-
siveness of more complex languages such as SQL.
Simplicity and intuitiveness of expression is achieved
by combining with the richness of Z39.50’s type-1
query [32]. This process corresponds to the ’Query
requests’ box in Figure 2.

2. Resolution: the ALVIS query server resolves the CQL
query and extracts its key terms. This step corre-
sponds to the ’Distributed search engine’ box in Fig-
ure 2.

3. Categorization: extracted key terms are used to de-
termine potentially interesting categories, topics and
genres in particular, where detailed search should be
executed. Categorization is perform as described in
subsection 2.1 1) and is utilized by Mladenić and col-
leagues [22] and Bratko and colleagues [5]. The pur-
pose of searching only within certain topics and gen-
res is to significantly narrow the search space and con-
sequently speed up the whole replying process, which
is of particular importance when querying the knowl-
edge base of tabular structures. This corresponds to
the left-upper bold box (Full test index ...) in Figure 2.

4. Mapping: as described in subsection 2.1 (4), each
cluster possesses its own automatically generated on-
tology. The ontology concepts and relations are used
together with the extracted key terms in order to refor-
mulate posted CQL queries into new, formal queries.
These queries are encoded in the F-Logic formal lan-
guage, same as the knowledge base. This corresponds
to the TARTAR component in Figure 2.

5. Inference: The new formal queries, obtained in a pre-
vious step, are posted against the knowledge base us-
ing an appropriate inference engine, which returns
plausible results. This part has been presented in the
paper by Pivk and colleagues [30].

6. Ranking: ALVIS ranking component ranks, according
to its ranking function, the results obtained from the
knowledge base with the set of documents that match
the CQL query. The ranked results are sent to the out-
put creation module.

7. Results: ranked results and document excerpts are
gathered and incorporated into a document, which
is returned to the user. Note that this document in-
volves also the results inferred from the knowledge
base, which represent semantically aware answers to
a posted query.

Here we present processing of two simple example
queries that relate to the content of tables shown in
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Figure 1 and 5. For simplicity, we will first present a
query in a natural language, followed by individual step
descriptions. Natural language interface is also being
developed, but not directly as part of the ALVIS system.
The two demonstrating examples are:

A) SHOW THE ACCOMMODATIONS THAT OFFER APART-
MENTS.

1. Q="accommodation=* and
type=apartment";

2. Key terms of Q, such as accommodation, type, and
apartment would determine possible categories, i.e.
"tourism:skiing:slovenia", and a genre, such as "com-
mercial/shopping".3. An example of an F-logic query where for mapping
purposes the ontology shown in Figure 5 is used:

FORALL S,L <- EXISTS A,T,P
A:StructureCost[Cost@(S,L,
apartment,T)->P].

4. The query Q posted against the knowledge base re-
turns the following three results gained from the table
examples:

- S=Bungalow GABER, L=Rogla;
- S=Pension MARTIN, L=Pohorje;
- S=Hotel ALPINA, L=?;

5. - 7. The results are ranked and returned to the user
as a Web document, as shown in Figure 7. Some re-
sults are upgraded with tables, where a table consists
of all semantically relevant facts found in the partic-
ular document. These results are in the output doc-
ument marked as ’Reply #’ link, where # represents
the relevance number of a document introducing the
facts. Such examples can be observed from the first
two results in Figure 7.

B) SHOW ALL PRICES OF DOUBLE ROOMS IN HOTELS ON
POHORJE, SLOVENIA.

1. Q="price=* and accommodation=hotel
and hotel=* and place=pohorje and
type=’double room’";

2. Holds a similar description as in the previous exam-
ple;

3. FORALL S,T,P <- EXISTS A
A:StructureCost[Cost@(S,pohorje,
double room,T)->P and
isa_(S,hotel)].

and
FORALL S,T,P <- EXISTS A
A:StructureCost[Cost@(S,pohorje,
twin bed,T)->P and isa_(S,hotel)].

4. - S=Hotel AREH, T=Winter, P=840;
- S=Hotel AREH, T=Rest, P=690;

5. - 7. Similar as in the previous example.

Figure 7: A simulated graphical representation of ranked
results, requested in example A).

3 Current state and evaluations
Here we will shortly present the individual state-of-the-art
of the described system components and some evaluations.
More detailed descriptions are given in the referenced pa-
pers.

• Topic categorization is based on a hierarchical topic
structure. For each topic, a naive Bayesian classi-
fier is built. For an uncategorized document, each of
the classifiers estimates the probability of it belong-
ing to a given topic. Experimental evaluation on real
world data shows that the proposed approach gives
good results. The best performance was achieved with
features selected based on a feature scoring measure
known from information retrieval called Odds ratio
using relatively small number of features [22].

• Genre categorization: For this purpose, we created
a dataset of over 1500 Web pages manually catego-
rized into 20 genres. Each genre has at least 70 ex-
amples. Work on classification is still in progress,
but initial tests have been performed by Bratko and
colleagues [5] using prediction by partial matching
(PPM) classification algorithm [10], which proved
very successful in related problem setting. Upon com-
pletion of the work, the dataset will be made publicly
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available.

• Filtering of proper tabular structures: To solve this
problem, we adopted a solution developed by Wang
et al. [34], which is based on machine learning tech-
niques, as presented in section 2.1 (2). The classi-
fication accuracy reaches almost 95%, meaning that
nearly no human intervention is required [25, 26].

• Formalization of tabular structures: The empirical
evaluation is performed from efficiency and applica-
bility perspectives, where the dataset consisted of over
700 test tables, belonging to two different domains,
tourist and geopolitical. First, the efficiency E of
the approach is measured according to the portion of
correctly transformed tables into knowledge frames
reaching 84.52% (E = 1

2 (Et +Eg) = 1
2 ( 289

369 + 313
345 )).

The more detailed results description is omitted due to
its complexity and the lack of space but can be found
in [26, 25]. Second, the applicability is shown by
querying the content of tables encoded in the knowl-
edge base, where it is shown that returned answers are
true and complete in 100% of cases [30].

• Automatic ontology generation: Initial tests of the on-
tology generation process have been shown in [29],
indicating that the process is feasible but pointing out
that the conflict resolution still needs some improve-
ments. Further tests are still in progress.

• Knowledge base construction: This step cannot be
evaluated separately since it depends on the results
of previous two tasks and merely formalizes the data
found within tables. Anyway, the study in [30]
showed that by querying the content of tables encoded
in the knowledge base, the returned answers are true
and complete in all cases.

The system consisting of the described parts is not yet
fully implemented. While individual parts have already
been tested and achieved the expected performance, the
functionality of the integrated system is yet to be verified.

4 Related work
In this paper we have covered several important topics
of modern information handling, which can be basically
split into three main areas: document categorization, on-
tology learning, and analysis of tabular structures. We will
not present each of these areas thoroughly, since these are
given in respective papers, but will rather show their main
achievements.

An important portion of information retrieval [3, 31]
is focused to the document categorization tasks, where
several different techniques and methods have been
used, ranging from machine learning techniques such as
Bayesian learning, SVM, or (hierarchial) clustering, to nat-
ural language processing, graph theory, and combination of
these approaches.

Genre categorization is most commonly performed by
parsing the documents to extract a set of stylistic features,
which vary significantly from author to author, and then us-
ing one of the numerous classification algorithms: regres-
sion, SVM, decision trees, naive Bayes, clustering. Less
common are character-base methods, which use raw text
as the input. The best classification accuracy in this group
is shown by Peng et al. [24] reaching 86% when classi-
fying documents into 10 different genres. Prediction by
partial matching (PPM), the method which we are going to
employ, also belongs to this group. Finally, there are vi-
sual methods, but these are typically used on scanned doc-
uments represented as bitmaps and are not well suited for
use in a search engine.

A very recent systematic overview of related work on
table recognition, transformation, and inferences can be
found in [36]. Most of the work in this area has been
done on table detection and recognition addressing sev-
eral types of document encodings, mostly plain text files,
images, and HTML documents. Work performed on tex-
tual tables and images was mainly oriented towards table
detection, row labeling, and cell classification [36]. Work
on HTML tables was extended to indexing relation detec-
tion, cell/row/table merging or splitting, classification [34],
and other approaches aiming at the deep understanding of
table structure [36]. Table extraction methods have also
been applied in the context of question answering and on-
tology learning. A similar proposal to ours was introduced
by Tijerino et al. [33]. They presented only a vision for a
system that would be able to generate ontologies from arbi-
trary tables or table-equivalents. Their approach consists of
a four-step methodology which includes table recognition
and decomposition, construction of mini ontologies, dis-
covery of inter-ontology mappings, and merging of mini-
ontologies. For the purpose of semantics discovery the ap-
proach is multifaceted, meaning they use all evidence at
their disposal (i.e. Wordnet, data frames, named entities,
etc.). Since the paper, unlike ours, presents only a vision,
no evaluation is provided.

5 Conclusion and Future Work

ALVIS represents a major attempt to create a semantic
search engine. For this purpose, it introduces several novel
approaches and mechanisms. Our approach is novel in the
sense that it is the first to address the whole process of se-
mantically aware information discovery and query answer-
ing by analyzing information presented in tabular struc-
tures. By putting together the components, such as two-
aspect document categorization, detection, filtering, trans-
formation and formalization of tabular structures, a search
engine gets enhanced with new capabilities in a scalable
way.

Each of the major formalization algorithmic steps is im-
portant in the overall process and benefits in terms of accu-
racy and reduced complexity. We anticipate that the system
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will also benefit in terms of scalability and speed, but can-
not show or discuss that in details since it has not been fully
implemented and tested yet.

Regarding success rate of HTML input tabular transfor-
mations into formal semantic descriptions, the proposed
approach reaches nearly 85%. Besides the transformation
the approach also enables annotation of the original re-
sources with generated formal descriptions.

Although tabular semantic approach by itself may not be
the ultimate research goal, and although its success relies
on specific properties of tables, i.e. implicit relationships,
it might give some indications regarding semantic search
from plain text. We are aware that our approach and the
ontology learning text processing approaches tackle and
cope with different problems, thus making direct compari-
son nearly impossible, we still assume that our results show
great potential for wide acceptance.

Future research in the tabular structure analysis area is
aiming into two main directions. Firstly, the focus will be
to incorporate some machine learning techniques, in partic-
ular for: (a) the classification of tabular structures into the
(predefined) table type classes, and (b) the improved and
more scalable discovery and division of tables into logical
units and regions. This will enable better grounds for the
ongoing transformation process. Secondly, our method-
ology is domain and document type independent, but has
been implemented to cover HTML tables only. Therefore
two important extensions need to be provided in the fu-
ture: (a) the extensions to cover other document types, i.e.
PDF, excel, etc., and (b) to enable a framework for a simple
inclusion of the other domain-dependent knowledge mod-
els. With these extensions comprehended, we anticipate
that the approach will be used to semantically enrich a va-
riety of legacy data and will support the conversion of the
existing Web into a Semantic Web.
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