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Traditional sentiment analysis methods for tourism review texts often suffer from a strong dependence on 

vocabulary quality and insufficient ability to capture contextual temporal features, making it difficult to 

accurately identify sentiment tendencies in complex contexts. To address this issue, this study proposes a 

multi-layer memory network algorithm that integrates temporal convolutional networks (TCN) and 

bidirectional long short-term memory (BiLSTM) to improve the depth of feature extraction and the accuracy 

of emotion classification. A dataset of 30,000 manually labeled tourism review texts was constructed, with 

sentiment labels categorized into positive, neutral, and negative. Experimental results showed that the 

proposed model achieved an accuracy of 95.78%, an F1 score of 95.98%, and a training time of only 40.18 

seconds in sentiment classification tasks. Ablation studies demonstrated that the model exhibited clear 

advantages in structural integration and regularization mechanisms, with stronger stability. Sentiment 

orientation analysis showed that positive reviews account for 74.8% on average, and the model effectively 

identified multi-emotional expressions, indicating strong practicality and generalization ability. In summary, 

the proposed model achieves excellent performance in both feature extraction and sentiment classification, 

and achieves high generalization and training efficiency. Its application to tourism consumer review analysis 

can provide reliable technical support for the precise management of tourist attractions and user feedback 

analysis, while also offering new insights for the advancement of sentiment analysis methods. 

Povzetek: Članek predstavi novo večplastno spominsko arhitekturo, ki združuje TCN in BiLSTM za 

učinkovito razpoznavanje čustev v turističnih ocenah z izboljšano kontekstualno zaznavo in računsko 

učinkovitostjo.

 

1  Introduction 

The booming development of the tourism industry provides 

consumers with more and more choices in terms of tourism 

products and tourism services, and consumers often refer to 

the evaluations and feedbacks of other consumers before 

making purchase decisions [1]. Therefore, tourism consumer 

evaluation text has become an important source of 

information for tourism enterprises to understand consumer 

needs, improve services, and formulate marketing strategies. 

The text sentiment analysis (TSA) technology can 

automatically recognize the emotional tendency of the text 

and categorize it, thus helping tourism enterprises to quickly 

understand consumer feedback and make corresponding 

adjustments [2]. 

Currently, there are more categories of TSA techniques, and  

common methods include machine learning, deep learning, 

etc., in addition to traditional rule-based methods, and 

methods based on sentiment dictionaries. Among these  

 

 

 

algorithms, deep learning techniques have a wide range of  

applications in TSA [3]. Tasks such as text understanding 

and sentiment analysis that require long-range dependency 

modeling often benefit from optimized memory network 

structures. Multi-layer memory networks (MMNs) are an 

extension of traditional recurrent neural networks, such as 

long short-term memory (LSTM), by introducing stacked 

layers to improve the model's ability to capture long-range 

dependencies [4]. Although these models have strong 

expressiveness, they often suffer from long training times, 

high data requirements, and complex hyper-parameter tuning 

processes [5]. 

To address these limitations, this study proposes a 

lightweight MMN architecture that combines a temporal 

convolutional network (TCN) with a bidirectional long 

short-term memory (BiLSTM) network. TCN provides 

strong parallel computational capabilities and effectively 

extracts local sequential features, while BiLSTM captures 

global contextual dependencies and improves semantic 
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understanding of complex emotional expressions. The 

integration of both networks not only mitigates problems 

such as gradient vanishing, but also improves both model 

depth and training efficiency. In this research, the 

TCN-BiLSTM model is applied to the sentiment analysis of 

tourism consumer reviews, with the aim of improving the 

classification accuracy and computational efficiency in TSA 

tasks, and providing a high-performance technical solution 

for practical applications. 

There are four primary sections to the research. An outline of 

the state of domestic and international research on TSA 

techniques is provided in the first section. The development 

of the study's algorithm model constitutes the second section. 

The third part is the validation of the performance of the 

algorithm. The fourth section summarizes the research work. 

2  Related works 

With the continuous development of tourism, tourism 

enterprises also pay more and more attention to consumer 

feedback. Consumer reviews are one of the important 

reference indicators for tourism enterprises to adjust their 

management strategies. Another crucial area of study in the 

fields of data mining and natural language processing is the 

TSA of tourist consumer evaluation [6]. Tourism evaluation 

TSA aims to extract the emotional tendency as well as the 

expression of intention in the text by analyzing the text, and 

MMNs have a high degree of adaptability in this application 

[7]. The commonly used algorithms for MMNs include 

LSTM, attention mechanisms, etc., which have many 

applications in various fields. Most of the researchers have 

improved MMNs, including optimization of different 

algorithms as well as combinations. To improve the accuracy 

of sentiment classification, Ramaswamy S L and 

Chinnappan J combined convolutional neural network 

(CNN) algorithm and LSTM algorithm to empirically 

investigate various ensemble models. It was also compared 

with other traditional sentiment classification methods to 

evaluate the accuracy of CNN-LSTM algorithm for 

sentiment analysis. According to the findings, the 

CNN-LSTM algorithm performs sentiment analysis with 

good accuracy [8]. To improve the accuracy and stability of 

stream flow prediction, Wan W et al. proposed a model 

combining two-layer TCN and LSTM algorithms while 

incorporating a multi-head attention mechanism and 

verifying the model generalization. The experimental results 

indicated that this algorithm had less error in traffic 

prediction and had high accuracy and stability [9]. Li C et al. 

combined TCN with LSTM for the estimation of the health 

state as well as the remaining lifetime of the battery. The 

results of simulation experiments indicated that the 

TCN-LSTM algorithm had a high degree of fit, accurate 

prediction results, and robustness [10]. He et al. proposed the 

SSAE-TCN-BiLSTM model in an attempt to capture the 

temporal nuances of network traffic, which reduced the 

feature dimensionality by SSAE and performed feature 

extraction with TCN and BiLSTM algorithms. The results 

indicated that this algorithm model was computationally 

efficient, converged quickly, and had a large improvement in 

accuracy [11]. For accurate groundwater level prediction, 

Mohammad E et al. proposed a model combining 

self-attentive TCN and LSTM algorithms to solve the 

problem of vanishing gradient and overcome the limitations 

of LSTM. The results showed that this algorithm could 

effectively capture the long and short-term dependencies in 

the time series, with a small overall error and good algorithm 

performance [12]. 

Numerous studies have been conducted on TSA by 

researchers both domestically and overseas. To interpret the 

emotions and opinions in the text, Rengarjan et al. adopted 

the CNN-RNN algorithm model and utilized AGTO for 

complex feature extraction and selection. Experimental 

results indicated that this method could effectively perform 

text feature extraction and perform sentiment analysis, 

improving feature recognition [13]. To extract video pop-up 

information, Zhou X and Li W proposed a local CNN-based 

pop-up text sub-recognition algorithm, which reconstructed 

the data into a data lookup table and formatted the content 

for output. The results indicated that the text classification 

and recognition of this method was better and advanced [14]. 

Wang L et al. proposed a multi-feature text data 

enhancement model, M-DA, in order to learn text 

information more deeply. The study reconstructed and 

analyzed text sequences and captured long-term 

dependencies between sequences with BiLSTM networks. 

The outcomes revealed that the modeling framework 

constructed in this way could effectively extract text features, 

improve TSA, and increase accuracy [15]. By suggesting an 

NBLex-based method to assess sentiment in 

Kannada-English code-switched text, Chundi et al. increased 

TSA's efficiency and decreased the amount of time needed 

to identify the sentiment. The results of the study indicated 

that this method was effective in improving the efficiency of 

TSA and did not require training samples, reducing the cost 

of TSA [16]. To analyze the comments on social media, 

Taneja K et al. used SA techniques for language processing. 

The study proposed an unsupervised learning method using 

a transformer architecture for performing SA on a dataset. 

The results of the study revealed that this method had high 

F1 and AUC scores and was feasible to be used for product 

recommendation and thus influencing business decisions 

[17]. Table 1 presents a structured comparison of existing 

sentiment analysis methods based on different algorithms, 

application domains, data sets, performance results, and 

attention limitations. This comparison highlights the research 

gap that the TCN-BiLSTM model proposed in this study 

addresses in the context of travel sentiment analysis. 
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Table 1: Summary of related sentiment analysis methods 

Study Method Domain Dataset Performance Limitations 

Ramaswamy 

& 

Chinnappan 

[8] 

CNN-LSTM 
Sentiment 

analysis 

General review 

texts 

Good accuracy for 

sentiment 

classificationt 

Limited 

modeling of 

long-term 

dependenciest 

Wan et al. [9] 
TCN+LSTM+Multi-head 

Attention 

Streamflow 

prediction 
Time series data 

High accuracy, low 

prediction error, 

good stability 

Not applied in 

text sentiment 

domain 

Li C et al. 

[10] 
TCN+LSTM 

Streamflow 

prediction 

Battery lifecycle 

data 

High fit, accurate 

and robust 

predictions 

Non-textual 

domain, no NLP 

validation 

He Z et al.  

[11] 
SSAE-TCN-BiLSTM 

Network traffic 

analysis 

Time series 

intrusion data 

High computation 

efficiency, fast 

convergence 

Not designed for 

textual 

sentiment 

Mohammad 

E et al.[12] 

Self-attention 

TCN+LSTM 

Groundwater 

level prediction 

Environmental 

time series 

Models short- and 

long-term 

dependencies, low 

error 

Not applicable 

to sentiment 

analysis 

Rengarjan et 

al. [13] 
CNN-RNN+AGTO 

Literary 

sentiment 

analysis 

Novel 

“Immortals of 

Meluha” 

Effective feature 

extraction and 

sentiment 

recognition 

Limited 

generalization 

beyond literary 

texts 

Zhou X & Li 

W [14] 
Local CNN 

Video popup 

text 

classification 

Popup texts from 

video 

Better 

classification 

performance 

Not focused on 

emotion polarity 

Wang L et al. 

[15] 
M-DA+BiLSTM Chinese TSA 

Multi-feature 

Chinese datasets 

Improved accuracy 

through feature 

enhancement 

Model 

complexity 

increases 

computation 

load 

Chundi R et 

al. [16] 
NBLex (Lexicon-based) 

Code-switched 

sentiment 

analysis 

Kannada-English 

mixed corpus 

Efficient, 

cost-effective, no 

training data 

needed 

Dependent on 

lexicon quality, 

low adaptability 

Taneja K et 

al. [17] 

Transformer 

(unsupervised) 

Social media 

review analysis 

E-commerce 

reviews 

High F1 and AUC, 

usable in 

recommendation 

Complex 

architecture, 

weaker 

interpretability 
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In summary, MMNs exhibit strong performance in feature 

classification and analysis tasks, and show high applicability 

in tourism sentiment analysis. However, existing TSA 

methods often face challenges such as limited modeling 

depth and inefficient training. This study proposes a novel 

MMN architecture that integrates TCN with BiLSTM. 

Rather than replacing LSTM or attention mechanisms, the 

proposed model builds on their ability to capture long-term 

dependencies while leveraging TCN to improve local feature 

extraction and parallel processing efficiency. As a result, the 

TCN-BiLSTM framework provides a lighter and more 

efficient solution for sentiment classification. Given its 

relatively limited application in the tourism domain, the 

model demonstrates both novelty and feasibility. Moreover, 

it is expected to provide new methodological insights for 

TSA research. 

3 TSA approach based on multi-layer 

memory networks 

3.1 Algorithmic modeling of multi-layer 

memory networks 
To address the challenges of complex emotional expressions, 

diverse sentence structures, and frequent sentiment shifts in 

tourism review texts, this study proposes a TSA method 

based on a MMN. Based on the hypothesis that local 

features should be extracted in parallel, while global 

semantics require bidirectional modeling, the method 

integrates TCN with BiLSTM, providing improved 

contextual awareness and sentiment classification accuracy 

compared to existing approaches. When dealing with noisy 

or ambiguous sentiment expressions, the model leverages 

BiLSTM to capture contextual dependencies from both 

directions, improving robustness under uncertain emotional 

content. Compared to Transformer-based models, the 

proposed method achieves a better trade-off between 

computational efficiency and classification accuracy without 

requiring pre-training, making it suitable for real-time 

applications or resource-constrained environments. 

MMNs is a network architecture that adds memory 

mechanisms to traditional neural networks, which is suitable 

for tasks requiring long-term memory and reasoning ability, 

such as question-answer systems in natural language 

processing, text understanding, and so on. Commonly used 

algorithms for MMNs include recurrent neural networks, 

LSTM, and attention mechanisms [18]. However, TSA 

needs to analyze and identify the sentiment features (SFs) 

contained in the text, and then classify them. Based on this 

consideration, this study takes BiLSTM network as the basis, 

combines TCN, constitutes MMNs algorithmic model, and 

carries out sentiment analysis on the text of tourism 

consumer evaluation. BiLSTM provides bi-directional 

modeling capabilities, allowing it to capture both past and 

future contextual dependencies. This makes it particularly 

suitable for analyzing complex tourism reviews that contain 

emotional shifts, negations, or mixed sentiments, enabling 

more accurate extraction and identification of key SFs. 

To analyze the sentiment of the text, it is first necessary to 

vectorize the text content. Text vectorization is the process of 

transforming text data into digital signals, and commonly 

used algorithms include BERT dynamic word vector 

language model, Glove, Word2vec, and so on. Among them, 

Word2vec can capture the complex relationship between 

words and includes two architectures, CBOW and 

Skip-gram [19-20]. The computational process of CBOW is 

shown in Equation (1). 
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In Equation (1), W  represents the vocabulary. 
tw  

represents the target word of the current time step t . c  

represents the context window size. 
−t cw  through 

+t cw  

are the context terms. context  context refers to the 

sequence of words composed of c  words on both sides of 

the target word, which is used to predict the conditional 

probability of the current word. As demonstrated in Equation 

(2), Skip-gram predicts the context by the target word, 

whereas CBOW primarily predicts the target word by the 

provided context. 

In Equation (2), the Skip-gram can make a judgment on the 

probability of the occurrence of the glossary content in the 

text before and after the word based on the provided target 

word, as shown in Equation (3). 

In Equation (3), 
wv  represents the vector representation 

of the input word in the input embedding matrix. 'wv  

represents the vector representation of the prediction 

target word in the output embedding matrix. n  denotes 

the proximity between the specified word and the current 

input word. The training sample w  is contained in the 

vocabulary list v . The Skip-gram model can represent the 

relationship between different words with fewer word vector 

dimensions, and at the same time, it can take into account the 

contextual information to effectively extract the semantic 

information in the text. Then, the text data is processed by 

convolutional network. The convolutional kernel of the 

CNN can extract the data features of the text within the 

convolutional layer (CL), as shown in Equation (4). 
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1( )−



=  + i

i

k k k k

i j j i

j N

x f x w b            (4) 

In Equation (4), 
k

ix
 and 

1−k

jx
 represent the output of the 

i  neuron in layer k  and the 
j

 neuron in layer 1−k , 

respectively. i

k

jw
 is the weight parameter connecting these 

two neurons, 
k

ib
 represents the bias term, and 

( )f
 is the 

activation function. iN
 represents the index set of the 

neurons of the previous layer connected by the i -th neuron 

in the k  layer. 
 ij N

 represents the traversal and 

weighted summation of all the neurons of the previous layer 

that have connections with this neuron. After the CL 

computes the features, the next step is the pooling layer (PL) 

to fuse the features. The PL simultaneously collects the best 

features and minimizes feature dimensions to prevent 

overfitting. The formula for processing text data by PL is 

shown in Equation (5). 

1( ( ) ) −= +k k k k

i i i ix f D x b
          (5) 

In Equation (5), 1( )−k

iD x  represents the pooling operation, 

and according to the task needs, the maximum pooling 

method or average pooling method can be selected to 

process the text information. After the data is processed by 

the CL and PL, the fully connected layer will combine the 

local information extracted from them to map the features 

into the sample labeling space, highly purify the features, 

and input them to the classifier. The TCN algorithm used in 

the study has an additional feature compared to the normal 

CNN, which is to deform the latter so that it can handle 

temporal problems. This improvement can give the CNN the 

ability to perform text sequence prediction. In this case, the 

causal convolution enables the algorithm to have a causal 

property, which is calculated as shown in Equation (6). 

1 2 1

1

( ) ( | , , , )−

=

=
T

t t

t

P x P x x x x

          (6) 

In Equation (6), 
tx  represents the current input value. T  

represents the total length of the input sequence. That is, the 

number of terms in the text or word sequence, which is used 

to control the modeling range of the model in the time 

dimension. It follows that the current information can only 

be predicted by the previous input values. Since the feature 

extraction is limited to a certain range, the study adds 

dilation convolution to compensate for this limitation as 

shown in Equation (7). 

_ 1( 1) ( )−= −  +k d k kf d f f
         (7) 

In Equation (7), d  is the number of voids. Dilation 

convolution is equivalent to inserting d  zeros into the 

convolutional network, and the text sequence is sampled and 

computed every certain d . The addition of dilation 

convolution increases the number of network layers. 

However, to prevent gradient vanishing due to excessive 

depth, residual links are necessary, as illustrated in Equation 

(8). 

( )= +R x F x
              (8) 

Equation (8) is the process of linear transformation of the 

inputs to each layer. The TCN network algorithm proposed 

in the study is shown in Equation (9). 

0 1 0 1

0 1 0 1

( )

{ , , , } ({ , , , })

{ , , , } Re ({ , , , })

=  +


= −
 =

i i j i

t t

t t

y Conv W F b

Y Y Y Hi norm y y y

T T T Lu Y Y Y
    (9) 

In Equation (9), 
iy  represents the state values. 

iW  is the 

word matrix. 
jF  represents the convolution kernel of the 

j th layer. 
ib  is the bias matrix. The final resulting text 

sequence features are then 
0 1{ , , , }tT T T . In order to make 

the overall algorithm able to learn the before and after 

associations, the study uses BiLSTM algorithm to optimize 

the TSA process. Its network structure is shown in Figure 1. 
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Figure 1: Schematic diagram of BiLSTM network structure 

 

 

In Figure 1, BiLSTM constitutes an acyclic graph, which is 

able to obtain the output value (OV) through the text 

information before and after, and has higher stability. 

Splicing the text features in both directions can extract the 

dependencies of the text sequences and obtain the SFs. The 

text sequence feature in the forward direction is 

1 2{ , , , }= L L LtH h h h , and the text sequence in the reverse 

direction is 1 2{ , , , }= R R RtH h h h . The vector of splicing 

the two directions is shown in Equation (10). 

1 2{ , } { , , , }= = tH H H h h h
         (10) 

The text features captured by BiLSTM are further fused as 

shown in Equation (11). 

( ) ( ) ( )= +H x Temp x Bi x
         (11) 

In Equation (11), ( )Temp x  is the OV of TCN. ( )Bi x  is 

the OV of the BiLSTM network layer. The combination of 

the two is the final output. Summarizing the algorithms used 

in the study, the MMNs algorithm model is constructed as 

shown in Figure 2. 

Parameter 

initialization

Text 

Vectorization 

Input

TCN layer 

feature 

extraction

Output 

vector 

dimension 

expansion

Categorize
Feature 

fusion
BiLSTM 

layer input

Extracting 

bi-directional 

features

 

Figure 2: Model of TCN-BiLSTM multi-layer memory network algorithm 

 

In Figure 2, the first step of the proposed TCN-BiLSTM 

MMNs algorithmic process lies in the initialization of the 

text data. Moreover, then the data is transmitted to the input 

layer of the TCN network, which outputs the vector 

information. Next, the data is used for final classification and 

TSA after the features are further extracted and fused using 

the BiLSTM method. 

 

3.2 TSA method based on TCN-BiLSTM 

algorithm 

TSA is a kind of computer technology to recognize and 

analyze the expression of emotion in text. It mainly includes 

four aspects: extraction of sentiment information, 

identification of subjectivity and objectivity of text, 

determination of sentiment tendency, and measurement of 

sentiment intensity. The analysis methods include methods 

based on deep learning as well as methods based on emotion 

features and emotion lexicon [21-22]. Figure 3 displays the 

details. 
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Text Sentiment 

Analysis Methods

Figure 3: TSA method 

In Figure 3, each of the three general categories into which 

TSA can be classified has its own subdivided procedures. 

The study adopts the analysis method based on SFs to 

structure the text data and put it into the training and testing 

of the algorithm model. The TCN-BiLSTM algorithm is 

used to classify the text features and predict the sentiment 

pointing of the text. Its algorithm flow is shown in Figure 4. 

Love this good looking dog!

This takeout sucks.

It feels like an ordinary environment.

Corpus

Text Preprocessing

Divide the data set

Training dataset Textual expression Feature Screening Classifier training Generating Models

Training datasetManual label processingTraining datasetTraining datasetClassification results  

Figure 4: Flow of text analysis based on sentiment features 

 

In Figure 4, the first step of text analysis based on SFs lies in 

preprocessing the text information and filtering and 

processing the features of the text by dividing the two 

datasets, training and testing. Finally, the classification 

model is generated to achieve the effect of classifying the 

textual SFs. For this purpose, the text needs to be 

preprocessed to represent the text in a computerized way, 

and the features are screened and classified. Among them, 

there are many methods commonly used for the screening of 

text features, such as the mutual information method. The 

mutual information approach may sort the frequency of texts 

based on the size of the MI value and measure the text's 

emotional inclination. Equation (12) displays the calculating 

formula. 

( , )
( , ) ( , ) log

( ) ( ) 

= 
i j

i j i j

w W c C i j

P w c
MI w c P w c

P w P c
     (12) 

In Equation (12), C  represents the category of the 

document. W  denotes all words in the dataset. P  

represents the probability. 
iw  is the feature item. 

jc  

represents the text category of the item. ( , )i jMI w c
 
then 

represents the mutual information value between the feature 

item and the category. Low-frequency features are more 

informative while high-frequency features are less 

informative. Another method used is information gain, 

which evaluates the discriminative power of textual features 

based on their information gain with respect to the target 

sentiment labels. By ranking features according to their 

computed information gain scores, features with low 

scores-indicating limited contribution to classification-are 

removed, while more informative features are retained for 

subsequent modeling. Equation (13) illustrates the 

computation procedure. 

( | )( )

2 2

1 1

( | )

2

1

( ) ( ) log ( ) ( | ) log

              + ( ) ( | ) log

= =

=

= − + 



i ji

i j

n n
P c tP c

j i j i j

i i

n
P c t

j i j

i

IG t P c P t P c t

P t P c t

(13) 

In Equation (13), 
ic  is the text type and the feature term is 

jt . The probability that 
jt
 
exists in 

ic  is represented by 

( | )i jP c t  and ( | )i jP c t , respectively.  

Through the information gain method, the important feature 

terms can be extracted quickly, and it has a wider application 

in dealing with problems that use the same set of features. It 
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is worth noting that in the feature selection stage, this study 

employs mutual information and information gain methods, 

which are primarily used to preliminarily filter and rank the 

high-dimensional term features in the original review texts. 

These two methods are commonly used supervised feature 

evaluation techniques in text classification, capable of 

measuring the correlation between individual features (terms) 

and the target labels (sentiment categories). Therefore, it can 

effectively reduce input dimensionality, eliminating 

redundant information, and improving training efficiency. 

Considering that the focus of this study is on constructing a 

high-performance sentiment classification model 

architecture, the purpose of feature selection is to improve 

modeling efficiency and generalization ability, rather than 

model interpretability. Therefore, feature evaluation methods 

that focus on interpretability, such as SHapley Additive 

exPlanations (SHAP) and local interpretable model-agnostic 

explanations (LIME), are not introduced in this study. 

To effectively classify the extracted features in the 

TCN-BiLSTM algorithm model, the study uses Softmax 

function for classification as shown in Equation (14). 

1

exp( )
( | )

exp( )
=

+
= =

+

T

k k

k
T

k k

k

w x b
P y k x

w x b

         (14) 

In Equation (14), the number of categories is denoted by k . 

w  is the weight. b  is the bias. The larger the calculation 

result is, the greater the possibility that the feature item 

belongs to the category. Through this method, text features 

can be effectively classified, which is conducive to further 

TSA. Combining the TCN-BiLSTM algorithm and the 

computational flow of TSA, the proposed MMNs algorithm 

can be summarized as Figure 5. The proposed MMNs 

algorithm can be summarized as Figure 5. 

Data Collection Text Preprocessing Modeling and Analysis

Web crawler

Travel reviews

Text messages

Font conversion

Special symbol filtering

Invalid comments filter

Split word and stop 

word removal

Data format 

standardization

Text vector representation

TCN

BiLSTM

Classifier

 

Figure 5: TSA model based on TCN-BiLSTM 

 

The study's suggested MMNs algorithm model is broken 

down into three sections in Figure 5: text processing, data 

collecting, and memory network-based text analysis. The 

evaluation text of tourism consumers is extracted and 

converted into standard text data information by formatting 

the text information. Moreover, it is introduced into the 

TCN-BiLSTM MMNs model to represent the text as vectors. 

Then the vector information is output from the TCN network, 

and the text features are extracted and analyzed by the 

BiLSTM network, and finally output to the classifier to 

realize the classification of text SFs. 

4 Tourism consumer evaluation TSA 

results 

4.1 Validation of modeling effects of 

multi-layer memory networks algorithms 
The study initially creates an experimental platform to 

confirm the overall performance of the algorithm model 

before examining its impact on the TSA of tourism 

assessment in order to confirm the impact of the suggested 

algorithm on the sentiment analysis of consumer evaluation. 

The dataset used in this study is collected using a 

Python-based web scraping tool from major tourism 

platforms such as Ctrip and Mafengwo, focusing on user 

reviews of popular tourist attractions in Hunan Province. To 

ensure data quality, preprocessing steps includes HTML tag 

removal, noise filtering, Chinese word segmentation, 

stopword removal, and word vector transformation. A total 

of 30,000 review samples are collected and sentiment 

labeled using a combination of keyword-based rules and 

manual correction. Of these, 15,000 are labeled positive, 

4,000 are labeled neutral, and 11,000 are labeled negative. 

To reduce the impact of class imbalance, the sample 

proportions in the training set are adjusted accordingly, while 

the test set retained the original distribution. Given the 

subjective nature of user reviews, the consistency of manual 

annotations is verified through cross-validation to increase 

label reliability. Table 2 displays the specifications of the 

experimental platform. 
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Table 2: Parameter settings of the experimental platform 

Factors Setting 

Operating system Windows 10 

Processor IntelXeon(R) E5 

Graphics card RTX3090 

Host memory 64GB 

Experimental frame TensorFlow 

Learning rate 0.001 

Dropout value 0.5 

Word vector size 210 

Number of hidden layer units 128 

BatchSize 128 

Epoch 20 

 

In Table 2, during the experiment, the model is run on 

Windows 10 operating system, the hardware platform 

includes Intel Xeon E5 series processor, RTX 3090 graphics 

card, and 64GB host memory, and the deep learning 

framework adopts TensorFlow. To ensure the performance 

stability and convergence efficiency of the model, the main 

hyper-parameters are experimentally pre-tuned in this study. 

The learning rate is initially set to 0.001 and tested in the 

range {0.0005, 0.001, 0.002}, and 0.001 is finally selected as 

the optimal value of the model for this task. The dropout rate 

is set to 0.5 to avoid overfitting. The word vector dimension 

is set to 210, chosen after comparing the performance in 

{128, 210, 300}. The number of hidden layer units is 128, 

the batch size is 128, and the number of training rounds 

(EPOchs) is 20. The above parameters show stable 

performance in multi-group combined tests, taking into 

account training efficiency and model effect. Considering 

that this study focuses on model structure design and 

comparative evaluation, the selection of hyper-parameters 

follows the principle of combining performance first with 

empirical verification. 

The performance of the algorithms suggested in the study is 

confirmed using the experimental parameter settings 

mentioned above, and the trends of F1 and loss values of 

several methods are contrasted. Figure 6 displays the 

findings. 

In Figure 6(a), although all the algorithmic models are able 

to stabilize the F1 scores as the training rounds increases, the 

TCN-BiLSTM algorithm proposed in the study is able to 

achieve the results faster. According to the change trend, it 

can be realized that the TCN-BiLSTM algorithm, besides 

being able to achieve a higher F1 score in a shorter time, also 

has stronger stability, faster convergence and higher accuracy. 

Figure 6(b) shows that the loss value of the proposed 

algorithm is the lowest when the iterations reaches 8, which 

indicates that the proposed algorithm has a higher fit and 

feature learning ability. Table 3 shows the average 

performance indicators of each model in the emotion 

classification task of travel reviews.
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Figure 6: Trend of F1 score and loss value of different algorithms 

 

Table 3: Performance data for each algorithm model 

Algorithm Accuracy/% Recall rate/% F1 score/% Accuracy 95% 

CI 

Recall 95% CIt F1 95% CI 

TCN-BiLSTM 95.46±0.17 95.34±0.19 95.25±0.21 [95.25, 95.67] [95.12, 95.56] [95.04, 95.46] 

TCN 92.36±0.22 94.26±0.23 94.89±0.24 [92.09, 92.63] [94.00, 94.52] [94.61, 95.17] 

BiLSTM 93.28±0.19 94.17±0.21 94.41±0.23 [93.07, 93.49] [93.96, 94.38] [94.16, 94.66] 

TCN-BiLSTM 

(without 

Dropout) 

94.63±0.21 94.51±0.22 94.47±0.23 [94.40, 94.86] [94.28, 94.74] [94.24, 94.70] 
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TCN-BiLSTM 

(without 

BatchNorm) 

94.81±0.19 94.33±0.20 94.59±0.22 [94.61, 95.01] [94.13, 94.53] [94.37, 94.81] 

TCN-LSTM 94.59±0.18 93.29±0.22 94.65±0.20 [94.39, 94.79] [93.03, 93.55] [94.45, 94.85] 

 

Table 3 presents a comparison of the model performance 

under different structural configurations and regularization 

settings. The full TCN-BiLSTM model achieves the best 

overall results, with an accuracy of 95.46%, recall of 95.34%,  

 

 

and an F1 score of 95.25%. In contrast, the TCN-only model 

achieves a recall of 94.26% but has a lower accuracy of 

92.36%, indicating strong local feature extraction but weaker 

classification precision. The BiLSTM-only model improves 

accuracy to 93.28% and achieves an F1 score of 94.41%, 

showing better performance in modeling global context, but 

with limited ability to capture short-term dependencies. 

From a structural integration perspective, the TCN-BiLSTM 

model effectively combines local and global representations, 

resulting in superior performance in sentiment classification 

tasks. Further analysis on regularization shows that 

removing the dropout layer reduces the F1 score to 94.47%, 

while removing the batch normalization yields an F1 score 

of 94.59%. Both results are lower than the full model, 

suggesting that regularization plays a key role in improving 

stability and generalization. Overall, the ablation study 

confirms the effectiveness of each module and supports the 

rationality of the proposed model design. 

The performance of TCN-LSTM is relatively balanced, the 

accuracy rate is 94.59%, and the F1 score is 94.65%. 

However, due to the unidirectional LSTM structure, there is 

still a problem of insufficient understanding of bidirectional 

semantics. Compared with TCN-LSTM, TCN-BiLSTM 

performs better in emotion classification tasks, mainly due to 

the bidirectional modeling ability of BiLSTM, which can 

simultaneously capture the dependency between the 

preceding and following sentences. However, the LSTM in 

TCN-LSTM is a one-way structure that can only be modeled 

forward, and its comprehension ability is limited for texts 

with emotional transition, contrast, or summary sentence 

patterns. For example, when confronted with comments such 

as "the scenic area environment is good, but there are too 

many people and too much noise," TCN-LSTM is 

susceptible to being dominated by the positive emotions 

present in the first paragraph and disregarding the negative 

tendency exhibited in the second half of the sentence. This 

results in an emotional judgment bias. In addition, in texts 

containing negative constructs or mood reversals, such as 

"The hotel was supposed to be good, but the service attitude 

let me down," the CN-LSTM often struggled to effectively 

identify the dominance of the subsequent emotional intensity. 

Therefore, in terms of structural design, TCN-BiLSTM is 

more suitable for dealing with common complex sentences, 

multi-emotional sentences, and semantic contrast sentences 

in tourism texts. Moreover, it has stronger discriminative 

ability and adaptability. In addition, the training efficiency of 

the comparison algorithms is shown in Figure 7. 

In Figure 7, the average training time (ATT) of the 

TCN-BiLSTM algorithm model is 43.8 seconds. The ATT 

for the TCN and BiLSTM algorithms, on the other hand, is 

45.32 seconds and 48.29 seconds, respectively. The ATT for 

TCN-LSTM is 45.12 seconds. In comparison, 

TCN-BiLSTM has higher algorithmic performance. 
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Figure 7: Comparison of model training efficiency of 

different algorithms 

 

This is because the TCN-BiLSTM algorithm can utilize the 

CL of TCN to achieve parallel computing, which has a 

higher utilization of computational resources, thus increasing 

the speed of the model to process data. From the above data, 

it can be concluded that the TCN-BiLSTM algorithm model 

shows higher training efficiency and training accuracy on the 

training data, and better performance on text data processing, 

which can be applied to tourism evaluation TSA. Next, the 

study will verify the effect of this algorithm for TSA. 

The pre-trained language models based on the Transformer 

architecture, such as BERT, RoBERTa, and XLNet, have 

made significant progress in TSA tasks. Moreover, these are 

widely considered to be the current mainstream SOTA 

models. To further verify the effectiveness of the proposed 

TCN-BiLSTM model, this study selects three representative 

models, BERT-base, RoBERTa-base, and XLNet-base. It 

also conducts comparative experiments on the same tourism 

consumer review dataset to evaluate their classification 

performance and training efficiency. The results are shown in 

Table 4. 

 

Table 4: Performance comparison between the proposed model and the Transformer model 
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Algorithm Accuracy/% Recall rate/% F1 score/% Average training time (s) 

TCN-BiLSTM 95.78 95.62 95.98 40.18 

BERT-base 94.80 94.63 94.62 89.14 

RoBERTa-base 95.10 94.81 94.08 93.46 

XLNet-base 94.48 94.72 94.13 97.02 

 

 

 

 

 

 

In Table 4, although Transformer-based models perform well 

in sentiment classification tasks, their training times are 

generally longer and they require more computational 

resources. For example, the training time of XLNet-base 

reaches 97.02 seconds, while RoBERTa-base and 

BERT-base require 93.46 seconds and 89.14 seconds, 

respectively. In contrast, the proposed TCN-BiLSTM model 

achieves higher accuracy (95.78%) and F1 score (95.98%) 

with a significantly lower training time of only 40.18 

seconds, demonstrating superior computational efficiency 

and practical value. 

Furthermore, Transformer models typically rely on large 

pre-trained corpora and complex hyper-parameter tuning, 

which pose higher barriers to domain adaptation. In 

comparison, the MMN architecture proposed in this study 

requires no pre-training and can achieve excellent 

classification performance on medium-sized tourism review 

datasets. This makes it particularly suitable for 

resource-constrained application environments, such as 

mobile tourism applications and real-time review monitoring 

systems on online travel platforms. Thus, the TCN-BiLSTM 

model achieves a well-balanced trade-off between 

performance and computational cost, offering strong 

potential for real-world applications. 

 

4.2 TSA validation 
Sentiment analysis of tourism review text typically involves 

three aspects: sentiment polarity classification, sentiment 

intensity analysis, and sentiment dimension identification. 

Sentiment polarity refers to the overall emotional orientation 

expressed in the text-positive, negative, or neutral-and serves 

as a key indicator of the consumer's overall tourism 

experience. Sentiment intensity reflects the degree or 

strength of the emotion conveyed, while sentiment 

dimension refers to the specific aspects being evaluated, 

such as service quality, scenic environment, or price 

experience. The study uses Python technology for web 

crawling to obtain reviews of famous tourist attractions in 

Hunan, and analyzes the evaluation text sentiment with 

TCN-BiLSTM model. The results are shown in Figure 8. 
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Figure 8: Sentiment analysis results of tourism text 

 

In Figure 8, the ratings of the three famous tourist attractions 

are generally dominated by positive ratings. The average 

proportion of positive evaluations is 74.8%, the average 

proportion of neutral evaluations is 12.9%, and the average 

proportion of negative evaluations is 12.3%. The sentiment 

tendency of the evaluations may be accurately analyzed by 

the TCN-BiLSTM algorithm model, it can be concluded. 

This is because the TCN algorithm can effectively extract 

local as well as global features of the time series to capture 

the emotional changes of the text, while the BiLSTM 

algorithm is able to do bi-directional information processing, 

which is able to more comprehensively understand the 

emotional expression of tourism evaluation. According to 

TSA results, the analysis effect is superior and the 

TCN-BiLSTM model has a reasonable level of validity. The 

extraction effect is further verified, as shown in Figure 9. 

In Figure 9(a), the text theme extraction effect is mainly 

indicated by the perplexity degree. The lower the perplexity 

degree, the more accurate the effect of theme extraction. A 

thorough comparison of the text theme extraction effects of 

various algorithms reveals that the TCN-BiLSTM model has 

the best text theme extraction impact when the number of 

themes approaches nine. This is because the model has the 

lowest perplexity. However, if the number of themes is too 

high, the model is prone to overfitting. Figure 9(b) illustrates 

the relationship between the number of topics and topic 

coherence. The coherence score reaches its peak when the 

number of topics is 6, suggesting that six is the optimal 

number of latent topics in the review dataset. Summarizing 

the Hunan tourism consumer reviews, the proportion of their 

evaluation sentiment categories and the algorithm fitting 

effect are shown in Figure 10. 



30   Informatica 49 (2025) 19–32 K. Yang et al. 

2

400

3 4 5 6 7 8 9

425

450

475

500

525

550

Number of topics

P
er

p
le

xi
ty

 d
eg

re
e

2

0.32

3 4 5 6 7 8 9
Number of topics

C
o

he
re

nc
e 

sc
or

e

0.34

0.36

0.38

(a)Plot of number of topics against perplexity (b)Plot of number of themes against coherence

Proposed algorithm

TCN-LSTM

 

Figure 9: Topic number selection based on perplexity and coherence analysis 
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Figure 10: Sentiment analysis results and algorithm accuracy 

 

In Figure 10(a), the high-frequency words calculated by the 

TCN-BiLSTM model constitute a sentiment cloud map, and 

its judgments of positive, negative, and neutral for 

evaluations are summarized as a fan statistic map. Combined 

with the model accuracy in Figure 10(b) for a 

comprehensive judgment, the TCN-BiLSTM model 

proposed in the study has a certain degree of accuracy in 

sentiment analysis, and can effectively differentiate between 

tourism evaluations of different sentiments. On the final data 

derived, the OV of the TCN-BiLSTM model is close to the 

real value. The tourism evaluation algorithm built on the 

basis of TCN-BiLSTM can effectively analyze the sentiment 

trend of tourism evaluation, which facilitates the efficient 

and accurate management of tourist attractions. 

5  Discussion 

The experimental results demonstrated that the proposed 

TCN-BiLSTM model outperformed traditional deep 

learning architectures in sentiment classification tasks for 

tourism review texts. This performance gain was mainly 

attributed to the combination of TCN's ability to extract local 

and hierarchical temporal features and BiLSTM's strength in 

modeling bidirectional contextual dependencies. This fusion 

enabled the model to better capture emotional shifts, polarity 

reversals, and nuanced sentiments that were commonly 

found in tourism-related user-generated content. 

Despite its advantages, the model had certain limitations. 

First, while the TCN-BiLSTM architecture was more 

efficient than transformer-based models, it still required 

relatively long training times compared to simpler models 

such as standard CNN or LSTM. Second, the model was less 

effective when dealing with long texts where dependencies 

span multiple paragraphs, or when sentiment was implicit or 

highly contextual. In addition, scalability to very large 

datasets or multilingual scenarios remained an open 

challenge. 

With regard to domain applicability, the TCN-BiLSTM 

model exhibited potential for transfer to other sentiment 

analysis tasks, including product reviews, social media 

comments, and service feedback, provided that the text 

manifested analogous sequential and emotional 

characteristics. However, domain adaptation and retraining 

would be necessary to maintain accuracy. 

Compared to the most advanced transformer-based models 

such as BERT, RoBERTa and XLNet, the TCN-BiLSTM 

model achieves higher classification accuracy with 

significantly lower training costs and computational 

requirements. This makes it particularly suitable for 

real-time, resource-constrained applications such as mobile 

travel applications or online review monitoring systems. 

However, for tasks involving complex sentiment structures 

or fine-grained sentiment classification, Transformer models 

may still offer advantages due to their stronger global 

attention mechanisms and pre-trained knowledge 

representations. 

6  Conclusion 

To enhance the accuracy of tourism evaluation TSA and to 
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realize the sustainable development of tourism consumption 

program, the study proposed a multi-layer neural network 

model based on TCN-BiLSTM algorithm. This model 

mainly processed the input data information by TCN 

algorithm and then outputs the vector information. The 

features were extracted by BiLSTM algorithm, and feature 

fusion and classification were performed, and finally TSA 

was performed. The outcomes of the study indicated that the 

TCN-BiLSTM algorithm had a test accuracy of 95.46% and 

an F1 score of 95.25%. Compared with other traditional 

algorithms, its accuracy and F1 score were improved by 

2.05% and 0.6%, respectively. In terms of the efficiency of 

model training, the ATT of TCN-BiLSTM was 43.8 s, which 

was more efficient than the traditional TCN and BiLSTM 

algorithms with an average improvement of 2.44 s. The ATT 

of TCN-BiLSTM was 43.8 s, which was more efficient than 

the traditional TCN and BiLSTM algorithms. Meanwhile, 

the TCN-BiLSTM algorithm also had a lower loss rate with 

higher fit and feature learning ability. The TCN-BiLSTM 

algorithm also had the lowest perplexity when analyzing the 

topics of tourism evaluation, which further proved the 

superiority of the TCN-BiLSTM algorithm in the analysis of 

tourism evaluation. Meanwhile, after the actual analysis of 

the tourism evaluation text, it can be concluded that the 

TCN-BiLSTM algorithm could effectively distinguish the 

emotional tendency of the text with high accuracy. In 

summary, TCN-BiLSTM has good performance in 

sentiment analysis of tourism evaluation text. With its high 

accuracy rate and high algorithm training efficiency, it has 

good performance in practical applications. Nevertheless, 

further enhancements can be made to this model. In 

subsequent studies, the incorporation of an attention 

mechanism may be a valuable avenue for exploring the 

dynamic allocation of attention to data of varying 

importance, with the aim of further optimising the model's 

performance. 

However, this study specifically targets sentiment analysis in 

the tourism domain, and the dataset and model design are 

tailored to the linguistic and emotional characteristics of 

tourism-related user reviews. As a result, no external 

validation has been performed on reviews from other 

domains, such as e-commerce or social media. This is a 

limitation in assessing the cross-domain generalizability of 

the model. In future work, the proposed framework will be 

evaluated for its robustness and transferability to broader 

sentiment analysis applications by incorporating external 

datasets from different domains. 
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