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The brain tumor is various types occur in the human brain sometime it affects the human quality of life. 

The deep learning algorithms gives the better detection of the tumor cell with highly positive result in the 

earlier stage. In the previous work, the customized Segmenting Objects by Locations Vector 3(SOLOv3) 

algorithm has been approached, this approach gives the better result compared with the previous 

algorithms. In the medical field the radiographic images are plays the vital role for identifying the disease 

from the human body at the same time helps to give the proper treatment on time for avoiding the death 

ratio. There are many automatic image reorganization techniques were developed in deep learning 

algorithms. Since the proposed idea is to classify the images based on the plasma level and also detect the 

levels of infection specified as stage1 to stage 5. To use the Magnetic Resonance Images (MRI) for 

identifying the tissues which present the human organ with the neoplasm type and size. This kind of 

information’s are helpful to treat the patient on time and also reduce the death rate due this late treatment 

or detection of the which level the person may affected. The aim of the proposed article is to develop the 

customized SOLOv3 algorithm with DESNET201 for improved image segmentation and classification.  The 

real time images were taken from the prescribed reputed Neurological diagnosis center in Chennai. Totally 

18759 images were collected under all four categories of tumor and non tumor. Which included 13257 

images are   tumor images under the category of glioma, meningioma and pituitary and remains comes 

under non tumor category. The implemented model is to customize the final layer of the neural network 

form with four different classes will give the better result as 91% in the training set and scored 89% as in 

the phase of test.  This improved model that could combine the SOLOv3 and Desnet201 with customized 

layer classes for extracting the features used to classify the tumor cells with their different types. The tumor 

may have more than 150 types of tissues, but gradually these four kinds of classes are very dangerous about 

to increase the death and spreadable to other body organ. These techniques also able to detect the improved 

automation for the tumor in Indian children and adults. 

Povzetek: Prispevek združuje algoritma SOLOv3 in DenseNet201 za zgodnje odkrivanje možganskih 

tumorjev iz MRI posnetkov ter poroča o izboljšani segmentaciji in klasifikaciji v pet razredov tumorjev. 

 

1 Introduction 

In recent years, sedentary behavior has emerged as the brain 

is the vital organ that governs the functioning of the entire 

human body. The brain provides instructions to other organs 

to do their respective functions without any interruption. The 

nervous system typically regulates the functions of the 

human body by transmitting signals to various components 

of the human organism. When the brain is in a healthy state, 

all human activities will be normal. Conversely, if the brain 

is in an unhealthy condition, all activities will be abnormal. 

The brain can become compromised by a range of factors, 

including tumors, genetic abnormalities, injuries, or familial 

problems. This article presents a novel approach for 

identifying cancerous cells in the brain. If the tumor cell is 

found early, it may be possible to remove it, even though 

there may not be a treatment for many causes. The 

explanation provided was thorough and focused on both the 

desired result and the practical application, with particular 

emphasis on the loss function. A brain tumor is an abnormal 

proliferation of tissues that originate and spread inside the 

human body, affecting other organs [1]. Tumors of different 
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sorts arise in the human brain and are categorized according 

to the dimensions and morphology of the cells in the affected 

region [2]. The provided (Figure 1) displays normal brain 

imaging on the left side and brain tumor pictures on the right 

side. Figure 1 displays two distinct brain types, one with an 

unhealthy tumor image on the left and a healthy brain image 

on the right. These images were obtained from MRI scans. 

 

Figure 1: MRI scan comparison of a brain with a tumor 

(left) and a healthy brain (right). 

According to the World Health Organization, there are 

around 150 different varieties of brain tumors. Not all types 

of tumors are dangerous to human life, since some are 

classified as low-grade. Certain cancers are classified as 

high-grade and pose a significant threat to human life. There 

are fewer than four types. It exhibits rapid proliferation and 

metastasis to both cerebral tissues and other bodily organs. 

It impairs cognitive function and leads to a decline in mental 

capacity. Living the regular life of a human might have 

detrimental effects. The primary procedure of the proposed 

project will be carried out in three distinct phases.  

The initial and most important phase is image processing. At 

this stage, the image has undergone processing at two 

distinct levels: pre-processing involving the application of 

fundamental noise reduction techniques, background 

separation, and other related procedures. The subsequent 

stage is post-processing, which will focus on the 

consolidation of the tissues or cyst, which may be diminutive 

and irregular in shape.  

Figure 2 depicts the alterations of both normal brain cells 

and malignant cells. The typical cell is correctly arranged 

and tightly packed without any gaps, exhibiting a desirable 

form and size. The tumor cells have atypical morphology 

and dimensions; they may aggregate in clusters or exist 

individually. 

 

Figure 2: Sample images normal cell versus tumor cell in 

the brain 

Next, the features will be extracted from the images in order 

to apply the PCS-GIST method and RLEM methods for 

feature identification. The characteristics are as follows: 

• Pixel value 

• Contrast level 

• Color value 

• Texture rate 

• Relational pixel value 

Tumors originating in the brain and other nervous systems 

are the 10th leading cause of death and the third most 

common cancer in both young people and adults [2]. 

Imaging is the primary approach for accurately diagnosing 

disorders within the internal organs and achieving accurate 

results. Multiple imaging systems are accessible, including 

ultrasound, reverberation imaging, and tomography 

techniques [3].  

Magnetic resonance imaging (MRI) is the most effective 

approach for detecting diseases, assessing the extent of 

damage, and evaluating illness severity. This technique 

automatically eliminates noise and provides superior tissue 

contrast. Artificial intelligence techniques are employed to 

examine photos and analyze their characteristics in order to 

diagnose certain qualities of each image, including pixel 

value, color value, texture, and correlation points [3]. The 

deep learning algorithm model [4] and [5] were created to 

extract image features. They were applied with various 

mathematical computations and references to identify the 

picture features. The model also discovered the correlated 

points of each feature with good performance. The neural 

network was constructed with multiple layers, each utilizing 

their respective classes and numerical approaches. At that 

juncture, the image focuses on a conduit that selectively 
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removes insignificant attributes and converts the remaining 

ones into a display that is reduced in size compared to its 

previous form. 

 

2  Literature review 
 

This section explores different deep learning segmentation 

techniques used for implementing a 3-dimensional (3-D) 

magnetic resonance imaging (MRI) image. Recently, 

numerous authors who have contributed to image 

segmentation research in IEEE and Scopus-indexed 

publications have undergone evaluation. [1] The research 

involved identifying tumor cells in brain MRI images by 

utilizing the active contour approach to locate specific 

regions of interest. [2] The author employed the 

convolutional neural network (CNN)-based image encoder 

technique to eliminate undesirable characteristics. This 

method was then utilized to partition the image and detect 

the tumor area in the brain images. The user's text is "[3]". 

The objective of the research is to execute the use of five 

pre-trained models: ResNet50, Inception V3, 

MobileNet101, and Xceptions. This architecture can be 

better understood by its effective implementation. The 

photos are classified based on glioma and pituitary tumor 

cells using the F1 score, loss functions, and loss error, with 

the best accuracy. [4] this paper used the GoogleNet and 

RestNet50 algorithm for detection of infected region without 

proper dataset. [5] This work utilized median filtering 

approaches for image processing and focused on using the 

texture method for feature extraction. Additionally, a CNN 

model was employed for cancer detection. [6] The author 

has utilized the classification technique to categorize tumor 

photos into tagged images belonging to either the tumor or 

non-tumor class. [7] The tumor cell classification concept 

employs the CNN algorithm. The author utilized the Kaggle 

repository dataset for their research. [8] The photographs 

were enhanced by their enlarged dimensions and form. [9] 

This study proposes a CNN-based classification approach 

for analyzing MRI images to determine the presence or 

absence of a tumor. The obtained outcome is contrasted with 

the suggested approach. [10] The tumor photos were 

inputted into the model in order to generate synthetic data 

for enhanced model training and testing [11]. The author 

used the BrsTS22D dataset into a sparse-stacked auto-

encoder model to efficiently identify the infected region cell 

in a minimal amount of time. [12] Tumor cells are 

interconnected with different organs in the body. The 

majority of the research has focused on the deep learning 

network, specifically examining its many layers [13, 14]. 

The objective of this study is to enhance image segmentation 

and classification by utilizing the most effective deep 

learning network algorithm, specifically the customized 

SOLOv3 algorithm with DESNET201. This approach is 

expected to yield superior results compared to other 

algorithms [15]. In 2020, the author delivered a presentation 

at an international conference where they highlighted their 

study on classifying tumor cells in the brain using MRI 

scans. They explained and implemented several deep 

learning models, including Inspection108, RestNet50, 

VGG32, Xception, and MobileNet101 [16]. Automate the 

process of segmenting brain tumor images during the 

scanning conducted by the investigators. The radiologist use 

magnetic resonance imaging techniques to identify the stage 

of tumors and assess the levels of infection. In 2023, there 

were 150 distinct tumor types accessible. The objective is to 

focus on the multi-class classification of each specific type 

of tumor cell. In order to identify the 109 distinct categories 

for the classification of tumor cells, as utilized in the 

proposed study. However, when it comes to tasks that 

involve dividing medical images into segments, the 

DenseNet-201 (Dense Convolutional Network-201) 

architecture is highly effective. There are numerous 

parameters, which might result in a significant amount of 

computational work during both inference and training. Due 

to its complex structure and several variables, there is a 

higher risk of overfitting when sparse or small datasets of 

medical images are used. Decreased performance on newly 

taken photographs is caused by overfitting, a phenomenon 

that occurs when the model becomes too focused on 

memorizing the training data rather than being able to apply 

its knowledge to new, unseen data.  

 

3 Proposed work 

 The feature extraction model utilizes auto-encoders to 

identify any corrupted samples within the undamaged data. 
This study presents a novel approach to edge identification 

using evolutionary algorithms, which improves the accuracy 
and effectiveness of the model. The raw image of the 

patient's brain was obtained and could be subjected to 

processing in order to prevent both under fitting and over 
fitting of the DesNet201 model. The DesNet201 algorithm 

analyzes the image (Figure 3) to accurately determine the 

precise location of tumor tissues in the brain. It also 
identifies the size and shape of the tumor, as well as the 

extent to which it has been affected by other organs. The 
segmented image was utilized to categorize the different 

sorts of tumors into numerous classifications such as glioma, 

pituitary, malignant, and others. 

 

Figure 3: represents the work flow of the proposed systems 
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The genetic algorithm is employed to delineate the 
boundaries of the processed image in order to identify the 

subsequent region of tissues encountered in the same 

situation. The genetic algorithm efficiently identifies the 
edges. Typically, it proceeds via three distinct stages. During 

the initial phase, the skull is meticulously removed to 
separate the brain tissues and non-brain tissues from the 

MRI pictures. This is done in order to facilitate subsequent 

analysis.  

The image contrast has been adjusted and improved from 

the unprocessed dataset [21], a publication published in 
2022. The genetic method utilizes a Visually Geometry 

Group (VGG)-based Symmetric Convolutional Neural 
Network (SCNet) in conjunction with Densely Connected 

Convolutional Networks (DesNet) to accurately classify 

brain tumor images. The classifier operates using a stacked 
layer approach, specifically with 201 image classifications. 

The planned work architecture is clearly elucidated in 

Figure 4. The unprocessed data can be found in a recent 
online repository such as Kaggle and can be downloaded in 

png file using the HSV color model. The photos were stored 
in a specific area, which could be utilized for the process of 

image classification. 

 

Figure 4: Architecture of the proposed work 

 

The photos were captured at a reputable diagnostic clinic 

situated in Chennai. The authentic patient raw data was 

collected from the MedPlus neurological diagnosis facility. 
Approximately 29,458 images have been extracted from the 

raw image collection after undergoing processing to 

eliminate undesirable brain images and non-cleared images. 
Figure 5 shows the combination of tumor and non-tumor 

MRI image dataset. 

 

Figure 5: Combination of Tumor and non-tumor MRI 

image dataset 

The 18759 brain-scanned images are classified into five 

distinct categories and are used as input. Table 1 separates 
the photos from the raw images in order to comprehend the 

distinct groups. 

Table 1: Dataset classes 

Classes Classes No.of 

Images 

Tumor  

Gliomas 8659 

Meningiomas 7854 

Pituitary Adenomas 3587 

Schwannomas: 4256 

Craniopharyngiomas 2453 

Chordomas 3765 

Schwannomas 1896 

Non-tumor 3257 

The real-time photos were captured at a renowned 

neurological diagnosing center in Chennai. A total of 18,759 

pictures were collected across all four kinds of cancers, 
referred to as tumors and non-tumors. The dataset consists 

of 13257 photos, which are categorized as glioma, 
meningioma, and pituitary tumors, while the remaining 

images belong to the non-tumor category. 
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4 Methodology 

The proposed work presents a comprehensive user-

interactive framework for conducting various analyses on 

brain MRI images to aid medical professionals. Most of the 

framework has the capability to identify biological data 

pertaining to the patient. Certain tailored classes inside the 

deep neural network have a greater likelihood of accurately 

detecting the tumor based on a higher probability score. The 

SOLOv3 deep learning algorithm was employed for edge 

detection, while DesNet201 was utilized for tumor cell 

classification into five distinct categories. 

SOLOv3 Algorithm:  

The SOLOv3 algorithm is the most superior deep learning 

approach for detecting instances. Instance segmentation is 

the process of detecting and outlining separate items in an 

image, giving a distinct name to each object, and 

differentiating between objects that may overlap or block 

each other. Analyzing and reconstructing the image view is 

used to identify the edges of tumor tissue in brain 

electromagnetic imaging and portable head image work 

[21]. The article was published in the 2018 edition of the 

Springer journal "Brain Informatics". The SOLOv3 

algorithm performs segmentation using five distinct steps 

according to the specified metrics. The initial and most 

important step is to obtain the image from the scanned video 

in the MP3 format. The program utilizes each frame to detect 

the impacted locations. The feature extraction method is 

performed using the convolutional neural network approach 

with modified network frames. The feature engineering 

method involves preprocessing the input. 

Stage 1: Image pre-processing 

During this stage, the raw image undergoes various 

processing steps to train the model. These steps include 

denoising, blurring the background, normalizing the image, 

and adjusting the pixel value range to be between 0 and 1. 

This type of preprocessing enhances the training of the 

model and results in a higher prediction accuracy as in figure 

6. 

normalized_pixel_value =
pixel_value−mean

standard_deviation
    (Equation 1) 

Here, the image's mean pixel value is its mean. The standard 

deviation of the image's pixel values is called 

standard_deviation. 

 

Figure 6: Input pre-processing, converting original image 

to normalized image 

In order to standardize the pixel values within a specific 

range (such as [0, 1] or [-1, 1]), it is necessary to subtract the 

mean pixel value of the image and then divide the resulting 

value by the standard deviation during the normalization 

process. Next, it is necessary to calibrate the histogram level 

of each image (according to Equation 2) in order to enhance 

the image quality. To disperse the pixel intensities over the 

histogram, utilize a transformation function. Typically, this 

is accomplished by utilizing techniques such as contrast 

stretching or histogram matching. The histogram of the input 

image is denoted as h(i), where i represents the pixel 

intensity values. In the case of 8-bit images, these values 

range from 0 to 255. The cumulative distribution function 

(CDF) or CDF(i) is calculated. 

cdf(𝑖) = ∑ ℎ𝑖𝑠𝑗
𝑥
𝑦=0     (2) 

Next, T(i), the transformation function for histogram 

adjustment, is calculated (Equation 3). 

𝑇𝑖 =
cdf𝑖-cdf𝑚𝑖𝑛

𝑀×𝑁-cdf𝑚𝑖𝑛×(𝐿−1)
     (3) 

The number of columns in the image is denoted by N, 

whereas M represents the row count of the image. The value 

of L, which is 256 for 8-bit images, represents the total 

number of intensity levels. The value of Cdfmin is the 

smallest non-zero value of the cumulative distribution 

function (CDF) that is used to avoid division by zero. This 

is seen in Figure 7. 

 

Figure 7: Histogram representation of the image to adjust 

the color contrast for qualifying the image predictions 
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Stage 2: Color scale modification & filtrations 

The preprocessed image, which may be in RGB or HSV 

color space, is transformed into grayscale format to mitigate 

color contrast problems during feature detection in image 

segmentations. The gray-scale color contrast is deemed to 

possess an appropriate value. The color contrast is 

transformed into a grayscale image and then turned into 

binary format data. To remove noise from the background of 

the image caused by overlapping foreground elements. It 

eliminates the undesired borders from the image sections.  

 

Gaussian filtering: 

Gaussian blurring is a widely used technique in image 

processing that reduces noise and fine details in a picture by 

applying a smoothing effect. The process involves applying 

a two-dimensional Gaussian distribution, also called a 

Gaussian kernel, to the image by convolution. Equation 4. 

The process of achieving Gaussian blurring involves 

applying the Gaussian kernel to every pixel in the image as 

in figure 8. The initial parameter to specify when applying a 

Gaussian filter on an image is the dimension of the kernel or 

matrix that will be used to degrade the image. Generally, we 

designate the dimensions as odd numbers, which enables us 

to calculate the final outcomes by utilizing the pixel in the 

center. Furthermore, because to their symmetry, the kernels 

possess an equivalent number of rows and columns. Analyze 

the frequency spectra (as shown in Figure 9) of the image 

both prior to and following the application of the filter. 

Gaussian filters are designed to maintain the low-frequency 

visual information while reducing the high-frequency noise. 

Employ the Fast Fourier Transform (FFT) technique to 

ascertain the frequency spectrum of the original image. 

𝐺(𝑥, 𝑦) =  
1

2𝜋𝜎2 
𝑒

− 𝑥2+𝑦2

2𝜎2    (4) 

Here, x → X coordinate value, y → Y coordinates value,     

σ → Standard Deviation 

 

 

Figure 8: The image smoothing with 3.4 aspect ratio 

 

 

Figure 9: Gaussian filter sigma assigned by 3 and 6. 

This process involves converting the spatial domain 

representation of the image into the frequency domain, 

which allows us to observe the distribution of frequencies 

present in the image. Apply a Gaussian kernel to perform 

convolution on the source image. The degree of blurring that 

the image undergoes is determined by the standard deviation 

parameter and the kernel size. Gaussian filters smooth the 

image by attenuating high-frequency components in the 

frequency domain, achieved by averaging pixel values in the 

spatial domain. 

Stage 3: Extracting the infected region as feature 

At this stage, the image has undergone processing, and each 

dataset has been divided into two distinct sets of data for the 

segmentation process. 80% of the image dataset was 

allocated for training the model, while the remaining photos 

were used to test the model's predictive accuracy. The 

processing frames per second (Fps) at this level are 

computed to complete the training phase of the model. 
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𝐹𝑃𝑠 =
1

𝑃𝑟 𝑜𝑐𝑒𝑠 𝑠𝑖𝑛 𝑔_𝑡𝑖𝑚𝑒_𝑝𝑒𝑟_𝑓𝑟𝑎𝑚𝑒
 (Equation 5) 

The amount of time (in seconds) that the algorithm needs to 

process one frame is known as the processing time per 

frame(Equation 5).  

 

Figure 10: Image frames segment from MRI scanned video 

To determine the processing time per frame, you can utilize 

a stopwatch or performance profiling tools, such as Figure 

10, to monitor the duration it takes for the algorithm to 

process a batch of frames. This duration can then be divided 

by the total number of frames in the batch. Alternatively, you 

can directly compute the processing time of each individual 

frame. Using the initial frame calculation, the image has 

been extracted from the input data obtained by video 

scanning. The frames per second (FPS) ranges from 0 to 1, 

while the FPS value for a specific frame (FPS(i)) is between 

€1 and €0, inclusive. 

Stage 4: Hyper tuning the parameter using SOLOV3 

To entails determining which hyper parameter combination 

will yield the best results on a validation dataset. Choose a 

hyper parameter search method before moving on. Typical 

tactics include of evolutionary algorithms, random search, 

grid search, and Bayesian optimization. In terms of efficacy 

and efficiency [22], every tactic has advantages and 

downsides. Hyper-parameter tuning is essential for 

estimating the model parameters, whereas parameter tuning 

is crucial for producing predictions. The effectiveness of the 

training is determined by the selection of hyperparameters. 

The learning rate in gradient descent governs the efficacy 

and accuracy of the optimization process in parameter 

prediction. 

Stage 5: Customized Classification with eight classes 

using DesNet201A 

The Mask Intersection Over Union (MaskIOU) measures the 

degree of overlap between the segmentation mask output 

and the ground truth mask. The foreground image scene 

overlaps the background, causing confusion between the 

data and the image augmentations. The similarity has been 

identified and compared to the threshold for the more 

accurate forecasts as in table 2. The Mask_IoU mask 

interaction has been computed based on the intersection area 

between the predicted mask (Mpred) and the ground truth 

mask (Mgt), as indicated by equation 2. 

 

 

Table 2: Mask interaction value predicted using the various 

algorithms 

Classes SOLOv2 Faste

r 

RCN

N 

Desnet

360 

Propose

d work 

Gliomas 61% 62% 48% 82.4% 

Meningio

mas 

71% 68.2

% 

61% 88.9% 

Pituitary 

Adenomas 

68% 58% 71% 78.2% 

Schwanno

mas: 

68.2% 61% 61% 62% 

Craniophar

yngiomas 

61% 88.9

% 

71% 78.2% 

Chordomas 71% 78.2

% 

61% 88.9% 

Schwanno

mas 

72% 68.2

% 

61% 79% 

Non-

tumors 

68.2% 61% 83% 88% 

 

5 Experimental analysis 

The feature engineering process is main work for the 

detection of anomaly from given scan footage using MRI. 

The evaluation can be done with various assessment metric 

method and techniques. 

The measurements are: 

• Mean Average Precision (mAP) 

• Mask Intersection over Union (Mask IoU) 

• Mean IoU (mIoU) 

• Pixel Accuracy 

• FPS (Frames Per Second) 

• Instance-Level Metrics 

The initial metric for feature engineering is mean Average 

Precision (mAP), which quantifies the effectiveness of 

object identification and image segmentation in real-time. 

This study employed a categorization system consisting of 

five distinct types, including malignant, pituitary, and non-

tumor, to categorize the layers. The mean average precision 
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value is computed by using the mean value of each class in 

Equation 6 for classification purposes. 

 

MaP=𝑀𝑎𝑃 =
∑ 𝐴𝑃𝑛

𝑐𝑙𝑎𝑠𝑠=1

𝑛
   (6) 

 

MaP – Mean average Precision is the value of comparing the 

originality of a classification with various classes. n- 

represents the number of classes assigned for each layer for 

classifications. AP- represents the average precision value 

for class c. c-represents the classes such as malignant, 

pituitary, non-tumor  

 

 
Figure 11: compares the healthy and unhealthy predicted 

value with confusion matrix 

Each classes have its own precision value, based on this 

value the mean value calculated and based on that value the 

accuracy has been measured(Figure 11).  The next level to 

find the accuracy of an each pixel from the Total number of 

pixel into correct predicted images pixel value. 

 

𝑃 =
𝑁_𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑_𝐶𝑜𝑟𝑟𝑒𝑐𝑡

𝑁𝑇𝑜𝑡𝑎𝑙_𝑖𝑚𝑎𝑔𝑒
  (7) 

 

In equation 7: N classification correct is the number of 

correctly classified pixels. 𝑁𝑡𝑜𝑡𝑎𝑙 is the total number of 

pixels in the image. A simple statistic called Pixel Accuracy 

(P) (as shown in Table 3) is frequently used to assess the 

accuracy of segmentation tasks at the pixel level, including 

semantic or instance segmentation. In comparison to the 

ground truth masks, it calculates the proportion of correctly 

identified pixels in the segmentation masks.  

 

Table 3: Accuracy of a pixel with accuracy pixel value 

Classes SOLO

v2 

Fast

er 

RCN

N 

Desnet

360 

Propos

ed 

work 

Gliomas 0.88 0.91 0.91 0.92 

Meningiomas 0.62 0.42 0.25 0.68 

Pituitary 

Adenomas 

0.52 0.58 0.69 0.47 

Schwannomas: 0.42 0.24 0.36 0.37 

Craniopharyngi

omas 

0.27 0.25 0.38 0.68 

Chordomas 0.14 0.57 0.14 0.88 

Schwannomas 0.74 0.74 0.77 0.77 

Non-tumors 0.78 0.75 0.77 0.86 

 

Pixel Accuracy, which is the percentage of correctly 

categorized pixels in the segmentation masks, offers a 

straightforward indicator of overall segmentation 

performance. Nevertheless, it does not distinguish between 

different types of errors (e.g., false positives vs. false 

negatives) or take into consideration class imbalance. 

Because of this, it is frequently combined with other 

measures to provide a more thorough assessment.  

6 Conclusion 

The adoption of the SOLOv3 algorithm and DenseNet201A 

underscores the transformative potential of deep learning in 

the segmentation and classification of brain tumors. By 

leveraging these advanced techniques, significant strides can 

be made in neuro-oncology, enabling more precise 

diagnostic capabilities and customized treatment plans. Such 

advancements are particularly critical for addressing the 

complexity and diversity of brain tumors, which often pose 

challenges in timely diagnosis and intervention. The 

proposed model not only enhances image segmentation 

accuracy but also enables the effective categorization of 

tumor types such as gliomas, meningiomas, and pituitary 

adenomas, among others. By accurately identifying these 

tumor classes and their stages, the model supports early 

detection and aids in determining the optimal course of 

treatment.   
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