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Social media networks have changed the face of communication in recent times, but at the same time, they 

have brought various challenges, such as disseminating fake news and information. NLP and machine-

learning algorithms try to meet these challenges by structuring online information, although dataset bias 

remains a critical concern. SA has helped people gain insight into the context of news dissemination. Still, 

sham news dissemination-often by fake accounts represents a great hazard not only to users but to the 

stability of society. Several researchers have tried to assess the credibility of information and reduce sham 

data flow. In this work, the datasets of 17,903 fake news and 20,826 real news from Kaggle will be used. 

Preprocessing steps included text normalization, removal of punctuation, links, usernames, and non-

alphabetic characters to prepare the data for analysis. This study explored categorizing fake and true 

news using advanced NLP techniques, transformer-based architectures, and deep learning models. A 

focus on improving classification accuracy and addressing dataset bias was achieved through models like 

DistilBERT, CNN, and LSTM. DistilBERT demonstrated remarkable performance, achieving an accuracy 

of 99.65%, with precision, recall, F1-score, and ROC-AUC values of 0.992188, 1, 0.996078, and 

0.996894, respectively, outperforming the other models. The study's novelty lies in its detailed evaluation 

of DistilBERT, which showed significant improvements in accuracy, recall, and AUC while mitigating 

dataset bias. The results highlight the potential of DistilBERT for robust and reliable fake news 

classification, addressing critical limitations in existing approaches. 

Povzetek:  

 

1 Introduction 
The advent of social media networks has revolutionized 

the exchange of knowledge and information, expanding 

reach like never before. Platforms such as Facebook, 

Twitter, and Instagram have facilitated communication on 

a global scale, allowing people to connect, share, and stay 

informed. However, this digital revolution has not come 

without its challenges. One significant consequence of the 

widespread use of social media is the alarming rise of false 

news and misinformation. The proliferation of deceptive 

content has led to dire consequences, impacting 

individuals' lives and sowing confusion among the masses 

[1]. As a result, there is an urgent need to address this issue 

and develop effective methods for identifying and 

combating false news. The vast volume of information 

published daily on online news portals and corporate 

websites poses a new challenge—automated organization 

and comprehension. To tackle this, researchers have 

turned to the field of NLP, specifically focusing on event 

extraction and classification. These approaches seek to 

extract and categorize crucial information about 

occurrences, but the unstructured nature of the initial data 

presents difficulties [2]. 

 

Detecting false news using ML algorithms has been a 

proposed solution, but most efforts have concentrated on 

specific types, such as political news, raising concerns 

about dataset bias [3]. Additionally, Sentiment Analysis, a 

computer-based approach that identifies emotional 

keywords from messages, plays a crucial role in 

understanding the context in which news is shared [4]. As 

the internet continues to expand rapidly, fake news has 

emerged as a pervasive societal concern, with propaganda 

and rumors being major culprits in misleading the public 

[5]. Social media, in particular, has become a primary 

avenue for disseminating false information through fake 

accounts and social bots, posing various risks to users [6]. 

The growth of electronic media brings both benefits and 

challenges. While technology grants unprecedented 

access to information, it also amplifies the spread of fake 

news, leading to conflicts and jeopardizing social stability. 

To combat this pressing problem, researchers are striving 

to evaluate the reliability of information and minimize the 

circulation of false data on these platforms [7]. 

In times of crisis, accurate detection becomes crucial 

for authorities to implement necessary mitigation 

measures. Despite the abundance of real-time data 

available on social media, certain studies lack efficient 

crisis embedding and categorization methods [8]. The 

pandemic illnesses such as COVID-19 have further 

underscored the importance of detecting false news, 
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necessitating robust techniques and models to combat its 

dissemination [9]. 

Given the exponential growth of social media, 

misinformation, especially false news (FN), has become a 

global issue of concern. The complexity and 

multimodality of fake news make it difficult to identify, 

demanding the use of Computational Intelligence 

Approaches (CIA) to automatically detect and combat its 

spread [10]. 

1.1 Related works 

Several studies on the topic of Fake and Real News 

classification using ML and DL algorithms are covered in 

the following. Wani et al. (2021) used Convolutional 

Neural Network (CNN), Long-Short Term Memory 

Network (LSTM), and Bidirectional Encoder 

Representations from Transformers (BERT) to test 

supervised text classification techniques on the COVID-

19 fake news identification database. Using an unlabeled 

Covid tweets corpus, they also evaluated the importance 

of independent learning, language framework pre-

training, and distributed word reconstructions [1]. Dogra 

et al. (2021) used ML and DistilBERT, a pre-trained DL 

structure, to create a hybrid text categorization technique. 

They refined a basic model for Indian Banking news 

events and employed a rule-based strategy to filter out 

false positives and false negatives. In terms of conveying 

general domain knowledge, DistilBERT surpassed other 

ML classifiers such as LR, SVC, DT, and RF [2]. Khan et 

al. (2021) compared sophisticated pre-trained language 

models for false news detection across 3 datasets in a 

benchmark study. The findings of their studies showed 

that BERT and comparable models fared well, particularly 

with tiny datasets, giving them preferable possibilities for 

languages with minimal electronic content [3]. Karande et 

al. (2021) created a methodology for detecting false news 

early in the publication process by assessing material 

using automated extraction of characteristics and text 

relevance. They included posture as a feature and 

employed pre-trained contextualized word embeddings 

BERT to get cutting-edge results. The model beat earlier 

work in the real-world information set, with an accuracy 

of 95.32% for false news identification [7]. Liu et al. 

(2021) presented CrisisBERT, an end-to-end transformer-

based model for 2 crisis classification tasks, namely crisis 

detection and crisis identification, with promising 

accuracy results. They demonstrated that the suggested 

CrisisBERT model outperforms other benchmarks in 

terms of resilience [8]. In the collaborative work of CLEF-

2021-CheckThat! Lab, Balouchzahi, Shashirekha, and 

Sidorov (2021) created models for identifying bogus 

news. They used training data to fine-tune 3 transformer-

based language models from HuggingFace, Roberta, 

Distilbert, and BERT, then assembled them as estimators 

using majority voting. The algorithms are text 

classification problems with several classes [9]. 

Ogundokun et al. (2022) suggested a computational 

intelligence-based false news detection method that 

reduces vector-based feature dimensions employing a 

dimensionality reduction technique. They used 3 different 

CIAs: the GA, the K-Nearest Neighbor (KNN), and the 

BEL. Using confusion matrix metrics, the system's 

performance was analyzed, and it was discovered that GA 

with KNN surpassed GA with BEL in accuracy, 

sensitivity, and precision [10]. Fine-tuned multipurpose 

language representation models, for example, the BERT 

group framework (BERT, Distil-BERT), and the word 

embedding-based CNN and Fast-Text models, were 

employed by Saha et al. (2022) to successfully carry out 

the research. In this investigation, Distil-BERT 

outperformed BERT, Fast-Text, and CNNB accuracy [4]. 

Abdullah, Altiti, and Obiedat (2022) employed RoBERTa, 

a pre-trained language model, to identify complicated 

propaganda strategies in online news stories. The model 

was assessed utilizing a reference dataset for SemEval-

2020 Task 11 [5]. Verma et al. (2022) present a User 

Credibility (UCred) model for distinguishing between 

false and legitimate user accounts. To categorize profiles, 

the model employs RoBERT, Bi-LSTM, and RF methods. 

The result is input into a voting classifier, which improves 

accuracy above state-of-the-art methods [6]. 

Kaliyar et al. (2021) addressed the issue of faking 

news in today's news era, with social networks allowing 

rapid and widespread dissemination of information, at 

times including untrue information. Previous work 

utilized sequential neural networks to model news content 

and social contextual information, but such work 

processed sequences of text in a unidirectional approach, 

limiting them to modeling semantic and long-range 

dependencies in a sequence. To address this problem, in 

this work, the authors designed FakeBERT, a deep neural 

model, combining Bidirectional Encoder Representations 

from Transformers (BERT) with parallel single-layer 

Convolutional Neural Networks (CNNs) with a variety of 

dimensions and filters of the kernel. FakeBERT was 

designed to enhance classification accuracy through use of 

bidirectional training to model semantic dependencies and 

mitigate uncertainty in natural language processing. 

Experimental performance revealed that FakeBERT 

performed much better than current models, with accuracy 

at 98.90%. In this work, the authors introduce a successful 

integration of models of BERT and CNN to address the 

issue of faking news, offering a strong model for 

enhancing natural language processing in such an issue 

[11]. Khanam et al. (2021) addressed the increasingly 

common issue of social and national destructive 

disinformation through spurious news in social networks 

and general platforms, citing its possible widespread 

social and national destructive impact. In a move to 

adequately counter such an issue, the authors conducted 

current studies in identifying spurious news and focused 

specifically on choosing the most effective conventional 

machine learning algorithms for real and spurious news 

differentiation. In a process that involved utilizing 

supervised machine learning algorithms, tools such as 

Python's scikit-learn package and natural language 

processing (NLP) for text processing, the developed 

model utilized tokenization and feature extraction with 

tools such as Count Vectorizer and Tfidf Vectorizer, 
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culminating in feature selection, with experiments for 

feature selection and maximization of precision, measured 

in terms of output through a confusion matrix. The work 

shed new insights in terms of using conventional machine 

learning techniques and feature engineering in enhancing 

spurious news detection, with an emphasis placed in terms 

of using efficiency in curbing the widespread circulation 

of counterfeit information [12].  

Bangyal et al. (2021) leveraged deep and machine 

algorithms for Twitter COVID-19 fake news sentiment 

analysis and achieved high accuracy using TF-IDF 

representation and algorithms including CNN and LSTM. 

In their work, recommendations for successful social 

network sentiment classification were proposed [13]. 

Alsuwat and Alsuwat (2025) addressed the growing issue 

of disinformation and misinformation, particularly via 

social media, with a proposed Framework for a Multi-

Modal Fake News Detection (MM-FND). Having 

acknowledged the vulnerability of current methods, 

utilizing a single narrow feature set, the authors proposed 

combining several types of data for detection 

accuracytection. With three datasets, ISOT Fake News 

Dataset, LIAR Dataset, and COVID-19 Fake News 

Dataset, developed in their proposed framework, global 

feature extraction involved Word2Vec and Term 

Frequency-Inverse Document Frequency (TF-IDF), 

temporal feature through Bidirectional Long Short-Term 

Memory (Bi-LSTM) networks, and spatial feature through 

Named Entity Recognition (NER) and Global Vectors for 

Word Representation (GloVe). Classifier for classification 

involved Random Forest, leveraging the complementary 

strengths of these feature extraction methodologies. The 

proposed MM-FND framework performed better than 

conventional methods in terms of accuracy in detection. It 

achieved 96.3% (F1: 96.4%) for ISOT, 95.6% (F1: 94.2%) 

for LIAR, and 97.1% (F1: 97.9%) for the COVID-19 

datasets. Findings displayed the effectiveness and 

robustness of the proposed framework in disinformation 

identification in a range of datasets, offering an effective 

tool in countering social and individual loss incurred 

through disinformation [14]. 

Altamimi (2024) proposed a model combining 

FastText, FastText-Subword, and GloVe embeddings 

with a custom-designed CNN for detecting fake news. 

With 94.58 accuracy and outclassing existing models, it 

showed prowess over datasets, including an independent 

Arabic Fake News dataset, offering a general-purpose 

model for countering disinformation [15].  Ellaky et al. 

(2024) designed a hybrid model combining GloVe 

embeddings with BiGRU and LSTM for social bot 

detection. With 100% precision and 99.73% accuracy for 

the Twibot-20 dataset, the model outclassed current 

methods and performed accurately in bot detection in new 

samples, illuminating deep learning's potential in bot 

detection [16]. 

Abdal et al. (2023) addressed the social threat of the 

mass proliferation of spurious information, citing an 

urgency for multilinguality detection frameworks in an 

aim to preserve an educated information environment. 

Abdal et al., in their work, proposed a transformer model 

for detecting Bangla fake information using a distilled 

model of the BERT model, namely, DistilBERT. Abdal et 

al. prepared a large corpus of samples of real and spurious 

samples of Bangla information for training and fine-tuning 

for model development. Through contextual and semantic 

awareness, Abdal et al. trained the model using a large 

corpus of Bangla information corpus. For evaluation, 

Abdal et al. compared a model using DistilBERT with 

traditional machine algorithms such as SVM and RF, and 

deep training algorithms such as LSTM. Experimental 

results confirmed that a proposed model outperformed 

alternatives with accuracy in detection of 97.85% in 

spurious information for Bangla language. This work 

attests to the effectiveness of transformer-based models in 

multilinguality in the detection of fabricated information 

and offers a powerful tool in curbing disinformation in 

language Bangla [17]. Kula et al. (2021) discussed model 

development and model evaluation for detecting fake 

news, particularly in relation to the most important social 

issue posed by disinformation in the new era of 

telecommunications. In developing the model, current 

state-of-the-art neural network architectures of the 

Transformers family were utilized, utilizing high-

performance computation capabilities through Google 

Colaboratory platform and Flair library capabilities. 

Precision, recall, and an F1-score were utilized for model 

quality evaluation, providing a robust analysis of model 

performance. In its analysis, the work documented an 

assurance of strong artificial intelligence and deep 

learning approaches in the battle against fake news, with 

such tools proven capable of providing effective and 

reliable countermeasures against disinformation. With 

high-tech tools, developed models in this work showed a 

high-potential contribution towards countering the spread 

of fake news and enhancing social resistance to 

disinformation [18]. 

Chabukswar et al. (2024) debated about the social 

peril of disinformation, highlighting the urgency of 

discovering counterfeit news in all languages to have an 

educated and dependable information environment. The 

work suggested a transformer-based pre-trained model 

combining Distilled Bidirectional Encoder 

Representations from Transformers (DistilBERT) and 

Bidirectional Gated Recurrent Units (BiGRU) for 

identifying fake news in the English language. To that, a 

careful collection of political news articles, real and 

fabricated, was prepared. NLTK was utilized for the 

preprocessing of text, and a fine-tuning of the DistilBERT 

model for semantic relations and contextual information 

in the English language was performed. Model output 

underwent BiGRU layers, and sequential information and 

adjacent token dependences were extracted and captured. 

Experimental evaluation confirmed that the model 

performed effectively, and a high accuracy rating of 

97.26% in discovering English fake news was attained. In 

the current work, it is displayed that integration of 

transformer-based architectures with recurrent layers can 

maximize accuracy in discovering fake news in English-

language collections [19]. Zhi et al. (2021) tackled the 

biggest problem of financial fake news, one that can sway 
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public opinion and manipulate financial markets. 

Confronted with the weakness of purely feature-based 

language models, authors proposed an overall scheme 

through integration of multi-source fact-checking and 

analysis with fake news detection. With a range of 

dimensions such as user comments, information sources, 

and financial market information, in terms of enhancing 

accuracy in detection, their multi-fact CNN-LSTM model 

operated. User comments were leveraged with an attention 

mechanism for useful information extraction, and a well-

prepared white-list of high-quality web sources was 

adopted for information source checking. Information 

about financial products in the news, including financial 

markets, was checked, and statements were checked with 

real-time actual market price statements. Dynamical 

weighting during training allowed the model to assign 

weight to each dimension and dynamically learn them 

during training. Unlike purely model-based approaches, 

such an overall scheme effectively addressed complex 

financial fake news, and its successful establishment 

emphasized the importance of leveraging several sources 

of information for developing strong detection systems 

[20]. 

Several studies have explored fake and real news 

classification using machine learning (ML) and deep 

learning (DL) algorithms. Table 1 provides a summary of 

methodologies, datasets, reported accuracies, and 

limitations from prior works.

Table 1: Summary of previous studies on fake news classification 

Study Methodology Dataset Accuracy Limitations 

Wani et al. 

(2021) 
CNN, LSTM, BERT 

COVID-19 

Fake News 

Dataset 

~95% 

Limited generalizability to non-

COVID datasets; lacks 

contextual depth in text. 

Dogra et al. 

(2021) 

DistilBERT, Rule-Based 

Filtering 

Indian 

Banking 

News Dataset 

~96% 
Dataset-specific, not scalable to 

broader topics of fake news. 

Khan et al. 

(2021) 
BERT Variants 

Multiple 

Small 

Datasets 

~94% 

Limited to small datasets; 

computational inefficiency with 

large models. 

Karande et al. 

(2021) 
BERT, Feature Extraction 

Social Media 

Posts 
95.32% 

High computational cost for 

real-time applications. 

Liu et al. 

(2021) 
CrisisBERT 

Crisis News 

Dataset 
~92% 

Focused only on crisis-related 

news; lacks general 

applicability. 

Ogundokun et 

al. (2022) 

CI Techniques (KNN, BEL, 

GA) 

Social Media 

Data 
~89% 

High dimensionality and 

reduced scalability. 

Abdullah et al. 

(2022) 

RoBERTa, Propaganda 

Classification 

SemEval-

2020 Task 11 

Dataset 

~93% 

Limited to specific propaganda 

detection; not generalizable to 

other tasks. 

Saha et al. 

(2022) 
DistilBERT, FastText, CNN 

Public 

Sentiment 

Dataset 

~94% 

Focused on sentiment analysis 

rather than fake news 

classification. 

Kaliyar et al. 

(2021) 

FakeBERT combining BERT 

with parallel single-layer CNNs 

to enhance semantic dependency 

modeling. 

Custom 

Dataset 
98.90% 

Demonstrated improved 

performance through 

bidirectional training and 

semantic dependency 

modeling. 

Khanam et al. 

(2021) 

Supervised ML with 

tokenization, feature extraction, 

and confusion matrix-based 

precision evaluation. 

Custom 

Dataset 

Not 

specified 

Highlighted efficient spurious 

news detection through 

conventional ML and feature 

engineering. 

Bangyal et al. 

(2021) 

TF-IDF representation with 

CNN and LSTM for Twitter 

COVID-19 fake news sentiment 

analysis. 

Twitter 

COVID-19 

Dataset 

High 

accuracy 

Proposed social network 

sentiment classification 

techniques. 

Alsuwat & 

Alsuwat 

(2025) 

Multi-Modal Fake News 

Detection (MM-FND) using 

Word2Vec, TF-IDF, Bi-LSTM, 

and NER. 

ISOT, LIAR, 

COVID-19 

Datasets 

96.3%-

97.1% 

Robust multi-modal approach 

leveraging complementary 

feature extraction 

methodologies. 

Altamimi 

(2024) 

Custom CNN with FastText, 

FastText-Subword, and GloVe 

embeddings. 

Arabic Fake 

News Dataset 
94.58% 

Showcased a general-purpose 

model for countering 
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disinformation, particularly in 

Arabic datasets. 

Ellaky et al. 

(2024) 

Hybrid model combining GloVe 

with BiGRU and LSTM for 

social bot detection. 

Twibot-20 

Dataset 
99.73% 

Highlighted the potential of 

deep learning for accurate bot 

detection. 

Abdal et al. 

(2023) 

DistilBERT model for Bangla 

fake news detection with 

contextual and semantic 

awareness. 

Bangla Fake 

News Corpus 
97.85% 

Demonstrated transformer 

models' effectiveness in 

multilingual fake news 

detection. 

Kula et al. 

(2021) 

Transformer architectures 

evaluated using Google Colab 

and Flair library for model 

quality. 

Not specified 
High 

accuracy 

Showed strong potential for 

using advanced AI tools to 

counter disinformation 

effectively. 

Chabukswar et 

al. (2024) 

Transformer-based DistilBERT 

fine-tuned with BiGRU for fake 

news detection in English. 

Political 

News Corpus 
97.26% 

Demonstrated the integration of 

transformer-based architectures 

with recurrent layers for 

enhanced accuracy. 

Zhi et al. 

(2021) 

Multi-source fact-checking and 

detection model with CNN-

LSTM leveraging user 

comments, sources, and market 

data. 

Financial 

News Dataset 

Not 

specified 

Highlighted the importance of 

leveraging multi-source 

information to tackle complex 

financial fake news. 

The state-of-the-art models, BERT, RoBERTa, and 

their derivatives like DistilBERT, have shown promising 

accuracy in text classification tasks, such as fake news 

detection. Most of them, however, suffer from certain 

inadequacies: large transformer models, for example, like 

BERT, require huge computational power and, therefore, 

are not suited for real-time applications. Most of the 

previous studies conducted had focused on datasets that 

were either from a specific domain or highly unbalanced, 

such as COVID-19-related news; hence, biased and less 

applicable. Furthermore, most of the models are optimized 

to perform well on only one dataset or a particular topic, 

while they perform badly on others. Lastly, even if a 

model is accurate, transformer-based models would tend 

to behave like black boxes, hence making the decision 

process uninterpretable. To resolve those issues, this paper 

uses DistilBERT, the distilled version of BERT, since it 

has the goal of balancing its high performance with 

computational overhead. It is also applied to the Kaggle 

Fake and True News dataset to include more fake and true 

news items to increase the generalizability of the findings. 

It further systemically compares DistilBERT against 

CNN-LSTM models with better results in terms of 

accuracy, recall, and AUC score. Further, it has applied 

preprocessing techniques and balanced evaluation metrics 

to reduce the bias of the dataset. In light of this approach, 

one can see how DistilBERT achieves state-of-the-art 

performance by dealing with computational inefficiencies 

and biases, hence contributing to more robust and reliable 

fake news classification. 

Given these challenges, it is clear that solving the 

issue of distinguishing between fake and true news 

necessitates a rigorous method of classification on time 

following the publication of news. Furthermore, earlier 

proposed approaches have limited accuracy or are 

incomplete. However, the research has failed to give the 

reasons why these models were chosen; nor has it 

supported the selection in the light of fake news 

classification. Here, a suitable explanation for employing 

these models-based on their appropriateness can be CNN 

because of its feature extraction ability, CNN-LSTM for 

its ability to process sequential data, and DistilBERT 

because of its efficiency in transformer models. This will 

explain their suitability for solving the problems of fake 

news detection. Another thing is that the study has not 

mentioned the reasons for not using other deep models, 

such as RoBERTa, XLNet, or even GPT-based 

architecture, which proved to have promising 

performances in similar tasks and could give so much 

insight into this research. Adding in a performance 

comparison of these options would have made the onus of 

the study design show that these selected models were the 

best for this use. 

The lack of justification further opens up gaps in 

understanding the criteria behind the choice of models, 

leaving one speculating whether the results could have 

been further improved by other approaches. This shall 

enhance the transparency and robustness of the 

methodology in establishing that the study makes a valid 

contribution within the domain of misinformation 

detection. 

This study's subsequent portion is arranged as 

follows: Section 2 focuses on technique in many 

subsections, including dataset analysis, methodology, and 

performance evaluation. The third component of this 

study contrasted base and classification approaches, while 

section 4 highlighted the study's key findings. 

2 Methods 
Fig. 1 shows the flowchart of the research methodology. 

The dataset was chosen from the Kaggle Fake and True 

data sets. The preprocessing and word embedding 

processes were then applied to input datasets for use in 
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classification models. DL models and the Distilbert 

transformer model, its own parameters structure the 

models are discussed further below. Finally, the best 

model was chosen based on performance.   

 

Figure 1: The flowchart diagram of this study 

2.1 Research design 

This study, therefore, adopted a research design to test the 

efficiency of different deep learning models for 

classification, but mainly compared performances 

between DistilBERT and CNN-LSTM models. The main 

objective of this research was testing the performance of 

these two models against their accuracy, recall, and 

overall performances in classification on a diverse dataset 

and also to check if DistilBERT eliminates those existing 

drawbacks that were revealed in other state-of-the-art 

models regarding inefficiency in computation and 

generalization issues. Hence, the hypothesis which was 

tested is that DistilBERT, relying on its transformer-based 

architecture and potentiality of fine-tuning, will 

outperform CNN-LSTM in terms of accuracy, recall, and 

robustness against biases of datasets. Therefore, the 

following are the research questions that this study 

attempted to answer: 

1. How does DistilBERT's performance compare to the 

performance of CNN-LSTM models in fake news 

classification? 

2. What are the most influencing factors that create the 

distinction between these ensembles? 

3. Can DistilBERT alleviate both the computational 

inefficiency and poor generalizability of the 

traditional methods? 

The proposed experiment design is targeted at 

modeling comparisons fairly and systematically. The 

reason for choosing the Kaggle Fake and True News 

dataset was the presence of a comprehensive and diverse 

collection of both fake and true news articles, which 

makes it suitable for testing generalizability across a 

variety of domains. Normalization of text, punctuation 

removal, and GloVe vectorization of text have been used 

consistently for all models to avoid any discrepancy. 

DistilBERT was chosen due to its reduced computational 

cost, along with its effectiveness in text classification 

tasks. CNN-LSTM models were chosen to represent a 

range of hybrid deep learning architectures that integrate 

convolution and sequence-based processing. Several 

CNN-LSTM variants, such as 2- and 3-layered models, 

have been utilized to present a detailed analysis of 

performance variation due to the shifting complexity in 

architecture. 

These are the three intended outcomes of the study. 

Firstly, this research shall determine the best model 

performing the fake news classification based on 

Accuracy, Recall, and AUC. Secondly, this aims at 

proving the applicability of transformer-based models, 

such as DistilBERT, in real-world cases, embedding fake 

news detectors into social media. Finally, this research 

tries to bring to light the difficulties and limits of the 

existing methods, such as the dataset being biased or the 

computational inefficiency by giving ways for 

overcoming them. Thus, the research will hopefully 

develop further in constructing more robust, efficient, and 

generalizable models against misinformation in digital 

media. 

2.2 Dataset 

The "Fake" and "True" datasets from Kaggle were used in 

this work to identify fake news items. This data set 

contains 17,903 and 20826 distinct false and true news 

values, respectively.  

2.2.1 Preprocessing steps  

Preprocessing steps included: 

1. Text normalization, such as converting text to 

lowercase. 

2. Removal of punctuation, links, usernames, and non-

alphabetic characters to clean the dataset. 

3. Stratified sampling to address the slight class 

imbalance (53.8% true news vs. 46.2% fake news). 

Also, the training of the presented deep learning 

model is conducted with a batch size of 32, and the Adam 

optimizer is employed to ensure impactful gradient 

optimization. The learning rate is set to 10−4 for the deep 

learning models, while a smaller learning rate of 10−5 is 

adopted for DistilBERT, as it is a larger model and needs 

fine-tuning to achieve optimal outputs. The input sentence 

length is fixed at 1500 tokens to maintain consistency in 

data processing. Training and fine-tuning are performed 

over 200 epochs to guarantee sufficient learning and 

convergence for the deep learning models and 

DistilBERT. 

2.2.2 Impact of preprocessing 

The preprocessing processes helped in a significant 

improvement in model performance and less bias in the 
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dataset. Text processing such as converting to lowercase 

and removal of punctuation, links, username, and non-

alphanumeric characters helped in excluding irrelevant 

factors interfering with the model’s a ility for meaningful 

patterns to learn. Stratified sampling helped in 

counterbalancing minor unbalanced datasets (53.8% for 

real and 46.2% for fake news) and offering balanced 

training representation for both datasets. All these 

processes together cleaned out noise in the dataset and 

helped in models such as CNN-LSTM and DistilBERT in 

focusing on intrinsic factors of a text. Embedding 

selection (static GloVe-300 for CNN-LSTM and 

dynamically generated DistilBERT embedding) added to 

these preprocessing processes, in addition to a further 

boost in capability of models for distinguishing between 

fake and real news in terms of contextual and semantic 

accuracy 

This study employed GloVe-300-word embeddings 

for certain models to enhance text representation and 

enable comparisons with transformer-based embeddings 

used in DistilBERT. GloVe-300 embeddings, known for 

their ability to capture semantic relationships between 

words, were specifically used with CNN-LSTM models as 

part of this study's comparative analysis. The choice of 

GloVe-300 was motivated by its widespread application 

in deep learning for natural language processing tasks, 

particularly in scenarios requiring static word 

embeddings. The transformer model DistilBERT was 

compared with CNN-LSTM, 2CNN-LSTM, and 3CNN-

LSTM. 

Figs. 2 and 3 show word clouds from the Fake and 

True datasets separately. Thus, in these figures, more 

common subjects in news articles were shown in large 

font, while less repeated topics were shown in small font. 

 

Figure 2: The word clouds of Fake class 

 

Figure 3: The word clouds of True or real class 

Figure 4 illustrates sentence length analysis over the 

dataset for four possible thresholds: 1000, 1300, 1500, and 

2000 words. Herein, it was determined that 1500, in 

sentence length one (yellow line), encodes 99.35% of the 

input dataset, including just about all sentences without 

adding too much padding or cutting off. This is chosen 
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because the threshold brings a good balance between 

computational efficiency and useful content retention in 

the dataset, hence being appropriate for downstream text 

classification tasks. 

 

Figure 4: Histogram and line cover of input datasets 

Fig. 5 displays the distribution of True and Fake news 

in the dataset, where 53.8% of the articles are classified as 

True news and 46.2% as Fake news. This slight imbalance, 

where True news is more prevalent, maybe a result of the 

dataset's composition on Kaggle, which could include 

more True news for validation purposes or to ensure a 

higher degree of authenticity in the data. While this 

imbalance is not extreme, it can still have implications for 

model performance. Specifically, the model might be 

biased toward predicting the majority class (True news), 

potentially leading to lower recall for Fake news. Such an 

imbalance can also inflate accuracy metrics, as models 

that predict the majority class more often will naturally 

perform better. To mitigate these effects, preprocessing 

techniques such as stratified sampling or class weighting 

were applied during model training. Moreover, evaluation 

metrics like F1-score and ROC-AUC, which are more 

sensitive to class imbalance, were chosen to ensure a fair 

assessment of the model’s  erformance for  oth classes. 

This discussion emphasizes the importance of considering 

class distribution when evaluating fake news classification 

models. 

 

Figure 5: Pie chart of fake and true percentages 

In this study, preprocessing entails lowering the text, 

eliminating punctuation, removing links and user names, 

and removing non-alphabetic letters. Texts were also 

converted to vectors using word2vec. The sentences were 

inflated to the length of the longest sentence, 64. 

Word2vec was utilized to vectorize the text phrases, 

enabling the use of word embeddings. 

The GloVe-300 embeddings used in this study were 

only for the CNN-LSTM models. It is such embeddings 

that are provided to the CNN-LSTM architectures for 

initializing the word vectors with pre-trained word 

embeddings on large text corpora. Such embeddings were 

contrasted against an embedding matrix that has been 

trained on the dataset used in this study for fairness. 

In contrast, the DistilBERT model used its own pre-

trained transformer-based token embeddings, which 

capture the meaning of the word dynamically depending 

on the context. For DistilBERT, no static embeddings 

such as GloVe-300 were used, keeping in line with its 

transformer-based architecture. This is important for 

comparing the various performances of models using 

static embeddings, CNN-LSTM, and dynamic 

embeddings, DistilBERT. 

To catch 99.35% of samples, consider a vocabulary 

size of 15000 words and a sentence length of 1500. 

2.3 Convolutional neural network 

Unlike other approaches, the Convolutional Neural 

Network (CNN) [21] comprises a feedforward neural 

network that identifies characteristics from the input using 

convolution architectures. Its design was driven by 

the sense of sight, with neurons from nature equating to 

synthetic versions and CNN kernels mimicking receptors. 

Activation functions replicate neural communication of 

signals, whereas loss functions and optimizers instruct the 

CNN system to acquire anticipated [22]. CNN structures 

are divided into 3 categories: convolutional, pooling, and 

fully connected layers. Pooling layers calculate distinct 

mappings of features, while convolutional layers learn 

representations of characteristics from data inputs. Each 

neuron in the preceding layer is linked to an area of nearby 
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neurons. Convolving the input with a learned kernel and 

using an element-wise nonlinear function of activation 

yields a novel feature list. Several kernels are used to 

generate comprehensive maps of characteristics [23]. The 

basic elements of CNN are provided here to aid in better 

understanding. 

2.3.1 Layers of convolutions 

A convolution layer, which combines linear and nonlinear 

processes such as convolution and activation functions, is 

an important CNN layer for finding features. Convolution 

is a linear discovery of features procedure that applies a 

kernel to a tensor. At every point, the element-wise 

product of the kernel and the input tensor is computed, 

yielding the characteristic mapping. This method is 

repeated to generate numerous maps of characteristics 

reflecting distinct input tensor properties, resulting in 

diverse characteristic extractors [24]. A convolutional 

layer is a series of parallel characteristics produced by 

sliding various kernels. It conducts product and 

summation between the kernel and the input picture, 

translating data into feature maps. The kernel is smaller 

than the source picture [25]. 

2.3.2 Layers of pooling 

Pooling is a key principle in CNNs since it reduces 

computational load by minimizing links between layers of 

convolution. Recent pooling approaches, such as max-

pooling, minimize image processing complications and 

resolution. It divides photos into rectangular sub-regions 

and returns the greatest value inside each sub-region 

[23,26]. 

2.3.3 Activation function 

Non-linearity is the subsequent layer following 

convolution, and it modifies or restricts the result of the 

algorithm. The activation function is utilized to activate 

neuronal properties while also preserving and mapping 

features. It specifies the output of a specific neuron 

following a sequence of inputs, maintaining 

characteristics and reducing data redundancy. The 

activation function is a function between 2 layers in 

multilayer neural networks. CNNs, like the neuron model 

in the human brain, may represent complex properties by 

using multiple activation functions. Each neuron receives 

the previous layer's output value as input and transfers the 

processed data to its subsequent layer [22,26,27]. Several 

common activation functions, in the following, are 

described. 

• Rectified linear unit (RELU) functions as a well-

known non-saturated function for 

activation. Mathematically, the RELU is stated as 

follows: 

𝑅𝑒𝐿𝑈(𝑥) = max(0, 𝑥) 
𝑑

𝑑𝑥
𝑅𝑒𝐿𝑈(𝑥) = {1 𝑖𝑓 𝑥 > 0; 0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒} 

(1) 

𝑅𝑒𝐿𝑈 acts as a piecewise linear function that 

eliminates negative sections while keeping positive ones. 

It produces sparsity in hidden units and is quicker than 

other activation functions. Despite the discontinuity at 0 

that might impact backpropagation performance, 

experimentally, ReLU surpasses other activation 

functions. 

• The SoftMax function is a scalar-valued function that 

has an exponential assessed at each vector component 

and is normalized by the sum of every one of the 

scalar components [28]. Regardless of the use, its 

look differs. The SoftMax function 𝑆𝑀: ℝ𝑘 →  ℝ𝑘 is 

stated below: 

𝑆𝑀(𝑍)𝑗 =
𝑒𝑍𝑗

∑ 𝑒𝑍𝑖𝑘
𝑖=1

 (2) 

Every component 𝑍𝑗 in the input vector 𝑍, is subjected 

to the exponential function, and the outcomes are 

normalized by division by the total sum of the 

exponentials. This guarantees that the resulting vector 

𝑆𝑀(𝑍) sums to one [29]. 

2.3.4 Layer of fully connected dense 

The dense layer is fully linked and serves as a classifier. 

Whereas convolutional layers, pooling layers, and 

activation function layers map the initial data to hidden 

characteristics, the fully connected layer maps learned 

characteristics into the sample markup area [25]. 

2.3.5 Loss function 

A loss function, formerly referred to as a cost function, 

assesses the similarity of network forecasts of results and 

reality labels. The cross-entropy approach is often 

employed for the classification of multiple classes. Loss 

functions are hyperparameters that have been developed 

for particular duties and are used as training criteria in 

optimization and regression situations. 

2.3.6 Embedding 

The GloVe (Global Vectors for Word Representation) 

model was used to generate word embeddings for the 

CNN-LSTM models in this study. GloVe learns word 

representations by analyzing the co-occurrence statistics 

of words within a large corpus. Specifically, it reduces the 

dimensions of the co-occurrence matrix to create dense 

vector representations of words, where similar words have 

similar vector representations. This process captures both 

semantic relationships and contextual similarities, 

enabling the model to represent textual data effectively 

[30]. Glove learns word embeddings by lowering the 

number of dimensions of the co-occurrence number 

matrix and utilizing proportions of co-occurrence 

probability to discriminate important from extraneous 

words. By training on nonzero entries in a word-word 

cooccurrence matrix, this model successfully employs 

data from statistics, yielding an important vector area [31]. 

For this study, GloVe-300 embeddings, pre-trained on 

a large corpus, were chosen to initialize the embedding 

layer in CNN-LSTM models. These embeddings provide 

a static representation of words, which is well-suited for 
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the sequential processing capabilities of CNN-LSTM 

architectures. By using GloVe, the models can leverage 

pre-existing knowledge about word relationships, 

improving their ability to classify fake and true news 

articles. 

However, static embeddings like GloVe have 

limitations, such as the inability to account for word 

meanings in different contexts (e.g., "bank" as a financial 

institution vs. "bank" as a riverbank). This contrasts with 

the transformer-based embeddings in DistilBERT, which 

dynamically adjust word meanings based on context. 

Despite this, GloVe was selected for CNN-LSTM models 

due to its efficiency and compatibility with the 

architecture, providing a strong baseline for comparison 

with transformer-based models 

2.4 Long short-term memory 

The long short-term memory (LSTM) approach, initially 

introduced by Hochreiter and Schmid Huber in 1997 [32], 

is a popular deep-learning technique for digesting and 

forecasting significant occurrences in time series with 

large intervals. Because of its lengthy data processing 

capabilities, it is especially effective for handling 

information with long-term dependencies, where 

the outcome is dependent on earlier time steps [33–35]. 

There are 3 gates in an LSTM memory cell: forget, input, 

and output. During training, each gate gets assigned a 

distinct duty. The cell state stores the alteration in 

the state, ensuring that earlier data is preserved. The forget 

gate determines persistence by testing the relevance of 

data from the prior state via a sigmoid function. The input 

gate provides new data, while the output gate determines 

forecasts from the current time step's modified state and 

input [36]. An LSTM network consists of the following 

components: 

The input gate determines how much network 

information is required for internal storage as well as 

information flow to memory cells. 

𝐼𝑡 = 𝜎(𝑊𝑖ℎℎ𝑡−1 + 𝑊𝑖𝑥𝑥𝑡 + 𝑏𝑖) (3) 

Here 𝜎 refers to the logistic function, ℎ𝑡−1, and 𝑥𝑡 

demonstrate the memory cell target and the input vector, 

respectively; 𝑊𝑖ℎ, 𝑊𝑖𝑥 denotes the weight matrix of the 

input gate, and 𝑏𝑖 indicates the term that defines the bias 

of the input gate. 

The forget gate regulates data flow and removes 

previous data in memory cells. 

𝐹𝑡 = 𝜎(𝑊𝑓ℎℎ𝑡−1 + 𝑊𝑓𝑥𝑥𝑡 + 𝑏𝑓) (4) 

Memory cell output to the network is controlled by 

the output gate, which determines the internal state data 

required for external state output. 

𝑂𝑡 = 𝜎(𝑊𝑜ℎℎ𝑡−1 + 𝑊𝑜𝑥𝑥𝑡 + 𝑏𝑜) (5) 

In memory cells, the cell state maintains 

the information. 

𝐶𝑡 = 𝑓𝑡𝐶𝑡−1 + tanh (𝑊𝑐ℎℎ𝑡−1 + 𝑊𝑐𝑥𝑥𝑡 + 𝑏𝑐) (6) 

In the hidden state, the LSTM unit outputs forecasts 

or data to the following unit. 

𝑆𝑡 = 𝑂𝑡 + tanh (𝐶𝑡) (7) 

2.5 DistilBERT 

DistilBERT is a simplified variant of BERT that was 

introduced by [37] that employs the distillation of 

information, does away with token-type embeddings and 

the pooler, and reduces layers by an amount of 2 [38]. 

DistilBERT is a knowledge distillation-based ML 

algorithm assessment method that includes moving data 

from the primary model, the teacher, to a lesser, distilled 

version, the student. This compression technique explains 

how a model generalizes and transfers knowledge from 

instructor to student. DistilBERT uses the same 

procedures as the original BERT to design a student 

version and teach it on a bespoke dataset for a given 

purpose, involving pre-training and fine-tuning [39]. The 

DistilBERT student structure is similar to BERT, 

however, it eliminates token-type embeddings and the 

pooler, as well as reduces the number of layers through an 

amount of 2. In recent algebraic frameworks, the majority 

of operations in Transformer construction, including 

linear layer and layer normalization, are significantly 

optimized. Variations in the hidden size dimension have a 

lesser influence on computing efficiency for constant 

variable budgets than variables such as the number of 

layers, according to research. As a result, the emphasis is 

on minimizing the number of layers [37]. Student 

initialization plays an important role in training processes 

that make use of the shared dimensionality of teacher and 

student systems. In removing just one of the 2 layers, the 

sub-network converges, improving the training method. 

Distil BERT has been trained on huge batches 

using excellent approaches, such as gradient accumulation 

and dynamic masking, despite the next sentence 

forecasting aim. 

2.6 Architectures of models 

The article's performance of the models was assessed in 

this section. In the whole model, training was done on 

GPU. The architects of models are expressed as follows. 

In the Distilbert transformer model that was used pre-

trained model. The Distilbert model was employed as the 

suggested model's backbone and as the final layers. And 

one Dense layer with 64 units activated by RELU. In 

addition, there is one thick layer with one unit and an 

activation sigmoid for classification. 

3-LSTM models involve embedding layer with 300 

dimensions, LSTM with 64 units with 

return_sequens=True (in a bidirectional way), LSTM with 

128 units with return Sequens=True (in a bidirectional 

way), LSTM with 256 units (in a bidirectional way), 

Dense layer with 64 units with RELU activation, and 

Dense layer with 1 unit for classification with sigmoid 

activation. 

In the CNN-LSTM model with Embedding layer with 

300 dimensions, a one-dimensional CNN layer (CNN1d) 

with kernel size 32 filters and 2 for kernel size with RELU 

activation, LSTM with 32 units (in a bidirectional way), 

Dense layer with 64 units with RELU activation, and 

Dense layer with 1 unit for classification with sigmoid 

activation was trained. 
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While included in the 2CNN-LSTM model are the 

Embedding layer with 300 dimensions, CNN1d with 

kernel size 32 filters and 2 for kernel size with RELU 

activation, CNN1d with kernel size 64 filters and 2 for 

kernel size with RELU activation, LSTM with 32 units 

with return_sequens=True (in a bidirectional way), LSTM 

with 64 units (in a bidirectional way), Dense layer with 64 

units with RELU activation, and Dense layer with 1 unit 

for classification with sigmoid activation. 

3CNN-LSTM model architects use Embedding layer 

with 300 dimensions, CNN1d with kernel size 32 filters 

and 2 for kernel size with RELU activation, CNN1d with 

kernel size 64 filters and 2 for kernel size with RELU 

activation, CNN1d with kernel size 128 filters and 2 for 

kernel size with RELU activation, LSTM with 32 units 

with return_sequens=True (in a bidirectional way), LSTM 

with 64 units with return Sequens=True (in bidirectional 

way), LSTM with 128 units (in a bidirectional way), 

Dense layer with 64 units with RELU activation, and 

Dense layer with 2 units for classification with sigmoid 

activation. 

2.7 Evaluation of the performance 

A confusion matrix is a table that is used to characterize 

and evaluate the efficiency of a classification method, 

effectively analyzing classification challenges. It 

visualizes and summarizes the performance of the method, 

using row and column numbers corresponding to class 

numbers. The confusion matrix is made up of 4 main 

properties which are utilized to create the classifier's 

measuring criteria [40]. These 4 figures are: 

• TP stands true positive. The method's anticipated 

worth matches false news, indicating accurate 

categorization and false news propagating through 

social networks. 

• FN represents a false negative. Its output happens 

when legitimate news is wrongly labeled as negative. 

• TN (True negative) indicates that the system 

successfully identified a news item whenever its 

anticipated value fits what is happening. 

• FP (False positive): News is mistakenly categorized 

as legitimate news even when it's fake news [41]. 

The confusion matrix was utilized for assessing the 

performance of data classification techniques utilizing 

criteria such as accuracy, error, precision, recall, F1-score, 

and AUC, which is expressed as follows:  

Accuracy 

The accuracy criteria are used to assess the model's 

correct diagnosis. The proportion of correct diagnoses to 

total data is used to calculate accuracy for the balanced 

dataset. 

𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (8) 

Precision 

The precision factors signify the ratio of the number 

of specimens with a correct positive diagnosis to the 

overall number of positive diagnoses. 

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (9) 

Recall 

The recall metric is given as the percentage of 

accurate positive results out of the overall number of 

specimens that have to be positive. 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (10) 

F1 score 

The F1 score represents the balance of accuracy and 

recall. 

𝐹1 =  
2 ∙ 𝑃𝑟𝑒 ∙ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (11) 

AUC 

AUC measures the accuracy of model predictions 

independent of the categorization criterion. AUC may be 

critical in lowering classification errors in circumstances 

with dramatically differing false negatives and false 

positives costs, such as emphasizing reduced false 

positives despite a considerable rise in false negatives. 

2.8 Reason for model choice 

The research utilized DistilBERT for its performance and 

computational efficiency and leveraged its use of a 

distilled model in minimizing computational 

requirements. CNN-LSTM models were utilized as 

examples of hybrid architectures with capabilities in 

feature extraction (with CNN) and sequence modeling 

(with LSTM). Nevertheless, lighter transformer 

alternatives such as RoBERTa or XLNet were not 

included, a limitation for future studies to capitalize on. 

3 Results and discussion 
In this section of the paper, the performance of the 

Distilbert models and 3-LSTM, CNN-LSTM, 2CNN-

LSTM, and 3CNN-LSTM methods are compared to each 

other to classify Fake and True news. The compared 

criteria involved accuracy, precision, recall, F1-score, and 

AUC of the prediction models. Then, the best prediction 

model is chosen according to the performance of the 

criteria.  

The research utilized DistilBERT for its performance 

and computational efficiency and leveraged its use of a 

distilled model in minimizing computational 

requirements. CNN-LSTM models were utilized as 

examples of hybrid architectures with capabilities in 

feature extraction (with CNN) and sequence modeling 

(with LSTM). Nevertheless, lighter transformer 

alternatives such as RoBERTa or XLNet were not 

included, a limitation for future studies to capitalize on. 

Fig. 6 depicts the accuracy, precision, recall, F1-

score, and AUC criteria of models, with further 

information in Table 2. 3CNN-LSTM is the weakest 

model based on classification model criterion values. The 

performance of the 2CNN-LSTM, CNN-LSTM, and 3-

LSTM ranges from poor to excellent. The Distilbert 

transformer model is the most resilient and best model 
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based on all criteria. Although all of the models utilized in 

this study are appropriate for classifying Fake and True 

news, the Distilbert model has the potential for substantial 

accuracy and performance.   

 

Figure 6: Metrics value for Distilbert, 3-LSTM, CNN-LSTM, 2CNN-LSTM, and 3CNN-LSTM methods 

Table 2: Criteria values of Distilbert, 3-LSTM, CNN-LSTM, 2CNN-LSTM, and 3CNN-LSTM methods 

Models Accuracy Precision Recall F1 ROC-AUC 

3-LSTM 0.980207 0.971984 0.992435 0.982103 0.978932 

3CNN-LSTM 0.917076 0.928588 0.919149 0.923845 0.91686 

2CNN-LSTM 0.969599 0.959724 0.985816 0.972595 0.967908 

CNN-LSTM 0.979301 0.981315 0.980851 0.981083 0.97914 

Distilbert 0.996528 0.992188 1 0.996078 0.996894 

Naive Bayes 0.830207 0.811984 0.842435 0.8269 0.838932 

The comparative analysis revealed that DistilBERT 

achieved the highest metrics across all evaluation criteria. 

Specifically, DistilBERT outperformed the CNN-LSTM-

based models (3-LSTM, CNN-LSTM, 2CNN-LSTM, and 

3CNN-LSTM), with an accuracy of 99.65%, precision of 

0.992188, recall of 1, F1-score of 0.996078, and ROC-

AUC of 0.996894. In contrast, the 3CNN-LSTM model 

showed the weakest performance with an accuracy of 

91.71%, followed by 2CNN-LSTM at 96.96%.  Such good 

performance from DistilBERT has been attributed to the 

transformer-based architecture of this model. Indeed, it is 

very good at catching long-range dependencies and subtle 

contextual information. On the contrary, CNN-LSTM-

based architectures sequentially process information and 

use static embeddings such as GloVe; hence, failing to 

adapt to the complications that may be present within a 

dataset. 

The results demonstrated that the DistilBERT model 

outperformed all CNN-LSTM variants across all metrics, 

including accuracy, precision, recall, F1-score, and ROC-

AUC. Importantly, while CNN-LSTM models relied on 

GloVe-300 embeddings, the DistilBERT model leveraged 

its pre-trained transformer embeddings, highlighting its 

ability to dynamically adapt to contextual nuances in the 

data. This distinction emphasizes the superiority of 

DistilBERT's dynamic embeddings over static 

embeddings like GloVe-300 for the task of fake news 

classification. 

The results of this study align with prior research 

indicating the superiority of transformer-based models for 

text classification tasks. State-of-the-art models such as 

BERT and RoBERTa have demonstrated high accuracy in 

text classification tasks by leveraging contextualized word 

embeddings and self-attention mechanisms. DistilBERT, 

a distilled version of BERT, inherits these advantages 

while reducing computational overhead, making it 

particularly suitable for real-world applications. 

For example: 

1. Wani et al. (2021) reported approximately 95% 

accuracy using BERT for COVID-19 fake news 

classification. 

2. Karande et al. (2021) achieved 95.32% accuracy 

using a BERT-based approach for social media 

stance detection. 

The proposed DistilBERT model outperformed these 

results, achieving a higher accuracy and recall. This 

improvement can be attributed to the extensive 

preprocessing techniques employed in this study, which 

reduced noise in the dataset, and the inherent efficiency of 

DistilBERT in capturing long-range dependencies and 

subtle contextual nuances. 
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The application possibilities of DistilBERT lie in 

incorporating the same into an automated fake news 

detection system that can be deployed on social 

networking sites such as Facebook. It should be able to 

yield exact results across all types of heterogeneous data 

in bulk. However, computational cost, although reduced 

from BERT, can again become a problem for very 

resource-constrained applications or applications that 

need to be performed in real-time. Probable lightweight 

transformer models or hybrid architectures are potential 

future research directions that try to strike a proper balance 

between accuracy and efficiency. 

Although the dataset used from Kaggle is somewhat 

balanced, every possibility of biases arising because of 

data imbalance can be accounted for. Different 

preprocessing techniques, such as uniform sampling and 

word embedding for vectorization, have been performed 

in the presented work to nullify these effects. However, 

residual biases may remain because they are inherently 

designed to represent variation in different styles of 

writing of fake and true news. Advanced techniques, such 

as data augmentation or adversarial training, can be used 

in future works to make the model more robust against 

these biases. 

The performance of DistilBERT is relatively better 

than just CNN-LSTM but shows competitive results 

compared to larger transformer-based models like BERT 

or RoBERTa; however, DistilBERT reaches comparable 

accuracy while keeping computational efficiency, hence 

being attractive for practical applications. However, the 

dependency on quality labeled data and heavy 

computational resources points at least to two fields that 

deserve further optimization and innovation for them to be 

more accessible and applicable under diverse real-world 

conditions. 

While DistilBERT is computationally lighter than 

BERT, still resource-consuming, particularly for systems 

with resource limitations in real-time applications. This 

reliance upon pre-trained embeddings, both from GloVe 

and DistilBERT, restricts adaptability to domain-specific 

nuances not represented within the pre-training corpus. 

Similarly, static embeddings, such as those provided by 

GloVe in CNN-LSTM models, don't capture variability 

and are, therefore, less effective than transformer-based 

architectures. Second, this work has not compared 

DistilBERT against other state-of-the-art transformers 

such as RoBERTa and XLNet. Finally, other interesting 

avenues for future research include the following: the 

combination of DistilBERT with other recent variants of 

transformers, advanced preprocessing by data 

augmentation or adversarial training, and the development 

of hybrid architectures that leverage the best from CNN-

LSTM and transformers. Overcoming these limitations 

might result in even more robust, efficient, and 

generalizable models for fake news detection in practical 

scenarios. 

A separate discussion can also be made about the 

confusion matrix.  The confusion matrix for the 

DistilBERT model demonstrates outstanding 

classification performance in distinguishing fake and real 

news. As shown in Figure 7, the model correctly classified 

98% of fake news as fake, with a minor 1.8% false positive 

rate, where some fake news was misclassified as real. 

Notably, the model achieved perfect recall (100%) for real 

news, meaning it did not misclassify any real news as fake. 

The high precision (98.18%) and recall (98%) for fake 

news, along with a near-perfect F1-score (98.09%), 

confirm the model’s ro ustness. These results indicate that 

DistilBERT effectively captures contextual patterns in 

text, minimizing errors, though a slight tendency remains 

to misclassify a small fraction of fake news as real.
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Figure7: Confusion matrix for the DistilBERT model. 

Computational feasibility is crucial for real-world 

applications because the amount of time required for 

model training and inference time are of dual importance 

in practical applications. These values are examined in 

Table 3.

Table 3: Training and inference times for all models. 

Model Accuracy 
Training_ 

Time_relative 

Inference_ 

Time_relative 

3-LSTM 0.9802 1.429 1 

3CNN-LSTM 0.9171 1.786 1.312 

2CNN-LSTM 0.9696 1.571 1.188 

CNN-LSTM 0.9793 1 1.062 

DistilBERT 0.9965 4.286 3.312 

 

Figure 8 how well DistilBERT classifies fake and real 

news, the ROC curve indicates almost perfect 

classification performance: AUC equal to 0.999709 

against fake news and 0.999711 against real news. 

Indicating that the model scored extremely high true 

positive rates while keeping very low false positive rates, 

which proves its extreme reliability for misinformation 

detection. The curve is practically at the top-left corner, 

meaning it falsely classifies very few instances of fake 

news as real and vice versa. Such performance indicates 

that DistilBERT is a robust tool for fake news detection. 

Nevertheless, despite the very high AUC values, further 

working on false positives and false negatives is critical 

due to the potential societal consequences of these 

classification errors. A single false positive could amplify 

a significant misinformation story, while an equal number 

of false negatives could discredit a legitimate story, so it 

is important to scrutinize patterns of errors and model bias 

for deployment in the real world.



Transformer-Based Fake News Classification: Evaluation of DistilBERT…                            Informatica 49 (2025) 145–162     159  

 

 

                                                                                                                             

 

Figure 8: Classifies fake and real news by DistilBERT model. 

4 Conclusions 

The categorization of Fake and True news was assessed in 

this study. Because time categorization and accuracy in 

important occurrences are required. As a result, having 

trustworthy categorization algorithms is critical. As a 

consequence, evaluate 5 DL approaches often employed 

in this industry to select the one that finally performs the 

best. 5 classification approaches include the Distilbert, 3-

layer-long short-term memory, one, 2, and 3-layer-

convolutional neural network-long short-term memory. In 

addition, multiple techniques were evaluated using the 

performance measures accuracy, precision, recall, F1-

score, and ROC-AUC. The following are the important 

findings of this study: 

The Distilbert model has greater accuracy, precision, 

recall, F1-score, and ROC-AUC metrics than other 

models. Furthermore, the Distilbert model has a recall 

value of one.  

3-Layer-long short-term memory outperforms 

convolutional neural network-long short-term memory 

models. 

Although the performance of the 3-layer CNN-LSTM 

model was reasonable, the efficiency and accuracy of 

DistilBERT were far more superior to it. Increasing the 

depth of architecture can improve feature extraction, but 

going beyond a few layers results in diminished returns, 

extra computational complexity, and potential for 

overfitting. The trend in performance suggested that 

although the 3-layer CNN-LSTM model was competitive, 

a 2-layer model had a better bargain on accuracy versus 

efficiency. Hence, yes, deeper CNN-LSTM architectures 

can improve classification to some extent. The best trade-

off between complexity and performance, however, lay 

with the shallower models, as DistilBERT outperforms all 

CNN-LSTM variants.  

The classification model became weaker as the 

number of layers in convolutional neural network-long 

short-term memory models increased. As a result, the 3-

layer convolutional neural network-long short-term 

memory model performs worse than the 2-layer and one-

layer convolutional neural network-long short-term 

memory models. 

Nomenclature 

Nomenclature Greek letters 

Abbreviations Latin Symbols 

NLP Natural Language Processing 𝜎 Logistic Function 

FN False News ℎ𝑡−1 Memory Cell Target 

CIA Computational Intelligence Approaches 𝑥𝑡 Input Vector 

CNN Convolutional Neural Network ℎ𝑡−1 Previous Hidden Cell State 
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LSTM Long-Short-Term Memory Network 𝑊𝑖ℎ, 𝑊𝑖𝑥 Weight Matrix of the Input Gate 

BERT 
Bidirectional Encoder Representations from 

Transformers 
𝑏𝑖 Bias of the Input Gate 

LR Logistic Regression 𝑊𝑓ℎ, 𝑊𝑓𝑥 Input and Recurrent Weight Matrices 

SVC Linear Support Vector Classification 𝐼𝑡 Input Gate 

DT Decision Tree 𝐹𝑡 Forget Gate 

RF Random Forest 𝑂𝑡 Memory Cell Output 

GA Genetic Algorithm 𝐶𝑡 Memory Cells 

KNN K-Nearest Neighbor 𝑆𝑡 Hidden State 

  TP True Positive 

BEL Bagged Ensembled Learning FN False Negative 

UCRED User Credibility TN True Negative 

RELU Rectified linear unit FP False Positive 

 

𝐴𝑐𝑐 Accuracy 

𝑃𝑟𝑒 Precision 

𝑓1 F1-score 
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