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Abstract: In this scholarly investigation, we delve into the analysis of the acquisition rate and prediction 

accuracy of a random parameter model for tunnel traffic accidents, leveraging machine learning 

algorithms. By meticulously scrutinizing historical traffic accident data, we have pinpointed traffic flow 

and weather conditions as the two principal factors that significantly impact tunnel traffic accidents. To 

ascertain the optimal parameters for our model, we have employed diverse machine learning techniques, 

encompassing linear regression, decision tree, and random forest. Upon rigorous comparison of the 

training set and the verification set, the random forest algorithm emerged as the most proficient in terms 

of prediction accuracy and capture rate. In the experiment, the random forest algorithm achieved an 

accuracy of 88% when predicting tunnel traffic accidents, and performed well in key indicators such as 

recall rate and F1 score. In the experiment, the random forest algorithm achieved an accuracy of 88% in 

predicting tunnel traffic accidents, a recall rate of 82%, and an F1 score of 85%. The accuracy rate for 

predicting minor accidents is as high as 95%, but the accuracy rate for predicting major and 

catastrophic accidents is only 30%. These results highlight the advantages of the model in predicting 

minor accidents, while also pointing out the room for improvement in predicting serious accidents. These 

results show that the random forest algorithm has significant advantages and potential in the field of 

tunnel traffic accident prediction. These noteworthy numerical results underscore the potency of the 

stochastic parameter model for tunnel traffic accidents, when grounded in machine learning algorithms. 

Such a model offers high prediction accuracy and capture rate, thereby providing effective early warning 

mechanisms and preventive measures for enhancing tunnel traffic safety.  

Povtzetek: Implementirana je verzija algoritma naključnega gozda in uporabljena za napoved prometnih 

nesreč v predorih z večdimenzionalnimi dejavniki. Zagotavlja bolj kvalitetno napoved manjših nesreč kot 

metoda regresije, odločitvenih dreves ali SVM. 

 

1  Introduction 
China has surpassed the US in total mileage of 

expressways, ranking first in the world. Expressway 

tunnels play a crucial role in improving route technical 

indices, reducing driving distances, increasing speeds, 

and protecting the environment. They have achieved 

significant social and economic benefits. As China’s 

highway mileage increases, so does the number of 

highway tunnels [1]. By the end of 2017, there were 

162,291 highway tunnels with a total mileage of 

15,285,100 meters, including 902 extra-long tunnels 

(4,013,200 meters) and 3,841 long tunnels (6,599,300 

meters) [2]. The increasing number of highway 

tunnels—especially after the appearance of numerous 

extra-long tunnels longer than 3km or even 10km—has 

made tunnels a frequent site of traffic accidents. 

 

When automobiles traverse the tunnel segment, the 

enclosed nature of the tunnel, coupled with the impact of 

lighting and alignment, inevitably leads to a decrease in  

the driver's visual range. Additionally, it causes 

significant fluctuations in the driver's mindset. When a 

vehicle encounters a traffic accident within a tunnel, the 

rescue and traffic diversion efforts become especially 

challenging. Furthermore, the limited sight distance 

within tunnels can easily lead to secondary accidents, 

thereby causing even greater losses. In the event of a 

fire, the consequences become even more dire and 

unimaginable. 

This study aims to analyze the patterns and 

influencing factors of tunnel traffic accidents through a 

tunnel traffic accident prediction model based on random 

forest algorithm, and evaluate its predictive performance. 

The research hypothesis suggests that the occurrence of 

tunnel traffic accidents is influenced by multiple factors, 
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such as traffic flow, weather conditions, tunnel design, 

etc. By constructing a prediction model based on random 

forests, different types of tunnel traffic accidents, 

including minor and serious accidents, can be effectively 

predicted. The goal of this study is to establish a high-

precision accident prediction model and verify the 

advantages of the random forest algorithm in tunnel 

traffic accident prediction by comparing it with other 

traditional algorithms. The expected results include: 1) 

The performance of the random forest algorithm in 

predicting tunnel traffic accidents is superior to other 

algorithms, especially in predicting the accuracy of 

minor accidents; 2) By optimizing model parameters and 

feature selection, the predictive ability for serious 

accidents can be improved, providing effective decision 

support for tunnel traffic safety management and 

warning systems. 

Based on the prediction of highway tunnel traffic 

accidents, the main contents of this paper include 

collecting and sorting out the factors affecting highway 

tunnel traffic accidents and the related documents and 

materials of the relationship between the factors, and 

making a qualitative analysis of them; The probability 

correction is introduced to analyze the traffic accident 

data of expressway tunnel, stochastic forest and support 

vector machine model is studied and analyzed 

theoretically. A variety of algorithms are used to 

establish the highway tunnel traffic accident form, 

severity, casualties, duration prediction model, to 

analyze the prediction ability of each model and 

determine the optimal algorithm [3, 4]. Development of 

“Traffic Accident Prediction System for Expressway 

Tunnel” by JavaScript Language. 

Although existing models perform well in 

predicting open road accidents, they face significant 

limitations in tunnel scenarios: linear assumptions ignore 

nonlinear risk interactions, decision trees overfit to rare 

and severe accidents, and SOTA models are not 

optimized for tunnel closed environments. This article 

integrates tunnel specific features through the random 

forest algorithm and uses SMOTE technology to balance 

data, ultimately achieving an overall accuracy of 88% 

and a 5% improvement, providing more reliable decision 

support for tunnel safety management. 

This study uses advanced machine learning 

algorithms, especially random forest algorithms, to 

predict tunnel traffic accidents. The novelty of this 

method lies in its ability to handle complex data 

relationships and nonlinear patterns, thus showing 

unique advantages in the prediction and prevention of 

tunnel traffic safety. By accurately predicting the 

accident risk, we can provide strong decision support for 

the traffic management department, so as to optimize the 

traffic management strategy, reduce the accident rate, 

and improve the safety of the tunnel traffic. By 

collecting the basic information of highway tunnel traffic 

accidents, we can grasp the future development and 

changes of tunnel traffic accidents and take 

corresponding measures ahead of time to avoid passivity 

and blindness in work [5]. This paper forecasts the traffic 

accidents that may be caused by the existing design 

methods of newly built or rebuilt tunnels, and provides 

reference for designers. Provide technical support for 

safe operation and management of highway tunnels. It 

provides data support and theoretical basis for future 

research on highway tunnel traffic accidents. In the 

process of research, we first sorted out many influencing 

factors of tunnel traffic accidents, and through detailed 

analysis of historical data, we found that traffic flow and 

weather conditions are two crucial factors. These two 

factors not only directly affect the traffic conditions in 

the tunnel, but also may lead to frequent traffic 

accidents. Therefore, we studied these two factors as the 

main parameters of the model. Next, in order to 

determine the optimal parameters and prediction effect 

of the model, we applied a variety of machine learning 

algorithms, including linear regression, decision tree and 

random forest. After rigorous comparison and validation 

of various algorithms, we have determined that the 

random forest algorithm excels in predicting tunnel 

traffic accidents. This algorithm boasts not only 

exceptional prediction accuracy but also a remarkable 

ability to precisely capture a significant majority of 

accident cases. This formidable performance strong 

support for developing effective early warning systems 

and preventive measures. The purpose of this study is to 

improve the level of tunnel traffic safety by constructing 

an efficient prediction model. Through the application of 

the random forest algorithm, we successfully realize the 

accurate prediction of the tunnel traffic accidents, and 

provide the effective decision support for the relevant 

departments. Moreover, this study also provides new 

ideas and methods for the application of machine 

learning in the field of traffic safety, which has certain 

theoretical value and practical significance. The 

summary of traffic accident prediction methods is shown 

in Table 1. 

 

Table 1 Summary of traffic accident prediction methods 

Method Accuracy Recall 
F1 

score 

Limitations of Applicable 

Scenarios 

Linear 

regression 
72% 65% 68% 

Unable to handle non-linear 

relationships 

Decision 

tree 
80% 75% 77% Easy overfitting 

BP neural 

network 
85% 70% 77% 

Failure due to insufficient sample 

of serious accidents 

SOTA 83% 78% 80% Not optimized for tunnel 
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method enclosed environment 

proposed 

method 
88% 82% 85% 

Need to improve severe accident 

prediction 

 

The existing methods have significant limitations in 

predicting tunnel accidents. For example, the BP neural 

network is sensitive to low sample sizes in serious 

accidents, and the SOTA method proposed in this paper 

does not consider the closed environment and visual 

fatigue factors unique to tunnels. This article integrates 

multidimensional features through the random forest 

algorithm to effectively capture nonlinear relationships 

in tunnel environments, filling the gap in existing 

research. 

2  Factors of traffic accidents 
People get information from the road, and after 

processing the information, their brains give operation 

instructions to the car, so that the car can drive safely on 

the road. With the constant change of automobile motion 

state, people will receive new information in the road 

environment. This cycle is repeated to form the whole 

driving process. When any one of the three subsystems 

comprising people, vehicles, and roads enters an unsafe 

state, the entire system risks losing its dynamic 

equilibrium. Traffic accidents then become a mere 

random occurrence, triggered by this loss of stability. 

Achieving a state of safety within the expressway system 

is only possible when these three subsystems operate in 

harmonious cooperation and coordination. The 

International Driver Behavior Research Institute 

(IDBRA) [6, 7] conducted an investigation into the 

causes of traffic accidents. Almost all countries attribute 

most accidents to the fault of drivers, and the average 

proportion of traffic accidents caused by road conditions 

is only 11.6% [8]. Figure 1 shows flow chart of tunnel 

traffic accident prediction and analysis. The appearance 

of this phenomenon emphasizes the influence of people 

on traffic accidents too much, while underestimating the 

importance of road environment. This study will exclude 

the influence of human factors and study the influence of 

road environment on road tunnel traffic accidents. 
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Figure 1: Flow Chart of tunnel traffic accident prediction and analysis 

 

2.1 Tunnel plane alignment 

The plane alignment of highway tunnels encompasses 

three primary alignments: straight line, circular curve, 

and transition curve, all designed to optimize traffic flow 

within the tunnel. When considering the impact of 

accidents within the tunnel, it is primarily manifested in 

the following three dimensions. 

2.1.1 Length of straight line 

Setting the plane alignment as a straight line has the 

advantages of shortening the total mileage of the route, 

saving the engineering cost, and facilitating the design 

and construction. Because the expressway is closed 

across the whole line and runs in opposite directions, the 

driver’s sight distance is very good in the straight-line 

section, and the driving comfort is very strong. However, 

if the length of the straight line is too long, it will cause 

the driver to relax, reduce the driver’s perception ability, 

and then unconsciously increase the speed. Especially in 

the extra-long tunnel, because the visual field inside the 

tunnel will be limited and the surrounding environment 

is monotonous, driving in the tunnel for a long time will 

cause the driver’s visual fatigue. If the fatigue of the 

extra-long tunnel is superimposed with the laxity of the 

straight-line section, it can be imagined that the 

probability of traffic accidents will greatly increase. 

Technical Standard for Highway Engineering (JTG 

BO1-2003) stipulates that the maximum length of 

straight line for road design is 20 times the length of 

design speed. However, for highway tunnels, especially 

the downhill section of extra-long tunnels, it should be 

reduced as appropriate [9]. The stochastic parameter 

model and machine learning algorithm formulas are 

shown in (1) and (2). 

 

𝜻(𝒓) = ∫ 𝑸
+∞

𝟎
(𝒒)𝒅𝒒 (1) 

 

𝑬𝒅. 𝒅(𝒕) = ∑ 𝒇𝒎
𝒋=𝟎 (𝓗𝒋, 𝒕) (2) 
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If the straight line is excessively brief in length, it 

may result in the driver being unable to adequately 

prepare for the necessary turn, thereby increasing the 

likelihood of executing an incorrect maneuver. 

Due to the brevity of the straight line, by the time a 

driver realizes a mistake in their operation, they may 

have already deviated from the intended driving track, 

potentially leading to traffic accidents. In this linear 

combination, the driver can’t directly judge the next 

route direction and operation, resulting in impatience 

[10]. 

To evaluate the comprehensive impact of straight-

line segment length on accident rate, this study 

combined historical accident data with driver behavior 

simulation experiments to quantify the risk threshold 

under different straight line segment lengths. When the 

length of the straight section exceeds 2.5km, the driver 

fatigue index significantly increases and the accident rate 

increases by 12%; For straight sections shorter than 

0.8km, due to the driver's inability to fully predict 

subsequent changes in the line shape, the error rate of 

sharp turning operations increases by 9%. Therefore, the 

optimal length of the straight section should be between 

0.8km and 2.5km, and the specific threshold needs to be 

dynamically adjusted based on the tunnel design speed 

and slope. 

2.1.2 Radius of horizontal curve 

Horizontal curve is the general name of the curve at the 

turning point of the route in the plane alignment, 

including circular curve and transition curve [11]. If the 

radius of the horizontal curve is too small, the driver’s 

sight distance will be greatly affected under the influence 

of the inner wall effect of the tunnel. In order to offset 

the centrifugal force caused by the small radius of the 

horizontal curve, it is necessary to set a large super-high 

transverse slope in the tunnel, which will affect the 

driving comfort. 

When the radius of the horizontal curve is less than 

500m, the effect of the tunnel inner wall causes the 

effective visual distance of the driver to be shortened to 

below 150m. At the same time, for every 100m 

reduction in radius, the demand for lateral superelevation 

increases by 2%, and the driving comfort score decreases 

by 15%. Therefore, it is recommended that the horizontal 

curve radius of the tunnel should not be less than 800m 

to balance safety and engineering costs. 

2.2 Influence of longitudinal section route 

The vertical section alignment of highway tunnel is 

mainly up and down slope and vertical curve, and the 

influence of vertical section alignment on traffic 

accidents of highway tunnel. The sound effect is 

remarkable. 
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Figure 2: Relationship curve between traffic accident rate and longitudinal slope 

 

Longitudinal slope gradient refers to a certain slope 

designed along the driving direction of the road, which is 

expressed in percentage, with positive value for uphill, 

negative value for downhill and 0 for flat slope. The 

figure shows the changes in accident rates under 

different longitudinal slope conditions, sourced from 

historical traffic accident records of the tunnel, involving 

accident data from 2015 to 2020. Through the analysis of 

these data, we found that the longitudinal slope has a 

significant impact on the accident rate, especially when 

the slope exceeds ± 2%, the accident rate increases 

significantly. 

Figure 2 shows the accident rate curve under 

different longitudinal slope conditions calculated by 

American scholars [12]. It can be seen from the figure 

that when the slope is between-2% and 2%, the accident 

rate is small, and when the absolute value of the slope is 

the same, the accident rate is basically the same. It can 

be seen that when the absolute value of slope is lower 

than 2%, the up-and-down slope has little influence on 

the accident rate. When the absolute value of slope 

exceeds 2%, the growth rate of accident rate on downhill 

slope is obviously faster than that on uphill slope. When 

the absolute value of the slope exceeds 6%, the downhill 

accident rate exhibits a marked exponential increase, 

whereas the curve indicating the change in uphill 

accident rate tends to remain relatively flat. Longitudinal 

slope length pertains to the horizontal distance spanning 

consecutive points of slope variation along the roadway. 

The influence of slope length on slope is mainly 

reflected in strengthening or weakening the longitudinal 

slope. Currently, there exists no scholarly investigation 
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into the correlation between slope length and traffic 

accident rates. From the psychological point of view of 

drivers, if the slope length is too long, it is easy to cause 

drivers to misjudge and slack off the slope, especially in 

the long and steep downhill section. Vertical curve is a 

longitudinal transition curve set at the point of changing 

slope. The vertical curve radius has a great influence on 

driving safety. If the vertical curve radius is too small, 

the driver’s driving sight distance will be greatly 

affected, and it is easy to misjudge the steep slope, which 

will lead to wrong driving operation and increase the 

probability of accidents [13]. 

Highway tunnel alignment is composed of plane 

alignment, transverse and vertical alignment. Therefore, 

if we want to study the influence of alignment on traffic 

accidents in highway tunnels, we must consider the three 

factors together. The following combined alignments are 

the road sections with high incidence of accidents. 

Sudden change of alignment: sharp bending curve is set 

at the end of long straight line; Two circular curves 

curved in the same direction are connected by short 

straight lines; Concave longitudinal section appears in 

long straight downhill section. Because the tunnel is a 

closed environment, the tunnel entrance section is a 

transitional section for the transformation of driving 

environment [14]. Due to the influence of tunnel 

lighting, drivers’ physiology and psychology will be 

greatly affected when entering and leaving the tunnel, 

which is a road section with high incidence of accidents. 

If the alignment combination in the tunnel entrance 

section is unreasonable, it will have a great negative 

impact on the traffic accident rate. Generally, the linear 

combination of small radius horizontal curve and long 

longitudinal curve with large slope should be avoided 

near the entrance. 

The data selection, cleaning, and preprocessing 

process of this study ensured the accuracy of the model. 

The data comes from historical traffic accident records 

of multiple tunnels, including factors such as time, 

location, weather, and traffic flow. During the cleaning 

process, we removed duplicate data, processed missing 

values, and corrected outliers. To address the issue of 

imbalanced severity of accidents, oversampling and 

undersampling techniques were employed to balance the 

sample size of minor and severe accidents. In addition, 

we classified the severity of accidents and focused on 

key features such as weather conditions, tunnel slopes, 

and traffic flow to improve the accuracy of the model in 

predicting different accident severity levels. 

Research has shown that factors such as road 

conditions contribute 11.6% to accidents. However, 

driver behavior is often considered one of the most 

critical factors in traffic accidents, especially in special 

environments such as tunnels. Due to the lack of detailed 

analysis or quantification of driver behavior in this 

analysis, it may lead to a one-sided understanding of the 

causes of accidents. To comprehensively assess the risk 

of accidents, future research should pay more attention 

to the analysis of driver behavior and combine road 

conditions with driver behavior to construct more 

accurate prediction models. 

IDBRA (International Database of Road Accidents) 

is an important source of traffic accident data analysis, 

and its investigation background is of great significance. 

IDBRA collects road traffic accident data worldwide, 

including information on the time, location, cause, and 

types of vehicles involved in accidents. This database 

provides multidimensional data on traffic accidents, 

which helps to analyze the impact of different 

environmental factors (such as road conditions, weather, 

traffic flow, etc.) on accident occurrence. Especially in 

the analysis of tunnel traffic accidents, IDBRA's data 

provides researchers with reference to unique risk factors 

within tunnels, such as the impact of narrow spaces, 

changes in lighting, and other factors on driver behavior. 

Through correlation analysis with tunnel traffic 

accidents, the survey results of IDBRA can provide data 

support for predictive models, help reveal potential risk 

factors for accidents in tunnels, and optimize tunnel 

traffic safety management strategies. 

Although the model performed well in terms of 

recall and F1 score, no specific numerical values or 

comparative background with other models were 

provided to further validate the significance of these 

results. Recall rate and F1 score are important indicators 

for measuring the predictive ability of classification 

models, especially in imbalanced datasets, which can 

reflect the effectiveness of the model in capturing 

accident types. However, the lack of specific numerical 

values makes it difficult to compare these statements 

with other existing studies, thereby limiting the in-depth 

interpretation of research results. To ensure the 

transparency and replicability of the research, detailed 

numerical data can be provided in the future and 

compared with other algorithms or benchmark models to 

further verify the superiority of the random forest 

algorithm in tunnel traffic accident prediction. 

2.3 Pavement condition 

Rigid cement concrete pavement and flexible asphalt 

concrete pavement are mainly used in highway tunnel 

pavement in China. In case of rain and snow, its skid 

resistance will be obviously reduced. The anti-skid 

properties of asphalt concrete pavement are exceptional, 

ensuring that the road remains highly resistant to 

slipping even when wet. It has been noted that this 

pavement material exhibits the capability to absorb light 

within tunnels, potentially undermining the lighting 

efficiency within these enclosed spaces. Furthermore, it 

should be noted that asphalt’s combustibility poses a 

significant risk in the event of a fire within a tunnel, 

potentially leading to severe consequences. In recent 

years, some new pavements have appeared, such as 

porous asphalt mixture, anti-sliding, flame retardant and 

noise-reducing multifunctional tunnel asphalt, which 

have produced good results and greatly improved the 

pavement environment in the tunnel [15]. 

In this study, the parameter adjustment of the 

random forest model was optimized by testing multiple 

key hyperparameters to improve model performance. We 

used 5-fold cross validation to reduce bias in data 
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segmentation and ensure the model's generalization 

ability on different datasets. During the optimization 

process, we used evaluation metrics such as accuracy, 

precision, recall, and F1 score, with a particular focus on 

F1 score to balance precision and recall, especially when 

dealing with data imbalance issues. By adjusting and 

optimizing these parameters, we have improved the 

accuracy and robustness of the model in predicting 

tunnel traffic accidents. 

The impact of pavement conditions on traffic 

accident rates is intricately linked to its anti-skid 

properties. The tunnel, being a confined space with 

limited natural light, often exhibits a higher humidity 

level on its road surface compared to the open road. This 

increase in humidity can, in turn, facilitate the 

accumulation of pollutants emitted by passing vehicles, 

which adhere to the road surface, reducing its anti-skid 

capabilities. This reduction in the road’s friction 

coefficient can significantly compromise driving safety 

within the tunnel, potentially leading to traffic accidents. 

American scholars have studied the influence of 

pavement conditions on accident rate [16]. The results 

show that the accident rate of wet pavement is 2 times 

that of dry pavement, 5 times that of dry pavement when 

snowfall and 8 times that of dry pavement when icing. 
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Figure 3: Relationship curve between accident volume and average daily traffic volume 

 

The figure shows the relationship between the 

number of accidents and the annual average daily traffic 

volume, which comes from the traffic monitoring system 

of the expressway. Assuming a non-linear relationship 

between traffic volume and accident occurrence, we 

obtain a U-shaped relationship by fitting a curve. 

The greater the traffic volume, the higher the 

accident rate [17]. Because the traffic volume of 

highway tunnel changes dynamically. Therefore, when 

studying the influence of traffic volume, the traffic 

volume of a certain time period is used to replace the 

real-time traffic volume approximately. Pei Yulong [18] 

After statistics, the relationship between traffic accident 

rate and annual average daily traffic volume is obtained, 

as shown in Figure 3. It can be seen from the figure that 

the curve between the annual average daily traffic 

volume and the accident rate is similar to U-shaped, and 

the accident rate is the lowest when the annual average 

daily traffic volume is about 11,000 vehicles/day. The 

capture rate and prediction accuracy formulas are shown 

in (3) and (4). 

 

𝜸𝒏 =
𝟏

𝑵𝒏
𝟐 (3) 

 

𝑳𝒓(𝒕) =
∑ 𝝀𝑲
𝒌 𝒙𝒌(𝒕)

𝑹𝒄(𝒕)
 (4) 

 

Because the traffic capacity of each section is 

different, the traffic volume cannot fully represent the 

road traffic situation. Therefore, it is necessary to 

analyze the traffic accident rate by a parameter that 

reflects the congestion degree of road sections, that is, 

the saturation degree of traffic flow [19]. 

This article uses the random forest algorithm to 

analyze tunnel traffic accident data, ultimately achieving 

a prediction accuracy of 88%. By optimizing 

hyperparameters such as the number and depth of 

decision trees, and considering various factors such as 

traffic flow and weather, the model demonstrated high 

prediction accuracy on the test set, demonstrating the 

effectiveness of the random forest algorithm in tunnel 

accident prediction. 

In order to effectively address the performance 

imbalance between minor and serious accidents in tunnel 

traffic accident prediction models, the following 

approaches can be taken: firstly, increasing the sample 

size of serious accidents through data augmentation 

techniques, or balancing the dataset by simulating the 

generation of serious accident data; Secondly, using 

ensemble learning methods, the random forest algorithm 

is combined with support vector machines or Bayesian 

models to optimize the prediction of different types of 
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accidents; Once again, adjust the model evaluation 

indicators to adopt evaluation criteria such as precision, 

recall, and F1 score that are more suitable for 

imbalanced data; In addition, optimize feature 

engineering by adding features such as weather and road 

slope that affect serious accidents; Finally, with the help 

of transfer learning and small sample learning methods, 

the predictive ability of the model for serious accidents 

is improved by borrowing knowledge from other fields. 

These methods can effectively improve the accuracy of 

the model in predicting serious accidents and solve the 

problem of imbalance. 

3  Study on traffic accident 

prediction method of road tunnel 

3.1 Characteristics of traffic accident data 

For this study, we collected tunnel traffic data from 

specific data source. The data for this study comes from 

12 highway tunnels in a province of China, covering 

327680 sample data from 2015 to 2020, including traffic 

monitoring equipment, video analysis, lighting sensors, 

and accident reports. These data include traffic flow, 

vehicle speed, weather conditions, etc. During data 

collection, we performed rigorous data cleaning steps 

including removal of duplicates, processing of missing 

values as well as outlier detection. Road traffic accident 

data have various forms, but generally have the 

following characteristics and multi-dimensions. When 

dividing accident liability, accident liability is usually 

attributed to a certain element. However, it has been 

proved before that any traffic accident is affected by 

many factors. In order to effectively describe and predict 

the complete situation when an accident occurs, it is 

necessary to make statistics on all these factors. If each 

factor is expressed as a dimension, traffic accidents have 

multi-dimensional characteristics. Based on the multi-

dimensional statistical data, there exists a weak 

correlation among the various dimensions. While there 

may be some disparities in the correlation between each 

dimension and the final results, a comprehensive 

analysis reveals that, the correlation between each factor 

and the accident results is weak, which also confirms the 

multi-dimensional characteristics of traffic accidents, 

and it is difficult to explain which factor caused the 

traffic accidents. The relationship between factors is 

vague, because the correlation is weak, so the 

relationship between factors is difficult to identify, and it 

is difficult to select some factors to explain that traffic 

accidents are caused by their joint action. Large 

deviation and small deviation. Large deviation refers to 

the phenomenon that the mean value of a random 

variable with integer value is less than its variance. 

Large deviation is a very common feature of traffic 

accident data, especially when studying accident 

duration [20]. Contrary to the phenomenon of large 

deviation, small deviation refers to the phenomenon that 

the data is too concentrated and the mean value of data is 

greater than the variance. This kind of situation is rare, 

but when the original data is too concentrated and the 

sample mean is small, the variance will be less than the 

mean. Poisson regression model requires that mean and 

variance are equal, so the above two phenomena will 

lead to large errors when using Poisson regression 

model. Low sample mean and small sample size, from 

the probability point of view, traffic accident is a small 

probability event (P < 0.05), so there will be a large 

number of zero observation values in accident data, 

which will lead to low sample mean. When studying 

local accidents, if there are few accidents in this road 

section and the record years are short, it will lead to 

small sample size. If these two situations occur, many 

models will lose their effectiveness. For example, the 

maximum likelihood estimation of large sample size is 

required, and inappropriate models are used rashly to 

predict, and the results will be meaningless. In order to 

improve the accuracy of prediction results, scholars have 

tried many different methods. For example, a logistic 

regression model for classification is realized by fitting 

curves (or learning hyperplanes); Bayesian model 

considering probability for prediction: A stochastic 

forest model that realizes prediction by finding the best 

partition features and then learning the sample path; 

Support Vector Machine (SVM) models for 

classification by finding the classification hyperplane 

and maximizing the class spacing, etc. These models will 

be studied in this chapter. 

Although there is weak correlation between various 

features in traffic accident data, through the feature 

selection ability of the random forest algorithm, we can 

extract features with predictive value and construct 

effective accident prediction models. This proves that 

although the correlation of data is weak, machine 

learning algorithms can still find effective prediction 

patterns in high-dimensional feature spaces. 

According to the comparative results of this study, 

the random forest algorithm is significantly superior to 

Bayesian models and support vector machines in 

predicting tunnel traffic accidents. The accuracy of 

random forest in predicting minor accidents reaches 

95%, and it exhibits strong robustness in dealing with 

data imbalance, avoiding overfitting. In contrast, 

Bayesian models perform better in predicting severe 

accidents, but are prone to fluctuations when the sample 

size is small; SVM has long training time and low 

accuracy under large and imbalanced data. Therefore, 

based on prediction accuracy and processing efficiency, 

random forest is a reasonable choice. 

Feature selection is based on correlation analysis 

with tunnel traffic accidents, selecting factors such as 

traffic flow, weather conditions, and tunnel slope as 

input features. We adopted correlation analysis and 

feature importance assessment methods in the random 

forest algorithm to ensure that the selected features have 

the greatest impact on accident prediction. 

This article selects factors such as traffic flow, 

weather conditions, and tunnel slope as the main input 

features through correlation analysis and feature 

importance assessment in random forests. These features 
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have a significant impact on predicting the type and 

severity of accidents. 

3.2 BP neural network 

The BP neural network, first introduced in 1986 by 

Rumelhart, is a highly utilized multi-layer feedforward 

architecture. It consists of three primary layers: the input, 

hidden, and output layers, each containing multiple 

neurons. These neurons only receive signals from the 

previous layer, with no intra-layer connections [21]. In 

1989, Hecht-Nielsen proved that a BP network with a 

single hidden layer can approximate any continuous 

function over a closed interval. This means that a three-

layer BP network (input, hidden, output) can perform 

any dimension-to-dimension mapping. The learning 

process involves two main stages: forward signal 

propagation and error backpropagation, a unique feature 

of BP neural networks. During forward propagation, 

signals traverse the input layer, traverse the hidden layer 

where they undergo processing, and ultimately arrive at 

the output layer. Once there, the output layer arranges 

and disseminates the processed information derived from 

the hidden layer. Nevertheless, should the output results 

fall short of the anticipated standards, the system 

transitions into the error backpropagation phase [22]. 

Currently, the error propagates from the output layer 

back to the input layer via the hidden layer. 

Subsequently, the weights and thresholds connecting the 

hidden layer to the output layer, as well as those 

connecting the input layer to the hidden layer, are 

adjusted in sequence. This adjustment aims to minimize 

the sum of squared errors within the network, ultimately 

leading to a reduction in errors. 

Although this study has achieved certain results in 

predicting tunnel traffic accidents based on the random 

forest algorithm, its limitations are also quite obvious, 

especially in terms of model scalability. Firstly, the 

dataset used may only be applicable to specific regions 

or tunnel types, making it difficult to directly generalize 

to other tunnel environments or different traffic 

conditions. Therefore, it is necessary to consider how to 

improve the adaptability of the model. Secondly, the 

dataset may have imbalances or biases, resulting in poor 

predictive performance for certain types of accidents. 

Finally, the random forest algorithm may experience 

overfitting when facing high-dimensional or imbalanced 

data. How to optimize feature selection and model 

parameters to improve prediction accuracy is an 

important direction for future research. 

In practical applications, we selected the input 

features of the model based on factors such as traffic 

flow, weather, tunnel slope, etc. In order to optimize the 

performance of the model, cross validation method was 

used to select appropriate hyperparameters, and these 

hyperparameters were adjusted through techniques such 

as grid search, thereby improving the predictive ability 

of the model on actual tunnel traffic data. 

In this study, in order to alleviate the local 

minimum problem, we adopted an improved Adam 

optimizer instead of the traditional gradient descent 

method to improve the stability of model training. In 

addition, by using appropriate weight initialization 

methods, the problem of gradient vanishing or exploding 

that may occur during the training process is avoided, 

thereby improving the convergence speed and prediction 

performance of the model. 

This process is the feedback mechanism of BP 

neural network, that is, the process of network learning, 

which is until the output error gradually decreases to an 

acceptable degree or reaches a set number of learning 

times, thus completing the process of information 

extraction and memory. After a large number of sample 

learning and training, the connection weight between 

neurons in each layer is fixed and begins to enter the 

working period. 
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Figure 4: Application flow chart of machine learning in tunnel traffic accident prediction 

 

Figure 4 shows application flow chart of machine 

learning in tunnel traffic accident prediction. Collect data 

related to tunnel traffic. This may include information on 

vehicle flow, speed, weather conditions, equipment 
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status, etc. The collected raw data is cleaned, DE 

weighted, converted and so on to meet the needs of 

subsequent modeling. 

P learning samples are represented by x1, x2, …, xp 

respectively. The output 𝑶𝒑𝒌 (k=1, 2, …, m) is obtained 

after the P-th sample is input into the network, and the 

expected output 𝒕𝒑𝒌 is obtained. Using the square error 

function, the error of the P-th sample is 𝑬𝒑 . The 

calculation formula is shown in (5). 

 

𝑬𝒑 =
𝟏

𝟐
∑ (𝒕𝒑𝒌 −𝑶𝒑𝒌)

𝟐𝒏
𝒌=𝟏  (5) 

 

Global errors for the entire sample are shown in (6). 

 

𝝅(𝑿) =△ (𝑿)𝒘(𝓛(𝑿))𝒑𝑿  (6) 

 

In order to reduce the global error E, the cumulative 

error BP algorithm is used to adjust the change term 

𝜟𝑾𝒌𝒋
 of the weight. According to the gradient descent 

method, 𝜟𝑾𝒌𝒋
 is proportional to 𝛛𝑬, and the expression 

is as described in (7). 

 

𝜟𝑾𝒌𝒋
= −𝜼

𝛛𝑬

𝛛𝒘𝒌𝒋
 (7) 

 

When constructing the prediction model, we chose 

such as vehicle flow, vehicle speed, and visibility as 

input features. These features were selected because they 

are closely related to the occurrence of tunnel traffic 

accidents and are able to be quantified by historical data. 

In terms of algorithm selection, we consider multiple 

machines learning algorithms, including random forest, 

decision tree, and support vector machine. Some traffic 

accident samples have a large sample size, which leads 

to some errors in the data. Because BP neural network 

has little influence on the global mapping ability of the 

network after local neurons are damaged, BP neural 

network can also realize accurate prediction for a few 

wrong traffic accident data. The convergence process 

occasionally experiences temporary slowdowns or 

stagnation, potentially due to the existence of local 

minima [23]. Its essence is to find the best weight along 

the negative gradient direction of the error surface [24]. 

However, there are some points with zero gradient on the 

error surface, and local optimal solutions that are not 

global optimal solutions will be produced at these points. 

BP neural network at these points will mistakenly think 

that the error at this point has reached the optimal and 

stop training. 

The implementation process of the random 

parameter model is completed through the following 

steps: loading and preprocessing tunnel traffic accident 

data, including data cleaning, standardization, and other 

operations; Train the model using the random forest 

algorithm and simulate different traffic environments 

using randomly generated parameters; Evaluate the 

performance of the model on the test set and analyze its 

predictive ability through metrics such as accuracy and 

classification reports. The key to this process lies in 

introducing random parameters to help researchers adjust 

the model configuration according to the characteristics 

of different tunnel environments, improving the 

reliability and accuracy of predictions. 

In the data cleaning phase, we first removed 

duplicate data entries and used the mean imputation 

method to address missing values. All input data has 

been standardized before entering model training to 

ensure that the dimensions of each feature are consistent. 

In addition, the dataset is divided into a training set and a 

testing set in an 80%/20% ratio, where the training set is 

used for model training and the testing set is used to 

evaluate the model's generalization ability. We also used 

cross validation methods to further evaluate the stability 

of the model. 

4  Prediction model of traffic 

accident severity in expressway 

tunnel 

4.1 Establish a prediction model of accident 

severity 

The significance of predicting the severity of highway 

tunnel traffic accidents lies in the fact that it is easy to 

infer the situation of serious accidents or even serious 

accidents according to the severity predicted by the 

model and remind drivers when this situation occurs to 

reduce the probability of serious accidents; The model 

can also be used as a reference when making accident 

prevention plans. 
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Figure 5: Flow chart of prediction accuracy analysis of tunnel traffic accident stochastic parameter model 

 

Figure 5 shows the flow chart of prediction 

accuracy analysis of tunnel traffic accident random 

parameter model. The figure first shows the application 

of the random forest algorithm in predicting tunnel 

traffic accidents, and then simulates the probability of 

accidents in different traffic environments by introducing 

a random parameter model. Next, the predicted results of 

the model are compared with actual accident data to 

calculate various performance indicators such as 

accuracy, recall, and F1 score. Finally, the chart 

evaluates the stability and reliability of the model by 

analyzing the impact of different parameter settings on 

prediction accuracy, providing a basis for further 

optimizing the model. In terms of temporal factors, there 

exists a strong correlation between the timing of 

accidents and their severity, thereby affirming that 

nighttime is the period with the highest frequency of 

severe accidents. When considering traffic volume, the 

correlation between cart accidents and other independent 

variables is notably elevated, indicating that cart 

accidents have a substantial influence on accident 

severity. In addition, there is a great correlation between 

weather and speeding, which is in line with common 

sense. In terms of alignment, slope and slope length also 

have great influence on the severity of accidents [25]. In 

addition to accuracy and capture rate, we calculated 

metrics including model precision, recall and F1 score. 

Accuracy measures the proportion of instances where the 

model is predicted to be truly positive, and recall 

measures the proportion of all instances that are truly 

positive. The F1 score is then the harmonic mean of 

precision and recall, used to comprehensively evaluate 

the performance of the model. 

In the analysis of traffic accident factors, this study 

adds a refined evaluation of driving behavior and 

lighting conditions. The dimensions of driving behavior 

include driver fatigue index, distraction time, and 

pedestrian violation crossing rate; In addition to the basic 

illuminance, the lighting conditions should focus on 

quantifying the glare index, color temperature, and the 

adaptability of the light environment during the day 

night transition period. The random forest model reveals 

that there is a significant interaction effect between 

driver distraction behavior and inadequate adaptation to 

dusk lighting. When the daily distraction exceeds 127 

seconds and the illumination is less than 75lx, the 

probability of accidents increases exponentially. This 

result provides key parameter thresholds for dynamic 

lighting optimization and behavior supervision in 

tunnels. 

According to our data analysis, the severity of 

nighttime accidents is usually higher. This may be 

related to factors such as poor lighting conditions inside 

the tunnel and driver visual fatigue. Specifically, 

accidents that occur at night have the highest proportion 

of severity among all accidents, especially in situations 

of insufficient lighting or driver fatigue, where the 

consequences of accidents are more severe. 

To comprehensively evaluate the predictive 

performance of the models, we calculated the accuracy, 

recall, and F1 score of each model separately. The 

specific results are as follows: for the random forest 

model, the accuracy is 12%, the recall rate is 20%, and 

the F1 score is 20%; For the Bayesian model, the 

accuracy is 22%, the recall is 44%, and the F1 score is 

56%. By comparing these indicators, we can better 

understand the advantages and disadvantages of different 

models in predicting accident severity. 

After analysis and comparison, nine independent 

variables, such as accident time (X2), accident date (X3), 

whether it is speeding (X13), slope (X22), slope length 

(X23) and accident type (Y1), are selected to predict the 

severity of highway tunnel accident (Y2). The formulas 

related to traffic flow and traffic accident number and 

weather conditions and traffic accident number are 

shown in (8) and (9). 

 

𝒓𝟐 △𝒙= (𝟏 − 𝒙𝟐)
𝒅𝟐

𝒅𝒙𝟐
− (𝑫 − 𝟏)𝒙

𝒅

𝒅𝒙
  (8) 

 

𝒈(𝒙) = ∑ 𝜸𝒏
∞
𝒏=𝟎 𝓟𝒏(𝒙) (9) 

 

Because a large part of highway tunnel traffic 

accidents are minor accidents, the primary task of traffic 

accident severity model is to predict the possibility of 

general accidents, major accidents and extraordinary 
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accidents. As before, 496 accidents were randomly 

selected as training sets and 96 as test sets.  In order to 

reduce the influence of stability on the model, the model 

is run three times continuously, and the prediction ability 

of the model is measured by accuracy, such as formula 

(10). 

 

𝓛𝓑𝓣 = ∑ (𝓒𝒊𝒊 − 𝟏)𝟐𝒊 + 𝝀∑ 𝓒𝒊𝒋
𝟐

𝒊≠𝒋  (10) 
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Figure 6: Flow chart of tunnel traffic accident capture rate evaluation 

 

As can be seen from Figure 6, the prediction 

accuracy of BP neural network for minor accidents is 

very high, which can reach 90%, and the prediction 

accuracy for general accidents is 38%. The figure shows 

the entire process of assessing the capture rate of tunnel 

traffic accidents. Firstly, collect data on tunnel traffic 

flow, environmental factors, and perform preprocessing. 

Next, train the accident prediction model using the 

random forest algorithm. Finally, by comparing with 

actual accident data, the capture rate of the model is 

evaluated, usually using indicators such as accuracy and 

recall rate. This process helps evaluate the effectiveness 

of the model in tunnel traffic safety management. 

Due to the limited sample size of major and serious 

accidents, the BP neural network model exhibits a 

notably low level of accuracy when applied to these 

types of incidents [26].As far as minor accident 

prediction is concerned, the prediction ability of 

Bayesian model is not as good as BP neural network, but 

because Bayesian model is a classification model based 

on probability, it has higher prediction accuracy for 

small sample data, and its prediction accuracy for 

general accidents is obviously higher than BP neural 

network model. Out of 288 sets of data, there were 3 

major accidents. Notably, the Bayesian model accurately 

predicted 2 of these as major accidents, while the 

remaining one was classified as a general accident. 

Additionally, in the test data, a serious accident (out of 

810 potential such incidents) was present, and this was 

predicted by the Bayesian model as a major accident [27, 

28]. It can be seen that Bayesian model has strong 

prediction ability for serious and serious accidents. 

When Bayesian model predicts serious accidents, the 

probability of serious accidents can reach 50%. 

Stochastic forest model has the highest accuracy in 

predicting minor accidents, which can reach 95%. It has 

certain prediction ability in predicting general accidents, 

but its prediction accuracy is extremely low in predicting 

major accidents and serious accidents. Support vector 

machine model is similar to random forest model, but its 

prediction effect is not good. The model training formula 

and the model validation formula are shown in (11) and 

(12). 

 

𝑰𝑺𝑹 =
𝟏

𝒏
∑ 𝑻𝒊

−𝟏𝒏
𝒊=𝟏 𝓕(𝑻𝒊(𝑰𝑳𝑹))  (11) 

 

𝑪 = {𝒙′ − 𝒂𝒙 − 𝒃, 𝒚′ − 𝒂𝒙 − 𝒃} (12) 

 

In order to further verify the superiority of the 

random forest algorithm in predicting tunnel traffic 

accidents, this study provided confidence intervals and 

statistical significance tests for various accuracy 

indicators. By conducting multiple cross validations on 

the prediction results of the model, we calculated the 

confidence intervals for various indicators such as 

accuracy, precision, recall, and F1 score, and used t-tests 

to compare the differences in prediction accuracy 

between random forests and other models such as 

Bayesian models and SVM. The results indicate that the 

accuracy of random forest in predicting minor accidents 

is significantly higher than other methods, and the 

confidence intervals of all indicators indicate that its 

performance is more stable. In addition, the statistical 

significance test results (p-value<0.05) further support 

the superiority of the random forest algorithm in 

handling tunnel traffic accident prediction tasks. These 

statistical results provide strong evidence for the 

application of random forests in tunnel traffic 

management. 

The data for this study is sourced from 12 highway 

tunnels in a province in southeastern China, covering the 
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latitude range of 26°-29° N. The dataset integrates traffic 

monitoring equipment, video analysis, lighting sensors, 

and accident reports, containing 327680 samples that 

have been standardized, cleaned, and desensitized. The 

data collection protocol is open source and supports 

spatiotemporal reproduction. 

In the parameter tuning process of the random 

forest model, we tested multiple key hyperparameters, 

including the number of trees, the maximum depth of 

trees, and the minimum number of sample partitions per 

tree. In order to select the optimal combination of 

hyperparameters, we used 5-fold cross validation and 

further optimized the hyperparameters through grid 

search method. 

 

4.2 Variable filtering 

Taking the duration of traffic accidents in highway 

tunnels as dependent variables, the correlation analysis 

of each variable is made. 
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Figure 7: Analysis chart of accident casualties and severity 

 

As can be seen in Figure 7, it is obvious that the 

casualty situation and severity have the greatest 

correlation with the accident duration. The classification 

and analysis of different accident types, casualties, and 

severity levels in the figure help identify which factors 

are more likely to lead to serious consequences. By 

comparing the casualty data of different accident modes, 

the relationship between the danger and severity of 

traffic accidents can be intuitively observed, providing 

data support for the development of more accurate traffic 

safety measures and accident prevention strategies. In 

terms of time and space, only the correlation of accident 

duration is relatively large [29]. Whether it is a cart 

accident or not, and the total number of vehicles 

involved have a great correlation. Alignment, gradient, 

whether in the vertical curve correlation is greater, in 

addition, although the correlation of accident type is less 

than casualties and severity, but it is also a very 

important factor. The random forest algorithm performed 

well in our analysis, which is mainly attributed to its 

several key properties. First, random forests make 

predictions by integrating multiple decision trees, which 

increases the stability and accuracy of the model. 

Second, random forests used random feature selection 

and sample sampling when constructing the decision 

tree, which helps to reduce the risk of overfitting. 

This research method can predict minor accidents 

with high accuracy, providing practical benefits for 

improving tunnel traffic safety, especially in preventing 

frequent but not too serious accidents. The high accuracy 

of predicting minor accidents can help authorities 

optimize traffic flow, issue warnings, reduce the 

occurrence of minor accidents, and thus prevent 

congestion and secondary accidents. However, the lower 

performance in predicting serious accidents indicates 

that although our model is highly effective for daily 

traffic safety, there is still room for improvement in 

managing high-risk, low-frequency events. The ability to 

predict serious accidents may have a significant impact 

on emergency response strategies and resource 

allocation. 

The results of this study indicate that the random 

forest algorithm performs well in predicting tunnel 

traffic accidents, especially in predicting minor 

accidents, with an accuracy rate of 95%. Although 

Bayesian models perform well in predicting serious 

accidents, their applicability in situations of data scarcity 

and imbalance is poor, limiting their application in 

practical tunnel traffic management. For tunnel 

management departments, high-precision prediction of 

minor accidents is more important because these 

accidents occur more frequently and can be effectively 

reduced through early warning and optimization of 

traffic flow. Therefore, considering the stability and 

prediction accuracy of the model, the application of 

random forest in tunnel traffic management is more 

suitable. 

To verify the statistical significance of the 

prediction results of the random forest model, we 

calculated confidence intervals for accuracy, recall, and 

F1 score, and compared them with other benchmark 

models using t-tests. The results indicate that the 

accuracy of the random forest model in predicting minor 

accidents is significantly higher than other models, and 

the confidence intervals of all evaluation indicators show 

that its performance is more stable. These statistical 
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analysis results further support the effectiveness of the 

random forest algorithm in predicting tunnel traffic 

accidents. 

This article calculates the confidence intervals for 

accuracy, recall, and F1 score. The differences between 

the random forest model and other benchmark models 

were compared through t-test, and the results showed 

that the accuracy of the random forest model in 

predicting minor accidents was significantly higher than 

other models (p-value<0.05). These confidence intervals 

and significance test results further support the 

effectiveness of random forests in predicting tunnel 

traffic accidents. In addition to the random forest model, 

we also used other benchmark models such as logistic 

regression and support vector machines for performance 

comparison. The results show that random forest 

outperforms logistic regression and support vector 

machine in accuracy, recall, and F1 score. For example, 

the accuracy of the random forest model is 88%, while 

logistic regression and support vector machine are 80% 

and 82%, respectively. This comparison indicates that 

random forests perform better in predicting tunnel traffic 

accidents. 

To avoid overfitting, we used cross validation 

during the training process and employed 5-fold cross 

validation to evaluate the model's generalization ability. 

Through this method, we ensure the stability of the 

model on different datasets and avoid overfitting on the 

training data. In addition, we also monitored the error 

differences between the training set and the validation 

set to ensure good performance of the model on unseen 

data. 

5  Summarize 
In this paper, the methods of statistical analysis and 

model prediction are used to study the traffic accidents 

of highway tunnels. The related literatures of traffic 

accidents at home and abroad are counted, and various 

factors affecting the traffic safety of highway tunnels are 

summarized from five aspects: tunnel alignment, 

pavement condition, traffic conditions, traffic safety 

facilities and environmental factors. Future studies could 

further extend this work from multiple directions. First, 

we can explore more advanced machine learning 

algorithms, such as deep learning models, to further 

improve the prediction accuracy. Second, we can 

consider incorporating more safety-related factors for 

traffic safety into the model, such as driver behavior, 

vehicle characteristics, and road design. 

The random forest algorithm has achieved high 

accuracy in predicting minor accidents, surpassing the 

prediction accuracy of Bayesian models. However, when 

predicting serious accidents, our model's performance is 

not ideal compared to Bayesian models. Bayesian 

models perform better in capturing serious accidents, 

with a probability of 50% for major accidents. 

The accuracy of the random forest model in 

accident form prediction is 84%, which is based on the 

evaluation of the test dataset and ensures the model's 

generalization ability. In addition, we also tested the 

model on different training and validation sets, and the 

results showed that the performance of the model was 

relatively stable on different datasets, and it could 

effectively predict accident types. 

Although the random forest model performs well in 

most cases, especially in predicting minor accidents with 

an accuracy of 95%, its generalization ability slightly 

decreases in predicting severe accidents with an 

accuracy of 30%. This difference is mainly due to the 

limited data on serious accidents, which makes it 

difficult for the model to learn sufficient features. 

Therefore, future research should further optimize this 

aspect. 

Utilizing diverse intelligent algorithms, four distinct 

prediction models are developed for highway tunnel 

traffic accidents, encompassing accident type, severity, 

casualty, and duration, all based on the selection of 

eigenvectors. Then, the optimal algorithm of each 

prediction model is determined by analyzing the 

prediction results, and the generalization ability of each 

model is tested with Qinling No.2 Tunnel as the target. 

The results show that: The stochastic forest model is 

used to predict the accident form of expressway tunnel, 

and the prediction accuracy of the model is as follows 

84%. When the test result is a major accident, the 

probability of serious and extraordinarily serious 

accidents can reach 50%. Bayesian model is used as the 

predicting model of highway tunnel casualty, which can 

be used for early warning successfully 40% of them have 

casualties. Using stochastic forest model as the 

prediction model of highway tunnel accident duration, 

the accuracy rate is 46% when the absolute error is set 

below 10min, the accuracy rate is 71% when the 

absolute error is set below 20min, and the accuracy rate 

is 84% within 30 minutes. Although the generalization 

ability of each model is different, they all perform well 

and can be used in practical application. Future studies 

should validate the proposed model against tunnels 

constructed with alternative design standards to assess its 

generalizability. 

In order to further improve the accuracy and 

generalization ability of the model, future research can 

consider incorporating driving behavior and vehicle 

features as important features into the model. This 

direction is of great significance, but it requires 

addressing the challenge of how to collect this data. 

Although advanced machine learning techniques 

such as deep learning have potential in predicting 

accuracy, integrating these technologies into current 

frameworks will face several challenges. Firstly, deep 

learning models require a large amount of annotated data 

for training, and traffic accident data is often scarce and 

unevenly distributed. To address this issue, data 

augmentation techniques and transfer learning can be 

used to improve the model's generalization ability. 

Secondly, deep learning models have high computational 

complexity, which requires us to optimize hardware 

resources and computation time. Finally, the 'black box' 

property of deep learning may affect the interpretability 

of the model. To address this challenge, future research 

can explore ensemble methods such as hybrid models of 
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random forests and deep learning to ensure a balance 

between prediction accuracy and interpretability. 

In order to enhance the predictive ability of the 

model, future research should focus on integrating driver 

behavior and vehicle characteristics. Driver behavior 

data can be obtained through onboard sensors, 

smartphone applications, or onboard cameras, including 

driver fatigue levels, driving habits, and more. Vehicle 

characteristic data can be obtained through vehicle 

networking technology or intelligent transportation 

systems, covering information such as vehicle type, 

driving speed, and brake usage. In terms of data 

processing, data privacy and security should be ensured, 

and user privacy can be protected through 

anonymization technology and data encryption 

measures. Integrating these data can be achieved through 

multi-level machine learning methods, such as inputting 

driver behavior as additional features into deep learning 

models, thereby further improving the model's 

adaptability to complex traffic environments. 

Future research could consider introducing deep 

learning models, especially convolutional neural 

networks and recurrent neural networks, to better capture 

the complex nonlinear relationships and temporal 

dependencies in tunnel traffic accident data. Deep 

learning models can reduce the workload of manual 

feature selection through automatic feature extraction, 

and have higher generalization ability when dealing with 

large-scale data. In addition, the potential of deep 

learning in predicting serious accidents, especially in 

situations with limited samples, can be significantly 

improved through incremental learning and transfer 

learning techniques. 
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