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In this paper we tackle the problem of discriminating Twitter users by the language they tweet in, taking
into account very similar South-Slavic languages — Bosnian, Croatian, Montenegrin and Serbian. We
apply the supervised machine learning approach by annotating a subset of 500 users from an existing
Twitter collection by the language the users primarily tweet in. We show that by using a simple bag-of-
words model, univariate feature selection, 320 strongest features and a standard classifier, we reach user
classification accuracy of ~98%. Annotating the whole 63,160 users strong Twitter collection with the best
performing classifier and visualizing it on a map via tweet geo-information, we produce a Twitter language
map which clearly depicts the robustness of the classifier.

Povzetek: V prispevku razi§¢emo problem lo¢evanja uporabnikov druZabnega omreZja Twitter glede na
to, v katerem jeziku tvitajo, pri ¢emer obravnavamo zelo podobne juZnoslovanske jezike: bosanscino,
hrvas¢ino, srbs¢ino in ¢rnogorscino. Uporabimo pristop nadzorovanega strojnega ucenja, kjer oznacimo
vsakega uporabnika iz Ze obstojece podatkovne mnoZice 500 uporabnikov z jezikom, v katerem najvec
tvita. PokaZemo, da z uporabo enostavnega modela vrece besed, univariantno izbiro znacilk, 320 najbolj
pomembnih znacilk in standardnim klasifikatorjem, doseZemo ~97 % tocnost klasifikacije posameznega
uporabnika. Ce uporabimo najboljsi razviti klasifikator za oznacevanje nase celotne zbirke, ki zajema
63.160 uporabnikov, in rezultat prikaZemo na zemljevidu z uporabo geogratske informacija na tvitih, smo

izdelali Twitter zemljevid jezikov, ki jasno pokaZe robustnost razvitega pristopa.

1 Introduction

The problem of language identification, which was consid-
ered a solved task for some time now, has recently gained in
popularity among researchers by identifying more complex
subproblems, such as discriminating between language va-
rieties (very similar languages and dialects), identifying
languages in multi-language documents, code-switching
(alternating between two or more languages) and identify-
ing language in non-standard user-generated content which
often tends to be very short (such as tweets).

In this paper we address the first and the last problem,
namely discriminating between very similar languages in
Twitter posts, with the relaxation that we do not identify
language on the tweet level, but the user level.

The four languages we focus on here, namely Bosnian,
Croatian, Montenegrin and Serbian, belong to the South
Slavic group of languages and are all very similar to each
other.

All the languages, except Montenegrin, use the same
phonemic inventory, and they are all based on the write-
as-you-speak principle. Croatian is slightly different in

this respect, because it does not transcribe foreign words
and proper nouns, as the others do. Moreover, due to the
fairly recent standardization of Montenegrin, its additional
phonemes are extremely rarely represented in writing, es-
pecially in informal usage. The Serbian language is the
only one where both Ekavian and Ijekavian pronunciation
and writing are standardized and widely used, while all the
other languages use Ijekavian variants as a standard. The
languages share a great deal of the same vocabulary, and
some words differ only in a single phoneme / grapheme,
because of phonological, morphological and etymological
circumstances. There are some grammatical differences re-
garding phonology, morphology and syntax, but they are
arguably scarce and they barely influence mutual intelligi-
bility. The distinction between the four languages is based
on the grounds of establishing a national identity, rather
than on prominently different linguistic features.

2 Related work

One of the first studies incorporating similar languages in a
language identification setting was that of [9] who, among
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others, discriminate between Spanish and Catalan with the
accuracy of up to 99% by using second order character-
level Markov models. In [11] a semi-supervised model
is presented to distinguish between Indonesian and Malay
by using frequency and rank of character trigrams derived
from the most frequent words in each language, lists of
exclusive words, and the format of numbers. [3] use a
bag-of-words approach to classify Chinese texts from the
mainland and Taiwan with results of up to 92% accuracy.
[13] propose a log-likelihood estimation method along with
Laplace smoothing to identify two varieties of Portuguese
(Brazilian and European) obtaining 99.5% accuracy.

In the first attempt at discriminating between the two
most distant out of the four languages of interest, namely
Croatian and Serbian, [6] have shown that by using a
second-order character Markov chain and a list of forbid-
den words, the two languages can be differentiated with
a very high accuracy of ~ 99%. As a follow-up, [12]
add Bosnian to the language list showing that most off-
the-shelf tools are in no way capable of solving this prob-
lem, while their approach by identifying blacklisted words
reaches the accuracy of ~97%. [11] have worked with the
same three languages as a subtask of producing web cor-
pora of these languages. They have managed to outperform
the best-performing classifier from [12] by training uni-
gram language models on the entire content of the collected
web corpora, decreasing the error related to the Croatian—
Serbian language pair to a fourth. Recently, as a part of the
DSL (Discriminating between Similar Languages ) 2014
shared task of discriminating between six groups of similar
languages on the sentence level [14], the language group
A consisted of Bosnian, Croatian and Serbian and the best
result in the group yielded 93.6% accuracy, which is not
directly comparable to the aforementioned results because
classification was performed on the sentence level, and not
on the document level as in previous research.

Language identification on Twitter data has become a
popular problem in recent years. [1] use language iden-
tification to create language specific Twitter collections
of low-resource languages such as Nepali, Urdu, and
Ukrainian. [2] use character n-gram distance with addi-
tional microblogging characteristics such as the language
profile of a user, the content of an attached hyperlink, the
language profile of mentioned users and the language pro-
file of a hashtag. [7] review a wide range of off-the-shelf
tools for Twitter language identification, and achieve their
best results with a simple voting over three systems.

To the best of our knowledge, there has been only two
attempts at discriminating between languages of high level
of similarity on Twitter data. The first attempt dealt with
Croatian and Serbian [4], where word unigram language
models built from Croatian and Serbian web corpora were
used in an attempt to divide users from a Twitter collec-
tion according to the two languages. An analysis of the
annotation results showed that there is a substantial Twitter
activity of Bosnian and Montenegrin speakers in the col-
lection and that the the collected data cannot be described
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with a two-language classification schema, but rather with a
4-class schema that includes the remaining two languages.
The second attempt focused on Spanish varieties spoken
in five different countries [8] using geo-information as a
gold standard, obtaining best results with a voting meta-
classifier approach that combines the results of four single
classifiers.

Our work builds on top of the research presented in [4]
by defining a four-language classification schema, inside
which Montenegrin, a language that gained official status
in 2007, is present for the first time. Additionally, this is
the first focused attempt at discriminating between those
languages on Twitter data.

3 Dataset

The dataset we run our experiments on consists of tweets
produced by 500 randomly picked users from the Twitter
collection obtained with the TweetCat tool described in [4].
This Twitter collection consists currently of 63,160 users
and 42,744,935 tweets. The collection procedure is still
running which opens the possibility of the collection be-
coming a monitor corpus of user-generated content of the
four languages.

For annotating the dataset there was only one annotator
available. Annotating a portion of the dataset by multiple
users and inspecting inter-annotator agreement is consid-
ered to be future work.

Having other languages in the dataset (mostly English)
was tolerated as long as more than 50% of the text was
written in the annotated language. Among the 500 users
there were 10 users who did not comply to any of the four
classes and were therefore removed from the dataset. One
user, tweeting in Bosnian, had most of the tweets in En-
glish, there was one user tweeting in Macedonian and 8
users were tweeting in Serbian, but used the Cyrillic script.
The users tweeting in Serbian and using the Cyrillic script
were discarded from the dataset because we wanted to fo-
cus on discriminating between the four languages based on
content and not the script used.

The result of the annotation procedure is summarized in
the distribution of users according to their language, pre-
sented in Table 1. We can observe that Serbian makes up
77% of the dataset. There is a similar amount, around
9%, of Bosnian and Croatian data, while Montenegrin is
least represented with around 5% of the data. These results
are somewhat surprising because there is a much higher
number of speakers of Croatian (around 5 million) than of
Bosnian (around 2 million) or Montenegrin (below 1 mil-
lion). Additionally, Croatia has the highest GDP of all the
countries and one would expect that the adaptation rate of
such new technology should be higher and not lower than
in the remaining countries.

Because we plan to discriminate between the four lan-
guages on the user level, we are naturally interested in the
amount of textual data we have at disposal for each in-
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language instance # | percentage
Bosnian (bs) 45 9.18%
Croatian (hr) 42 8.57%
Montenegrin (me) 25 5.10%
Serbian (sr) 378 77.14%

Table 1: Distribution of users by the language they tweet
in.

stance, i.e. user. Figure 1 represents the amount of data
available per user, measured in the number of words. The
plotted distribution has the minimum at 561 words and the
maximum at 29,246 words, whereas the arithmetic mean
lies on 6,607 words. This distribution shows that we have
quite a large amount of textual data available for the ma-
jority of users. We will inspect the impact of data available
for predicting the language in Section 4.5.
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Figure 1: Distribution of dataset instances given the size in
number of words.

4 Experiments

We perform data preprocessing, feature extraction and data
formatting using simple Python scripts. All the machine
learning experiments are carried out with scikit-learn [10].
Our evaluation metric, if not stated otherwise, is accuracy
calculated via stratified 10-fold cross-validation.

We extract our features only from the text of the tweets.
Using geolocation and user metadata (such as name, bio
and location) is considered future work.

We experiment with the following preprocessing proce-
dures:

— no preprocessing

— filtering out mentions, hashtags and URLs (making
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the data more representative of the user-generated
content in general)

— dediacritizing the text (thereby lowering data sparsity)
and the following sets of features:

— words

character 3-grams

character 6-grams

words and character 6-grams

Because no significant difference in accuracy was ob-
served when using either different preprocessing proce-
dures or sets of features (except for a slight drop when us-
ing character 3-grams), in the remainder of this section we
present the results obtained by filtering out mentions, hash-
tags and URL-s and using words as features. By skipping
dediacritization we keep the preprocessing level to a min-
imum, while by using words as features we ensure easy
understandability of procedures such as feature selection.
Finally, by removing textual specificities of Twitter like
mentions and hashtags we ensure maximum applicability
of the resulting models to other user-generated content be-
sides tweets.

4.1 Initial experiment

The aim of the initial experiment was to get a feeling for the
problem at hand by experimenting with various classifiers
and features.

We experiment with traditional classifiers, such as
the multinomial Naive Bayes (MultinomialNB), K-nearest
neighbors (KNeighbors), decision tree (DecisionTree) and
linear support-vector machine (LinearSVM). We use the
linear SVM because the number of features is much greater
than the number of instances. For each classifier we use the
default hyperparameter values except for the linear SVM
classifier for which we tune the C hyperparameter for high-
est accuracy.

classifier accuracy =+ stdev
DecisionTree 0.896 £ 0.026
KNeighbors 0.772 £ 0.040
LinearSVM 0.884 £+ 0.034
MultinomialNB | 0.806 % 0.029

Table 2: Accuracy with standard deviation obtained with
different classifiers using all words as features.

In the results presented in Table 2 we can observe that
the LinearSVM and DecisionTree produce the highest ac-
curacy. The significantly lower accuracy of the Multino-
mialNB classifier, which normally gives state-of-the-art re-
sults on bag-of-words models, but which has no inherent
feature selection, provokes us to hypothesize that our re-
sults could improve if we applied explicit feature selec-
tion on our data. This follows our intuition that similar
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Figure 2: Classification accuracy as a function of number of most informative features used.

languages can be discriminated through a limited number
of features, i.e. words, and not through the whole lexi-
con, which is normally shared to a great extent among such
closely related languages.

4.2 Feature selection

Although there are stronger feature selection algorithms,
we opt for a simple univariate feature selection algorithm
which calculates p-value for each feature regarding the re-
sponse variable through the F1 ANOVA statistical test. Fi-
nally it simply returns the user-specified number (or per-
centage) of features with lowest p-values. We use this sim-
ple feature selection method because we assume indepen-
dence of our features, i.e. tokens or character n-grams,
which is a reasonable assumption for language identifica-
tion.

classifier # of feats acc =+ stdev
DecisionTree 100 0.927 £ 0.019
KNeighbors 100 0.911 £ 0.041
LinearSVM 320 0.961 £ 0.025
MultinomialNB 320 0.980 + 0.016

Table 3: Maximum accuracy obtained with each classifier
with the number of strongest features used.

During these experiments we calculate accuracy via 10-
fold cross-validation, performing feature selection each
time on 90% of data used for model estimation.

The results of experimenting with up to 20% (cca.
42,000) of strongest word features are shown in Figure 2.
Here we can observe a series of properties of the classifiers
used. First of all, LinearSVM and DecisionTree, having

implicit feature selection / weighting, operate similarly on
the whole scale of number of features available, but still
show better performance when using only a few hundred
strongest features. On the other hand, MultinomialNB and
KNeighbors show significantly better performance when
they have to deal with the strongest features only. The best
results are obtained with the MultinomialNB classifier at
320 features, reaching the accuracy of 97.97%. A numer-
ical comparison of the best results obtained with the four
classifiers is given in Table 3.

We present more detailed results obtained with the best-
performing MultinomialNB classifier, trained on 320 fea-
tures, in Table 4. It contains the confusion matrix of the
classification process along with precision, recall and F1
obtained on each class. We can observe that the classifi-
cation process is most successful on Serbian and Croatian,
while the worst results are obtained on Montenegrin, which
gets confused with both Bosnian and Serbian.

bs | hr | me | sr P R F1
bs (42 ] 0 3 0 095|093 ]| 094
hr | 1 (41| O 0 | 098 | 098 | 098
me| O | O | 23 2 1082092 | 0.87
Sr 1 1 2 | 374 1 099 | 0.99 | 0.99

Table 4: Confusion matrix and precision, recall and F1 per
class on the best performing classifier.

4.3 Evaluation on the test set

To perform a final test of our best performing classifier we
produced an independent test set consisting of 101 anno-
tated users. The MultinomialNB classifier, trained on all
490 users available from our development set, with 320
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strongest features identified on that dataset, produces ac-
curacy of 99.0%, having just one Bosnian user identified as
Montenegrin. This experiment emphasizes the robustness
of our classifier.

4.4 Analysis of the selected features

Using words as features, and not character 6-grams that
perform equally well, enables us to easily interpret our final
model. In Table 5 we present a systematization of the 320
features selected on the whole development set by language
and the linguistic type of feature.

bs hr | me Ny

yat reflex 40.8 | 422 (444 | 113
phonological 60| 293 | 90| 23
lexical 60| 48.6 | 98| 2.6
orthography 7.5 751 20| 00
toponym, cultural | 5.0 19.0 | 26.0 | 0.0
sum 65.3 | 146.8 | 91.3 | 16.2

Table 5: Feature type distribution across languages.

The features are divided into five categories across the
four languages: yat reflex, phonological differences, lexi-
cal differences, orthography and toponym or cultural dif-
ferences. Each feature contributes one point to the table: if
a feature is present in more than one language, this point is
divided among languages, and if a feature belongs to more
than one feature type, the point is divided among those fea-
ture types. Almost half of the features belong to the “reflex
of yat” category, which is least informative because most
of the [jekavian features are equally present in Croatian,
Bosnian and Montenegrin. The exceptions are the words
that are distinct both by the “reflex of yat” category and
the lexical category, and few examples of Montenegrin-
specific reflex of yat in words such as “nijesam” or “de”
(which also belongs to the “phonological differences” cat-
egory). The “phonological differences” category contactins
a lot of words present only in Croatian, such as “itko”,
“kava” or “veCer” (“iko”, “kafa” and “veCe” in the other
three languages). On the other hand, words that differ in
only one phoneme and are not specific for Croatian are of-
ten spread among the remaining three languages. The cat-
egory of lexical differences is similar in this respect: more
than 70 percent of these features are Croatian. This can
be explained by the fact that lexical purism is much more
pronounced in Croatian than in the other three languages,
which can be observed in the names of the months and
some everyday words, such as “obitelj” (family), “glazba”
(music), “izbornik” (menu) etc. In place of these words,
Bosnian, Montenegrin and Serbian use words with evi-
dent foreign origin: “familija” (family), “muzika” (music),
“meni” (menu) etc. The category of “orthography” pre-
dominantly contains infinitive verb forms without the final
“i” letter, which appear in the future tense in Croatian or-
thography and which are also allowed in Bosnian. Finally,
there is the category containing toponyms and culturally-
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specific items, such as country and city acronyms, names
for residents, currency, TV-stations and even some public
figures.

Although the features in the table are divided according
to their real distribution among the languages, their distri-
bution in the model sometimes differs. The reason for this
is a significant difference between Croatian users and their
language on the one side, and the rest on the other. Whereas
Bosnian, Montenegrin and Serbian users are predominantly
young people who use Twitter for chatting and sharing their
everyday experiences, Croatian users are frequently news
portals, shops, musicians, politicians etc. Consequentially,
Croatian language on Twitter is marked by a much more
formal register compared to the casual register of the other
languages in our model.

4.5 Impact of amount of data available for
prediction

Having a test set at our disposal opened the possibility of
performing one additional experiment on the impact of the
amount of data available for our language predictions. In
our test set the user with the least amount of textual material
contains 864 words. Therefore we evaluated the classifier
trained on the whole development set by using only first N
words from each user in the test set, N ranging from 10 to
850.

In Figure 3 we present the obtained results, representing
each language with an F1 curve and all the languages with
a micro-F1 curve. We can observe that the results peak and
stabilize as we have 470 words at disposal for our predic-
tion. This is an interesting result, showing that the large
amount of data we have available for each user is actually
not necessary. On the other hand, the results show quite
clearly that discriminating between these languages on the
level of each tweet would, at least with the presented clas-
sifier, be impossible given that the average tweet size is 10
words. Having significantly more training data available
for each language could make a tweet-level classification
possible since for Serbian, which covers 77% of the train-
ing data, on 10 words we already obtain a decent F1 of
0.88.

S Corpus annotation and
visualization

To be able to distribute separate Twitter collections of the
four languages, we annotated each of the 63,160 users
from our Twitter collection of Bosnian, Croatian, Montene-
grin and Serbian. The annotation was performed with the
MultinomialNB classifier trained on both the 490 develop-
ment and the 101 testing instances, again selecting the 320
strongest features on that dataset.

Once we had our collection annotated, we decided to
present the result of our language discriminator on a map.
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We presented each of the 576,786 tweets having geo-
location available as a point on the map, encoding the pre-
dicted language of the author of the tweet with a corre-
sponding color. We call the map presented in Figure 4 a
“Twitter language map”.

The Figure shows the area of the four countries in which
the four languages have official status. We can observe that
the tweets follow quite consistently the country borders,
which is an additional argument that our classifier works
properly. From the plot we can also confirm that Twitter is
much more popular and widespread in Serbia than in the re-
maining countries. Mixing of the four languages occurs, as
one would expect, mostly in big cities, primarily Belgrade,
the capital of Serbia. There we can observe a significant
number of Montenegrin speaking Twitter users. To per-
form a sanity check regarding the correctness of these data,
we manually inspected ten random users classified as be-
ing Montenegrin and tweeting in the wider Belgrade area.
The inspection showed that all ten users actually tweet in
Montenegrin.

Overall, we can observe that Croatia and Serbia have a
higher amount of foreign-tweeting users which is easily ex-
plained by the well-known migrations from Bosnia to both
Croatia and Serbia, and from Montenegro primarily to Ser-
bia.

6 Conclusion

In this paper we have presented a straight-forward ap-
proach to discriminating between closely related languages
of Twitter users by training a classifier on a dataset of 490
manually labeled users. By using the bag-of-words model,
320 strongest features regarding univariate feature selec-
tion and the multinomial Naive Bayes classifier, we ob-
tained a very good accuracy of 97.97% on the development
set and 99.0% on the test set. Best results were obtained
on Croatian and Serbian while most errors occurred when
identifying the Montenegrin language.

Analyzing the impact of data available for classifica-
tion showed that classification accuracy stabilizes at ~470
words per user which still does not enable us to use this
classifier on the tweet level.

Finally we annotated the whole 63k-user-strong collec-
tion of tweets and presented the collection on a map we call
the “Twitter language map”. The map shows that the lan-
guage used on Twitter quite precisely follows the country
borders, large cities being an exception to this rule.

Future work includes adding more information to our
model besides words from tweets. Strongest candidates are
the content to which users link and user meta-information
such as username, location and bio. Using the geoloca-
tion information from tweets when available is surely a
good source of information as well. Additionally, using
the geolocation information as our response variable, i.e.
redefining our task as predicting the location of a Twitter
user is also a very interesting line of research. This surely
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increases the complexity of the task, but opens the door to-
wards identifying dialects and sociolects.
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