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Artificial Neural Networks (ANNs) are widely used techniques in image processing and pattern
recognition. Despite of their power in classification tasks, for pattern recognition, they show limited
applicability in the earlier stages such as the foreground-background separation (FBS). In this paper a
novel FBS technique based on ANN is applied on old documents with a variety of degradations. The
idea is to train the ANN on a set of pairs of original images and their respective ideal black and white
ones relying on global and local information. We ran several experiments on benchmark and synthetic
data and we obtained better results than state-of-the art methods.

Povzetek: V tem prispevku je predlagan nova binarizacija tehnika, ki temelji na umetni nevronski mreži
za stare dokumente z različnimi nivoji poslabšanja.

1 Introduction
Important documentary collections exist currently in the
libraries, museums and other institutions in pedagogic or
sociopolitical matters. Historical documents of old
civilizations and public archives are typical examples of
such abundance which represent the patrimony, and
nation’s history. In the last two decades, the scientific
community renewed the interest in the restoration of old
documents. Several R&D projects were initiated and
several research papers and PhD thesis have,
consequently, focused on ancient documents processing
and analysis. The pattern recognition and image
processing researchers are in the core of this interest
group.

In the most cases, document image processing
should deal with foreground-background separation1

(FBS). The goal of a FBS algorithm is to extract the
relevant information (text, figures, tables, etc.), i.e. “the
foreground”, from the page, i.e. “the background”.
Actually, image binarization is critical in the sense that
bad separation will cause the loss of pertinent
information and/or add useless information. FBS is more
difficult for old documents images which have various
types of degradations from the digitization process itself,
aging effects, humidity, marks, fungus, dirt, etc.

The FBS is generally done using a cut-off value “the
threshold” [3][11]. The literature is rich in methods for
document image binarization based on thresholding
[1][2][3][11]. These methods use different ways to

1 FBS is also called « binarization » meaning producing
black and white (BW) images from grayscale or color ones.

calculate the threshold and are grouped into two main
classes: global methods when a single threshold is used
for the whole image and local methods when one
threshold per image area is computed. Mixtures can be
done combining global and local information to find
optimal threshold values.

ANNs have contributed since their introduction in
the fifties to solve more complex problems in many areas
including classification, prediction, approximation,
pattern recognition, etc. ANNs are able to generalize,
after a learning stage, their behavior on new data they
had not “seen” before. In spite of the ANNs’ success in
various image processing applications, their contribution
in image binarization is still limited and have not
generated much research [3][4].

In this paper, we exploit the generalization facility of
ANNs to devise a novel binarization approach that relies
not on thresholding, but on classification using a
Multilayer Perceptron (MLP). This assumption can be
justified by definition that the binarization is in fact a
classification process where the set of image pixels
should be divided into two classes “blacks” and “whites”
and, for this, ANNs can excel. The benefit of using a
supervised neural network for FBS is the reduction of the
complexity of the conventional thresholding methods and
the availability of large databases for training and
validation.

The remainder of this paper is organized as follow.
We first give a brief description of kinds of thresholding
techniques and focus on ANNs based methods. Next, we
describe and detail our proposed approach. After that, we
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present the evaluation results with several well-known
methods, to finish with a conclusion.

2 Related works
Numerous surveys and competitions on document image
binarization have been completed not only for
comparison purposes but even for categorization,
evaluation, and of course for scholars too. According to
[3], the binarization techniques can be divided into six
groups:
- Histogram-based methods:  the methods of this class

perform a thresholding based on the form of the
histogram. [20][21];

- Clustering-based methods: These methods assign the
image pixels to one of the two clusters: object and
background. [22][23];

- Entropy-based methods: These algorithms use the
information theory to obtain the threshold.  [24][25];

- Object attribute-based methods: Find a threshold
value based on some similarity measurements
between original and binary images. [26][27];

- Spatial binarization methods: find the optimal
threshold value taking into account spatial measures.
[28];

- Locally adaptive methods: These methods are
designed to give a new threshold for every pixel.
Several kinds of adaptive methods exist. We find
methods based on local gray range [29], local
variation [30], etc.
Recently, ANNs have been used for binarization. As

stated in [16], most of these works dealt with noisy
handwritten document images and non-document images
but, however, did not inspect the special case of
historical documents.

M. Egmont-Petersen et al., [4] reviewed more than
200 works on image processing with ANNs from which
only three were on image binarization. N. Papamarkos et
al. in [5] proposed a multithresholding approach using
the Principal Component Analysis (PCA) and a Kohonen
Self-Organized Feature Map (SOFM) neural network.
The input layer of SOFM coded the 255 elements of the
gray-level histogram and the output layer is a 1D map in
which only one winner neuron is activated for each input
vector. In [6], the authors used a feed forward neural
network to find the “clean” pixel corresponding to the
noisy one as input in conjunction with the median filter
value and Rank-Ordered Absolute Differences (ROAD)
of the same pixel. We found that the same approach was
proposed earlier in [7]. In [31], a PNN network is used
but the histogram is compacted. On the other hand, in
[32] every pixel is used to obtain the thresholded image.

A combination of a thresholding technique and an
artificial neural network for leaf veins extraction is
carried out in [12]. Padekas and Papamarkos [13]
combined several binarization techniques using a Self-
Organizing Map, for the binarization of normal and
degraded printed documents for character visualization
and recognition.

Yang et al. [14], used text image segmentation
method with a neural network for document image

processing. In [15], a multi-layer perceptron is used and
trained using noisy document images to produce
enhanced document images.

In [16], authors combined a global thresholding
method, namely the Mass-Difference (MD) thresholding
and supervised neural network for selecting a global
optimum threshold value. This last is used then to
binarize the degraded document image. MD thresholding
is first applied to calculate several local optimum
threshold values. Afterwards a supervised neural network
is trained using these optimum threshold values as its
inputs and a single global optimum threshold value as its
output. The neural network consists of an input layer
having 256 neurons receiving the local threshold values,
one hidden layer containing 22 neurons and only one
neuron in the output layer which represents the global
threshold value.

Làzaro and al. [17] proposed to obtain an optimum
threshold for each image using a semantic description of
the histogram and a general regression neural network,
for high precision OCR algorithms over a limited number
of document types. The histogram of the input image is
first smoothed in order to eliminate false minima and
maxima and its discrete derivate is found. Using a
polygonal version of the derivate and the smoothed
histogram, a new description of the histogram is
calculated. Once this last is generated, a semantic
description is inferred. The obtained semantic description
is used by a general regression neural network to obtain
the optimal threshold value.

In [18], authors used multi-layer perceptron (MLP)
as a threshold transfer to select the visually satisfied
threshold by a modified back propagation algorithm.
The proposed technique starts with the histogram of the
contrasted image. The histogram is scaled to [0, 1] and
divided into 128. The three-layer MLP has an input layer
of 128 neurons, two hidden layers of 256 and 512
neurons respectively and an output layer with 128
neurons.

[19] Introduced three neural based binarization
techniques. The three approaches start with a Self
Organizing Map (SOM) trained over a part of the image
in order to extract its most representative grey levels or
colors. The SOM inputs are the pixels of the image.
Then, the classification is done differently in the three
approaches. In the first approach, the neurons of the
SOM are segmented into N regions (for N classes) using
the Kmeans algorithm [9]. Once the pixels are clustered,
the SOM is used to classify the pixels of the entire
image. Each pixel is given as input to the SOM in order
to be classified. The second approach is applied on color
images. In this approach an MLP is used where the
inputs are the SOM neurons, and its outputs are the
classes of the same neurons. After training, the MLP is
applied on the whole image to classify each pixel. In the
third approach, Sauvola or Niblack thresholds are applied
on the neurons of the trained SOM, and a global
threshold is extracted. This global threshold is applied on
the entire image.

Although the binarization record is long and will
continue to lengthen (see ICDAR 2013 competitions),
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few comparison studies were found. A large discussion
on performances of the works mentioned above is not
possible at this stage. A good comparison should be
done, in our opinion, but on standard and benchmark
databases of document images and using well renowned
performance metrics.

3 Proposed method
In this section we will describe a new method for
binarizing images of old documents. The proposed
method may be placed among the hybrid class. In this
method, the separation of image pixels to "blacks" or
"whites" is performed by a Multilayer Perceptron (MLP)
trained with back-propagation (see [49] for more details).
In this approach, the MLP does not compute or learn any
threshold but runs a direct binarization by classifying the
image pixels into two classes. As we described above the
binarization is a kind of two-class classification problem.

The MLP is an ANN with supervised learning
dedicated especially for classification purposes.  It has
the ability of separating non-linearly separable classes of
patterns. We have chosen to use MLPs as gray-levels of
pixels may overlap in some cases. Even if this is not
always true, MLPs go surely further than many other
classifiers [19]. The motivation of using learning-based
approach for FBS is that, as detailed in Figure 1, the
pages of one same volume have similar defects as they
are written in the same type of paper, in the same period
of time and are conserved in the same conditions. As a
result, one binarization algorithm will equally succeed on
all the pages of the same manuscript. Therefore, we can
train the algorithm on a limited number of pages, or some
specific areas from different pages, and it can perform
well on the other pages. For other volumes, we can re-
train the classifier to adapt to the new data. The same
scheme is also possible for one single page; we can train
the algorithm on only the data from some areas of the
page and it generalizes its behavior on the remainder of
the page.

(a) (b) (c)

Figure 1: (a) a collection of documents in the same
conservation conditions. (b) & (c) different pages of the
same volume with similar degradations.

For each pixel, global and local information from the
neighborhood are used to train the MLP. Local
information is the grey values of the pixel p with those of
its neighbors from an N × N window centered on p. In
addition, we introduce global information, namely the
global mean (M) and global standard deviation (S) of the
whole image. Indeed, as noted in [18], these two last and
other statistical parameters of the image are widely used

by the most binarization methods, [22] [23] for instance,
to compute the thresholds.

The MLP should then output 0 for black or 1 for
white. See Figure 2.

Figure 2: MLP for classifying a pixel p according to its
current value and of those of its neighbors in a 3×3
window.

The proposed approach consists of four steps: image
preprocessing, MLP definition, MLP training, and finally
Binarization step. The block diagram of the approach is
shown in Figure 3.

Figure 3: Block diagram of the proposed method.

3.1 MLP definition
The first thing we need to do is to set the “adequate”
structure of the neural network (number of hidden layers
and number of neurons per layer).

As we said, we preferred to work with Multilayer
Perceptron which showed proven abilities in
classification problems. Despite the importance of the
optimal topology of an MLP for a given problem, it is
not always easy to devise and almost not necessary.

Kolmogorov [50] showed that all continuous
functions of n variables have an exact representation in
terms of finite superpositions and compositions of a
small number of functions of one variable [8]. In terms of
networks this means that every continuous function of
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many variables can be a network with two hidden layers
[52]. In addition, according to G.V. Cybenco in [8] "a
MLP network that has only one hidden layer is able to
approximate almost any type of non linear mapping".

So, we used the trial-and-error procedure to find the
ideal topology of our MLP. We devised an MLP with a
single output layer corresponding to the binary value of
the pixel (0 or 1). The number of inputs is the number of
pixels in the window (9 for a 3×3 window, 25 for 5×5,
etc.), in addition to the Mean (M) and the standard
deviation (S) of the whole image. The activation function
chosen is the sigmoid function defined by:

axe
xf 


1

1
)( . (1)

However, one question remains: which window size
will give better results? To answer this question, we
tested several window sizes, with different neural
networks of varying number of layers, and neurons in
each layer; and trained all these configurations and
evaluate for each configuration its performance on the
test set, using several evaluation measures. The obtained
results show that the optimal configuration is:
 Window size of 3×3 and therefore the number of

inputs is 11,
 One hidden layer of 11 neurons,
 One neuron as output.

3.2 Image preprocessing
This phase has as goal the preparation and the extraction
of training (and validation) data from a sample of
training images and it runs offline.

3.2.1. Training and validation data
To guarantee a high accuracy, the MLP should be trained
on a huge set of patterns in order to determine with high
precision its free parameters (the links weights).

In practice, when using only a training set produces,
in the most cases, the phenomenon of over-learning;
where the ANN learns the training data but is not able to
generalize to other data not seen during the training
phase. To overcome this problem, we use another set of
data called ‘validation set’. During the training phase, at
every epoch we check in addition to the learning error
the validation error and compare it to previous values to
determine the moment of performance drop.

The training and validation sets are composed of
several input vectors with the corresponding desired
output. The size of the input vector is the number of
input neurons of the MLP. In our case, each vector
represents the gray values of a pixel with that of those
neighborhoods, in addition to the global mean (M) and
global standard deviation (S) of the whole image (Figure
4). The corresponding expected output is the binary value
of the related pixel in the ground truth image (the black
and white image). As the pixel values are in [0, 255], the
data should be normalized or scaled to the interval [0, 1]
(0 for black and 1 for white) to ensure the proper
functioning of the neuron in sensitive regions of the
activation function.

<242,173,173,245,173,173,223,233,36,

185.66, 64.58>

Figure 4: Input vector for one pixel in a 3×3 window.

3.2.2. Images of training and validation
We used two sets of images for creating the training and
validation data. The first is a public set composed of
document images from the four collections proposed

within the context of the competitions DIBCO 2009
2
, H-

DIBCO 2010
3
, DIBCO 2011

4
and H-DIBCO 2012

5
.

These four collections contain a total of 50 real
documents images (37 handwritten and 13 printed)
coming from the collections of several libraries, with the
associated ground truth images. All the images contain
representative degradations which appear frequently (e.g.
variable background intensity, shadows, smear, smudge,
low contrast, bleed-through).  Figure 5 show some
images from these collections.

(a) (b)

(c) (d)

Figure 5: Images taken from the collections of: (a)
DIBCO 2009, (b) H-DIBCO 2010, (c) DIBCO 2011, (d)
H-DIBCO 2012.

The second set of images is a synthetic collection
prepared in order to include most of the degradations in
old documents. It is created by applying the image
mosaicing by superimposing technique for blending [33].
The idea is as follow, we start with some images of
documents in black & white, which represent the ground
truth, and with some backgrounds extracted from old
documents and we apply a fusion procedure to get as
many different images of old documents. However, P.
Stathis et al., in [10] proposed two different techniques
for the blending: maximum intensity and image
averaging. We adopt to use the image averaging
technique in order to have a more natural result.

2 http://users.iit.demokritos.gr/˜bgat/DIBCO2009/benchmark/
3 http://www.iit.demokritos.gr/˜bgat/H-DIBCO2010/benchmark
4 http://utopia.duth.gr/~ipratika/DIBCO2011/benchmark
5 http://utopia.duth.gr/~ipratika/HDIBCO2012/benchmark
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The Mosaicing process used can be summarized by
the following pseudo-code:

Input: GT: the ground truth image
BG: the background

Output: R: the resulting image
For Each pixel (i,j)

If BG(i,j) is More_Darker_Than GT(i,j) Then
R(i,j) = BG (i,j)

Else R(i,j) = (GT(i,j)+BG(i,j))/2
End For

We note here that we used a large amount of
backgrounds with different varieties of degradations
(transparency effects, holes, stains, etc.) to allow the
MLP to learn from a vast diversity of possible cases
(Figure 6).

(a) (b) (c)

Figure 6: Images of documents obtained by fusing binary
images and backgrounds. (a) background from old
documents, (b) ground truth binary image, (c) the
resulting synthetic images.

3.3 MLP training
In this phase, the MLP is trained using the training and
validation data prepared before. For that, we used back
propagation algorithm. It is a supervised learning
algorithm, where the system is provided with samples of
inputs and the corresponding expected, or desired, output
values.

The training process is done as following: we
introduce the training vectors to the MLP, and we
calculate the error between the outputs of the MLP
(estimated output) and the real data (desired outputs).
Next, we update the weights of all neurons. After that,
we provide the validation vectors to the MLP, and we
calculate the validation error (as before), without
updating the neurons weights. The process is repeated in
order to minimize both the learning and the validation
error. The training is interrupted when the validation
error begins to increase.

After training the neural network learns (usually) to
provide the correct output value when it is presented with
the input value only.

3.4 Binarization
Once learning is achieved, the last phase of the proposed
method is the use of the trained MLP to binarize different
document images. It is done by running the trained
neural network with one forward pass using the final
training weights. For each pixel of the processed image,
we provide the MLP the feature vector as in the training
phase and it should output a binary value for the pixel.

4 Experimentation and results
Our application was developed in Java with the

framework Neuroph
6
.

As we said before, we used two sets of documents
for the training and validation. The first set is a public
collection of a total of 50 real documents images (37
handwritten and 13 printed) coming from the collections
of several libraries, with the associated ground truth. The
second set is composed of 240 synthetic images of
documents constructed by our fusion algorithm from 20
different backgrounds and 12 binary images.

As a first attempt, we used 15 images of the first set
and 70 images of the second set for training, 10 images
of the first set and 30 images of the second set for
validation, and the remainders for testing. We also used
all the pixels in all images of training and validation sets.
This was not practicable because the images are larger
(average 783,000 pixels) resulting in a massive training
set of about 66,555,000 vectors. Then, we considered
selecting a portion of vectors to use in training and
validation. Thus, we selected randomly 500 vectors for
training and validation image, resulting 42,500 vectors
for training and 20,000 others vectors for validation.

During the training we calculate at each time the
training and validation errors. As common, the training
error decreases continuously and gradually but the
validation error decreases at the beginning and then starts
to deteriorate which mean that over-learning had
occurred and so we should stop learning process. For our
case, this happened at the epoch #25,382 (Figure 7).

Figure 6: Errors of training and validation.

To assess the generalization ability of our neural
network, we tested it on the testing collection containing
165 images of new old documents that were not
presented to the MLP (25 of the first set and 140 of the
second set), and compared the resulting binary images
with the corresponding ground truth ones. The
comparison is done quantitatively by using standard
measures that have been widely used for evaluation
purposes, especially in DIBCO 2009 [2], H-DIBCO 2010
[1], DIBCO 2011 [53], H-DIBCO 2012 [54]
competitions. These measures consist of: FMeasure,
PSNR, NRM, MPM, and DRD.

6
http://neuroph.sourceforge.net

1
2

1
2
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Noting TP, TN, FP, FN the True positive, True
Negative, False positive and False negative values,
respectively.

i) FMeasure

F-Measure was introduced first by Chinchor in [55].

ecisioncall

ecisioncall
FM

PrRe

PrRe2




 . (2)

Where:
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
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
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ii) PSNR (Peak Signal to Noise Ratio)

PSNR is a similarity measure between two images.
However, the higher the value of PSNR, the higher the
similarity of the two images [2][34].
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I and I2 represents the two images matched. M and N
there height and width respectively. C the difference
between foreground and background (here 255).

iii) NRM (Negative Rate Metric)

NRM is based on the pixel-wise mismatches between the
Ground Truth and the binarized image [51]. It combines
the false negative rate NRFN and the false positive rate
NRFP. It is denoted as follows:

2
FPFN NRNR

NRM


 . (4)

With :
TPFN

FN
NRFN 

 and
TNFP

FP
NRFP 



The better binarization quality is obtained for lower
NRM.

iv) MPM (Misclassification Penalty Metric)

The Misclassification penalty metric MPM evaluates the
binarization result against the Ground Truth on an object-
by-object basis [51].

2
FPFN MPMP
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 . (5)
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FNd and j

FPd denote the distance of the ith false

negative and the jth false positive pixel from the contour
of the Ground Truth segmentation. The normalization

factor D is the sum over all the pixel-to-contour distances
of the Ground Truth object. A low MPM score denotes
that the algorithm is good at identifying an object’s
boundary.

v) DRD (Distance Reciprocal Distortion Metric)

DRD is an objective distortion measure for binary
document images, and it was proposed by Lu et al. in
[34]. This measure properly correlates with the human
visual perception and it measures the distortion for all the
S flipped pixels as follows:

NUBN

DRD

DRD

S

k
k

 1 . (6)

NUBN is the number of the non-uniform 8×8 blocks
in the GT image.

DRDk is the distortion of the kth flipped pixel of
coordinate (x, y) and it is calculated using a 5×5
normalized weight matrix WNm. This last is defined in
[34] as follow:
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With m = 5, and iC = jC = (1 + m) / 2.

DRDk is given as follow (eq.7):
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We also compared our method with several well
known state-of-the-art methods of document binarization
[3][10][11]. For the local methods, we reimplemented,
all used values of parameters are those indicated in the
original papers. The average results obtained with all
compared methods over each test set are summarized in
Table.1. The average results between the two sets are
shown in Table.2. The final ranking of the compared
methods is shown in Table.3, which also summarizes the
partial ranks of each method according to each
evaluation measure and the sum of ranks. Afterwards,
We provide in Fig.8 graphs representing the average
performance of the compared methods in terms of
FMeasure and PSNR.

From the Tables and Fig.8, our proposed technique is
ranked second after Sauvola and Pietikainen method for
both test sets, and it has good performances in terms of
FMeasure and PSNR. This result is due to the
generalization ability of the MLP despite of the
characteristic of degradation and the variation of noise
types present in the documents.
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5 Conclusion
Document binarization is an important and crucial step in
all systems of document analysis and recognition. This
task becomes more difficult for historical documents
containing various types of noises and degradations. In
this paper, we proposed a new ANN based method for
old document binarization. The purpose of using ANN,
and especially Multilayer Perceptrons, for image
binarization is to fill the lack of employing the
techniques of soft computing and machine learning in
such problem, and to take advantages of the

generalization abilities of the MLP. Indeed, as confirmed
by the experimentation results, the MLP presented a
reliable behavior for the complex task of
foreground/background separation from significantly
degraded document images. Many extensions are
possible and we will continue to enhance the proposed
method. Other experimentations are needed in order to
identify the applicability of the proposed solution in
mobile devises of real life utilization.

First test set Second test set

Method FM PSNR NRM MPM DRD FM PSNR NRM MPM DRD

Otsu [22] 0.8571 15.886 0.0628 0.1915 1.755 0.6245 15.101 0.1590 2.8783 4.6768

ISODATA [37] 0.8544 15.734 0.0632 0.1938 1.833 0.6153 15.059 0.1666 2.9310 4.7320

Kittler and Illingworth [23] 0.4673 6.2878 0.1630 9.7698 26.13 0.4239 8.3621 0.2163 17.727 28.682

Kapur  and al.[24] 0.8432 14.989 0.0509 0.2673 2.161 0.3618 11.493 0.3096 3.3474 7.6726

Mello and Lins [35] 0.6496 12.708 0.2055 0.3465 3.051 0.3574 13.713 0.3314 0.7512 4.3837

Tsallis Entropy Based Algorithms [36] 0.5203 13.092 0.2712 0.0901 3.092 0.1387 11.532 0.4547 0.3561 3.9472

Iterative global thresholding (IGT) [38] 0.7622 13.683 0.1162 1.7347 4.215 0.6049 13.637 0.1711 2.3889 4.0455

Niblack [30] 0.5321 7.7542 0.1259 8.3005 17.85 0.3996 7.5398 0.1937 9.4157 17.059

Sauvola and Pietikainen. [39] 0.8360 15.537 0.0938 0.2486 1.634 0.6718 16.130 0.1835 0.7630 2.2288

Nick [40] 0.7764 13.882 0.0977 1.5542 4.116 0.6778 15.477 0.1656 0.9653 2.5658

Feng and Tan. [41] 0.7798 13.826 0.0820 2.2608 5.016 0.6744 15.148 0.1576 1.0867 2.7634

Bernsen [29] 0.5150 8.1056 0.1807 10.936 19.62 0.4081 8.1610 0.2069 8.7728 14.517

Meen-Gradient (Leedham and al.) [42] 0.7914 13.872 0.1009 0.2631 2.834 0.6023 12.832 0.1858 1.2630 3.7058

Cavalcanti and al. [43] 0.4926 11.928 0.3117 0.0807 4.255 0.3443 12.815 0.3454 0.8949 4.0059

Tabatabei and Bohlool. [44] 0.8002 14.744 0.0671 2.4013 5.309 0.6377 15.660 0.1572 2.2360 3.6973

Gangamma and al.[45] 0.6714 12.879 0.1765 4.1804 6.549 0.6037 14.317 0.2179 1.0963 2.4942

Improved IGT [46] 0.7530 13.695 0.1364 1.3784 3.751 0.5980 13.486 0.1921 1.8568 3.7286

Using Local Max and Min [47] 0.7891 14.342 0.0971 2.2913 5.439 0.5713 11.622 0.1835 1.3603 4.5757

Sari and al.[48] 0.8362 15.628 0.0719 0.7248 1.970 0.4979 9.4425 0.1764 4.3272 10.974

Proposed method 0.8436 15.555 0.0599 0.7468 2.597 0.6608 15.396 0.1456 1.806 2.9860

Table 1: Average results from different binarization methods on each test set.

Method FM PSNR NRM MPM DRD

Otsu [22] 0.7408 15.4939 0.1109 1.5349 3.2159

ISODATA [37] 0.7348 15.3966 0.1149 1.5624 3.2825

Kittler and Illingworth [23] 0.4456 7.3250 0.1897 13.7486 27.406

Kapur  and al.[24] 0.6025 13.2417 0.1803 1.8073 4.9168

Mello and Lins [35] 0.5035 13.2112 0.2684 0.5488 3.71735

Tsallis Entropy Based Algorithms [36] 0.3295 12.3124 0.3629 0.2231 3.5196

Iterative global thresholding (IGT) [38] 0.6835 13.6609 0.1437 2.0618 4.13025

Niblack [30] 0.4658 7.6470 0.1598 8.8581 17.4545

Sauvola and Pietikainen. [39] 0.7539 15.8343 0.1386 0.5058 1.9314

Nick [40] 0.7271 14.6801 0.1316 1.2597 3.3409

Feng and Tan. [41] 0.7271 14.4877 0.1198 1.6737 3.8897

Bernsen [29] 0.4615 8.1333 0.1938 9.8547 17.0685

Meen-Gradient (Leedham and al.) [42] 0.6969 13.3522 0.1433 0.7630 3.2699

Cavalcanti and al. [43] 0.4185 12.3722 0.3286 0.4878 4.13045

Tabatabei and Bohlool. [44] 0.7190 15.2025 0.1122 2.3186 4.50315

Gangamma and al.[45] 0.6376 13.5984 0.1972 2.6384 4.5216

Improved IGT [46] 0.6755 13.5911 0.1643 1.6176 3.7398

Using Local Max and Min [47] 0.6802 12.9824 0.1403 1.8258 5.00735

Sari and al.[48] 0.6670 12.5353 0.1241 2.5260 6.472

Proposed method 0.7522 15.4759 0.1028 1.2764 2.7915

Table 2: Average results from different binarization methods between the two test sets.
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Rank Method FM PSNR NRM MPM DRD Sum of ranks

1 Sauvola and Pietikainen. [39] 1 1 8 3 1 14

2 Proposed method 2 3 1 7 2 15

3 Otsu [22] 3 2 2 8 3 18

4 ISODATA [37] 4 4 4 9 5 26

5 Nick [40] 5 6 7 6 6 30

6 Meen-Gradient (Leedham and al.) [42] 8 11 10 5 4 38

7 Feng and Tan. [41] 6 7 5 11 10 39

8 Tabatabei and Bohlool. [44] 7 5 4 15 13 44

9 Improved IGT [46] 11 10 13 10 9 53

10 Iterative global thresholding (IGT) [38] 9 8 11 14 12 54

11 Mello and Lins [35] 15 13 18 4 8 58

12 Using Local Max and Min [47] 10 14 9 13 16 62

13 Tsallis Entropy Based Algorithms [36] 20 17 20 1 7 65

14 Sari and al.[48] 12 15 6 16 17 66

15 Kapur  and al.[24] 14 12 14 12 15 67

16 Cavalcanti and al. [43] 19 16 19 2 11 67

17 Gangamma and al.[45] 13 9 17 17 14 70

18 Niblack [30] 16 19 12 18 19 84

19 Bernsen [29] 17 18 16 19 18 88

20 Kittler and Illingworth [23] 18 20 15 20 20 93

Table 3: Final ranking of the compared methods on the two test sets.
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Figure 7: Graphs showing the performance of the compared binarization methods in terms of (a) FMeasure
and (b) PSNR.
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