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Multiword Expressions (MWESs), a known nuisance for both linguistics and NLP, blur the lines between
syntax and semantics. The semantic of a MWE cannot be expressed after combining the semantic of its
constituents. In this study, we propose a novel approach called “semantic clustering” as an instrument for
extracting the MWESs especially for resource constraint languages like Bengali. At the beginning, it tries to
locate clusters of the synonymous noun tokens present in the document. These clusters in turn help measure
the similarity between the constituent words of a potential candidate using a vector space model. Finally
the judgment for the suitability of this phrase to be a MWE is carried out based on a predefined threshold.
In this experiment, we apply the semantic clustering approach only for noun-noun bigram MWEs; however
we believe that it can be extended to any types of MWEs. We compare our approach with the state-of-
the-art statistical approach. The evaluation results show that the semantic clustering outperforms all other
competing methods. As a byproduct of this experiment, we have started developing a standard lexicon in

Bengali that serves as a productive Bengali linguistic thesaurus.

Povzetek: V prispevku je predstavljena metoda za semanticno grucenje vecbesednih izrazov.

1 Introduction

Over the past two decades or so, Multiword Expressions
(MWES) have been identified with an increasing amount of
interest in the field of Computational linguistics and Nat-
ural Language Processing (NLP) [1]. The term “MWE”
is used to refer to various types of linguistic units and
expressions including idioms (kick the bucket, ‘to die’),
compound noun (village community), phrasal verbs (find
out, ‘search’), other habitual collocations like conjunctions
(as well as), institutionalized phrases (many thanks) etc.
However, while there is no universally agreed definition
for MWE as yet, most researchers use the term to refer
to those frequently occurring phrasal units which are sub-
ject to a certain level of semantic opaqueness, or non-
compositionality. Sag et al. [30] defined them as “id-
iosyncratic interpretations that cross word boundaries (or
spaces).”

MWE:s are treated as a special case in semantics since
individual components of an expression often fail to keep
their meanings intact within the actual meaning of that
expression. This opaqueness in meaning may be par-
tial or total depending on the degree of compositionality
of the whole expression [12]. MWEs have been studied
for decades in Phraseology under the term “phraseological
unit” [5]. But in the early 1990s, MWE:s started receiving
increasing attention in corpus-based computational linguis-
tics and NLP. A number of research activities on MWEs
have been carried out in various languages like English,
German and many other European languages. Various sta-

tistical co-occurrence measurements like Mutual Informa-
tion (MI) [15], Log-Likelihood [21], Salience [26] have
been suggested for the identification of MWE:s.

In the case of Indian languages, a considerable amount
of research has been conducted in compound noun MWE
extraction [28], complex predicate extraction [17], clus-
tering based approach [12] and a classification based ap-
proach for identifying Noun-Verb collocations [33]. Ben-
gali, one of the more important Indo-Iranian languages,
is the sixth-most popular language in the world and spo-
ken by a population that now exceeds 250 million'. Geo-
graphical Bengali-speaking population percentages are as
follows: Bangladesh (over 95%), and the Indian States of
Andaman & Nicobar Islands (26%), Assam (28%), Tripura
(67%), and West Bengal (85%). The global total includes
those which are spoken in the Diaspora in Canada, Malawi,
Nepal, Pakistan, Saudi Arabia, Singapore, the United Arab
Emirates, the United Kingdom, and the United States.
In Bengali, works on automated extraction of MWEs are
limited in number. One method of automatic extraction
of Noun-Verb MWE in Bengali [2] has been carried out
using morphological evidence and significance function.
They have classified Bengali MWEs based on the morpho-
syntactic flexibilities and proposed a statistical approach
for extracting the verbal compounds from a medium size
corpus.

In this paper, we propose a framework for identifying
MWE:s from the perspective of semantic interpretation of
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MWE:s that the meanings of the components are totally or
partially diminished in order to construct the actual seman-
tics of the expression. A clustering technique is employed
to group all nouns that are related to the meaning of the
individual component of an expression. Two types of sim-
ilarity techniques based on vector space model are adapted
to make a binary classification (MWE or Non-MWE) of po-
tentially candidate phrases. We hypothesize that the more
similar the components of an expression, the less probable
that their combination forms a MWE. We test our hypoth-
esis on the noun-noun bigram phrases. We also illustrate
the efficiency of our model after translating the individual
components of a phrase in English and fed these compo-
nents into the WordNet::Similarity module module — an
open-source package developed at the University of Min-
nesota for calculating the lexical similarity between word
(or sense) pairs based on variety of similarity measure. In
this paper, we test our models with different cut-off values
that define the threshold of (dis)similarity and the degree
of compositionality of a candidate phrase. Experimental
results corroborate our hypothesis that the dissimilarity of
the meaning of constituent tokens enhances the chance of
constructing a MWE. The use of English WordNet, quite
strikingly, substantiates its enormous productivity in iden-
tifying MWEs from Bengali documents.

The remainder of this paper is organized as follows.
Section 2 introduces a preliminary study about the Ben-
gali MWEs and their morpho-syntactic based classifica-
tion. Then the detailed description of candidate selection
and the baseline system are described in section 3 and sec-
tion 4 respectively. Section 5 illustrates traditional statis-
tical methodologies for extracting MWEs from the docu-
ment. Section 6 presents an elaborate description of seman-
tic clustering approach. The introduction of English Word-
NetSimilarity in identifying Bengali MWESs is presented in
section 7. The metrics used for evaluating the systems and
experimental results are discussed in section 8. The discus-
sion regarding the utilities and shortcomings of our model
is illustrated in section 9 and the concluding part is drawn
in section 10.

2 Multiword expressions (MWEs)

Though MWEs are understood quite easily and their acqui-
sition presents no difficulty to native speakers (though it is
usually not the case for second language learners), it is hard
to identify what features distinguish MWEs from free word
combinations. Concerning this issue, the following MWE
properties are mentioned in the literature: reduced syntac-
tic and semantic transparency; reduced or lack of composi-
tionality; more or less frozen or fixed status; possible viola-
tion of some otherwise general syntactic patterns or rules; a
high degree of lexicalization (depending on pragmatic fac-
tors); a high degree of conventionality [8].

No consensus exists so far on the definition of MWEs,
but almost all formulations found in research papers em-
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phasize the idiosyncratic nature of this linguistic phe-
nomenon by indicating that MWEs are “idiosyncratic in-
terpretations that cross word boundaries (or spaces)” [30];
“a sequence of words that acts as a single unit at some level
of linguistic analysis, ... they are usually instances of well
productive syntactic patterns which nevertheless exhibit a
peculiar lexical behavior” [8]; “a MWE is composed of two
or more words that together form a single unit of meaning,
e.g., frying pan, take a stroll, and kick the bucket, ... Se-
mantic idiosyncrasy, i.e., the overall meaning of a MWE
diverges from the combined contribution of its constituent
parts” [24].

2.1 Noun-Noun MWEs

In the past few years, noun compounds have been a con-
stant source of concern to the researchers towards the goal
of full text understanding [5, 7]. Compound nouns are
nominal compounds where two or more nouns are com-
bined to form a single phrase such as ‘golf club’ or ‘com-
puter science department’ [5]. There is also a broader class
of nominal MWEs where the modifiers are not restricted
to be nominal, but can also be verbs (e.g., hired help) or
adjectives (e.g., open secret). To avoid confusion in this
article, we will use the term compound nouns when refer-
ring to this broader class, throughout the paper, we term
this broader class.

Compound noun MWEs can be defined as a lexical unit
made up of two or more elements, each of which can func-
tion as a lexeme independent of the other(s) when they oc-
cur separately in different contexts of the document. The
combination of these constituents shows some phonolog-
ical and/or grammatical isolation from their normal syn-
tactic usages. One property of compound noun MWEs is
their underspecified semantics. For example, while shar-
ing the same “head noun” (i.e., rightmost noun in the noun
compound), there is less semantic commonality between
the components such as ‘nut tree’, ‘cloths tree’ and ‘family
tree’ [5]. In each case, the meaning of the compound nouns
relates to a sense of both the head and the modifier, but the
precise relationship is highly varied and not represented ex-
plicitly in any way. Noun-Noun (NN) compounds are the
subset of the compound nouns consisting of two consecu-
tive nouns side by side. In English, NN compounds occur
in general with high frequency and high lexical and seman-
tic variabilities. A summary examination of the 90 mil-
lion word written component of the British National Cor-
pus unearthed over 400,000 NN compound types, with a
combined token frequency of 1.3 million; that is, over 1%
of words in the BNC are NN compounds [32].

In Bengali, similar observations are noticed when deal-
ing with the various types of multiword expressions like
compound nouns (taser ghar, ‘house of cards’, ‘fragile’),
complex predicates such as conjunct verbs (anuvab kara,
‘to feel’) and compound verbs (uthe para, ‘to arise’), id-
ioms (matir manus, ‘down to the earth’), named-entities
(Rabindranath Thakur, ‘Rabindranath Tagore’) etc. Ben-
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gali is a language consisting of high morpho-syntactic vari-
ation at the surface level. The use of NN multiword expres-
sions in Bengali is quite common. For example, NN com-
pounds especially, idioms (taser ghar, ‘fragile’), institu-
tionalized phrases (ranna ghar, ‘kitchen’), named-entities
(Rabindranath Thakur, ‘Rabindranath Tagore’), numbers
(panchso noi, ‘five hundred and nine’), kin terms (pis-
tuto bhai, ‘maternal cousin’) etc. are very frequently used
in Bengali literature. In the next subsection, we classify
the compound nouns occurred in Bengali based on their
morpho-syntactic properties.

2.2 Classifications of Bengali compound
noun MWEs

Compound noun MWEs can occur in open (components
are separated by space(s)), closed (components are melded
together) or hyphenated forms (components are separated
by hyphen(s)), and satisfy semantic non-compositionality,
statistical co-occurrence or literal phenomena [28] etc.
Agarwal et al. (2004) classified the Bengali MWE:s in three
main classes using subclasses. Instead, we propose seven
broad classes of Bengali compound noun MWEs consider-
ing their morpho-syntactic flexibilities, as follows:

— Named-Entities (NE): Names of people (Ra-
bindranath Thakur, ‘Rabindranath Tagore’), names of
locations (Bharat-barsa, ‘India’), names of organiza-
tions (it Pashchim Banga Siksha Samsad, ‘West Ben-
gal Board of Education’) etc. where inflection is only
allowed to be added to the last word.

— Idiomatic Compound Nouns: These are non-
productive? and idiomatic in nature, and inflection can
be added only to the last word. The formation of
this type is due to the hidden conjunction between
the components or absence of inflection from the first
component (maa-baba, ‘mother and father’).

— Idioms: They are also compound nouns with idiosyn-
cratic meaning, but the first noun is generally in the
possessive form (taser ghar, ‘fragile’). Sometimes,
individual components may not carry any significant
meaning and may not represent a valid word (gadai
laskari chal, ‘indolent habit’). For them, no inflection
is allowed even to the last word.

— Numbers: They are highly productive, impenetrable
and allow slight syntactic variations like inflections.
Inflection can be added only to the last component
(soya sat ghanta, ‘seven hours and fifteen minutes’).

— Relational Noun Compounds: They are mainly kin
terms and consist mostly of two tokens. Inflection
can be added to the last word pistuto bhai, ‘maternal
cousin’).

2A phrase is said to be “productive” if new phrases can be formed
from the combinations of syntactically and semantically similar compo-
nent words of the original phrase.
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— Conventionalized Phrases: Sometimes, they are
called as ‘Institutionalized phrases’. Although not
necessarily idiomatic, a particular word combination
coming to be used to refer to a given object. They are
productive and have unexpectedly low frequency and
in doing so, contrastively highlight the statistical id-
iomaticity of the target expression (bibhha barshiki,
‘marriage anniversary’). Simile Terms: They are
analogy term in Bengali and sometime similar to the
idioms except that they are semi-productive (hater
panch, ‘remaining resource’).

— Reduplicated Terms: Reduplications are non-
productive and tagged as noun phrases.  They
are further classified as onomatopoeic expressions
(khat khat, ‘knocking’), complete reduplication
(bara-bara, ‘big big’), partial reduplication (thakur-
thukur, ‘God’), semantic reduplication (matha-
mundu, ‘head’), correlative reduplication (maramari,
‘fighting’) [11].

Identification of reduplication has already been carried
out using the clues of Bengali morphological patterns [11].
A number of research activities in Bengali Named Entity
(NE) detection have been conducted [23], but the lack of
publicly available standard tools to detect NEs inhibits the
incorporation of them within the existing system. There-
fore, we discard the identification of NEs from this ex-
periment. Kin terms and numbers can be easily captured
by some well-developed lexicons because they are small in
number and form a closed set in Bengali [2]. The present
work mainly focuses on the extraction of productive and
semi-productive bigrams, compound noun MWEs like id-
ioms, idiomatic compound nouns, and simile terms (which
are in open or hyphenated form) from a document using a
semantic clustering technique.

3 Semi-automated approach for
candidate extraction

3.1 Corpus acquisition and bigram
extraction

Resource acquisition is one of the challenging obstacles
to work with electronically resource constrained languages
like Bengali. However, we crawled a large number of Ben-
gali articles written by the noted Indian Nobel laureate Ra-
bindranath Tagore®. While we are primarily interested in
token level or phrase level characteristics, document in-
formation (e.g., the order of the documents, variation of
the size of the documents, length normalization etc.) has
not been maintained and manipulated in the experiment.
Therefore, we merged all the articles and prepared a raw
corpus consisting of 393,985 tokens and 283,533 types.
The actual motivation for choosing the literature domain

3http://www.rabindrafrachanabali.nltr.org
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in the present task was to obtain useful statistics to further
help Stylometry analysis [9]. However in literature, the use
of MWEs is greater than in the other domains like tourism,
newspapers, scientific documents etc. because the semantic
variability of MWEs offers writers more expressive terms.
In Bengali literature, idiomatic expressions and relations
terms are quite frequently used.

Since the preliminary crawled corpus was noisy and un-
formatted, we used a basic semi-automatic pre-processing
technique to make the corpus suitable for parsing. We used
a Bengali shallow pars.er4 to identify the POS, chunk, root,
inflection and other morphological information of each to-
ken. We observed that some of the tokens were misspelled
due to typographic and phonetic errors. Thus, the Shallow
parser could not be able to detect the actual root and in-
flection of these two variations. To make the system fully
automated, we allowed retaining the types of variations into
the cleaned text.

After pre-processing, bigram noun sequences whose
constituents were in the same chunk were extracted using
their POS and chunk categories. We observed that dur-
ing the parsing phase, the Shallow parser could not disam-
biguate common nouns (‘NN’) and proper nouns (‘NNP’)
appropriately. The reason could be the continuous need to
coin new terms for new concepts. We took both of them and
manually filtered the named-entities from the collected list
so that we could accumulate most of the proper nouns for
our main experimental module. Although the chunk infor-
mation helps to identify the boundary of a phrase, some of
the phrases belong to chunks having more than two nouns.
The frequency of these phrases is also identified during the
evaluation phase. Now, a bigram nominal candidate phrase
can be thought of as < M1 M2 >. The morphological
heuristics used to separate the candidates are described in
Table 1. After the first phase, a list of possible candidates
was collected which was fed into the annotation phase.

Heuristics
POS POS of each bigram must be either ‘NN’ or ‘NNP”
Chunk M1 and M2 must be in the same ‘NP’ chunk
Inflection | Inflection” of M1 must be ‘null’, (-r), (-er), (-e), (-y) or (-yr)

Table 1: Heuristics for the candidate selection

3.2 Annotation study

Three anonymous annotators — linguistic experts working
on our project — were hired to carry out the annotation.
They were asked to divide all extracted phrases into four
classes and definitions of the classes using the following
definitions:

Class 1: Valid NN MWEs (M): phrases which show total
non-compositionality and their meanings are hard to pre-
dict from their constituents; e.g., hater panch (‘remaining
resource’).

Class 2: Valid NN semantic collocations but not MWEs
(S): phrases which exhibit partial or total compositionality

“http://ltrc.iiit.ac.in/analyzer/bengali

T. Chakraborty

(e.g., act as institutionalized phrases) and show statistical
idiomaticity; e.g., bibaha barsiki (‘marriage anniversary’).
Class 3: Invalid collocations (B): phrases enlisted due to
bigrams in an n-gram chunk having more than two compo-
nents; e.g., porbot sohorer, (‘of mountain town’).

Class 4: Invalid candidates (E): phrases enlisted due to
the error in parsing like POS, chunk, inflection including
named-entities; e.g., granthagar tairi (‘build library’).

Class 3 and class 4 types were filtered initially and their
individual frequencies are noted as 24.37% and 29.53% re-
spectively. Then the remaining 46.10% (628 phrases) of
the total candidates were annotated and labeled as MWE
(M) or S (Semantically collocated phrases), and they were
fed into the evaluation phase. We plan to make the dataset
publicly available soon.

The annotation agreement was measured using standard
Cohen’s kappa coefficient (k) [16]. It is a statistical mea-
sure of inter-annotation agreement for qualitative (categor-
ical) items. It measures the agreement between two raters
who separately classify items into some mutually exclu-
sive categories. We employ another strategy in addition
with kappa (x) to calculate the agreement between anno-
tators. We choose the measure of agreement on set-valued
items (M AST) [29] that is used for measuring agreement
in the semantic and pragmatic annotations. MAST is a
distance between sets whose value is 1 for identical sets,
and O for disjoint sets. For sets A and B, it is defined as:
MASI = J x M, where the Jaccard metric (.J) is:

_ANB
~ AUB

)]

Monotonicity (M) is defined as follows:

1, if A= B
1\/[{2/37 if ACBorBC A @
=9 1/3, ifANB#¢,A-B#¢&B—A#¢

0, ifANB=4¢

The inter-annotation agreement scores of three annotators
are presented in Table 2. Among the 628 types of noun-
noun candidates, half of them selected randomly were used
in the development phase and the remaining were used in
the testing phase.

4 Baseline system

As mentioned earlier, the task of identifying Bengali com-
pound nouns from a document has had little attention in the
literature, and thus there is no prior developed methodol-
ogy that can be used for the baseline. Therefore, in this ex-
periment, we simply adapt a heuristic to develop our base-
line system. The phrases which do not affix any nominal
chunk and determinant at the prefix and suffix positions are
selected as MWEs in the baseline system. The baseline
system naturally reaches high accuracy in terms of recall
since most of the identified MWEs satisfy the heuristics
mentioned above. But in terms of precision, it shows very
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MWE:s [# 628] | Agreement between pair of annotators
Al-A2 | A2-A3 | A1-A3 | Average
KAPPA 87.23 | 86.14 | 88.78 87.38
MASI 87.17 | 87.02 | 89.02 87.73

Table 2: Inter-annotation agreement

low accuracy (38.68%) since many collocated and fully-
compositional elements were wrongly identified as MWE:s.
The main challenge of our model was to filter these irrele-
vant collocations from the selected candidate set.

5 Statistical methodologies

We started our experiment with the traditional methodol-
ogy of collocation detection. Previous literature [15] [21]
[26] shows that various statistical methodologies could be
incorporated in identifying MWEs from a large corpus. In
this experiment, we developed a statistical system using
these previous techniques and modified them according to
our requirements®. It is worth noting that frequency infor-
mation of the candidate phrases in a corpus is a strong clue
for labeling them as MWEs since it provides the evidence
of more certainty of occurrence than randomness. How-
ever, for a resource-constrained language like Bengali, in-
frequent occurrence of candidates may not give any reason-
able conclusion to judge them as MWEs (or Non-MWEs)
because the size of the corpus itself is generally not ade-
quate for statistical analysis. Therefore, instead of taking
the frequency information directly, we took five standard
association measures namely Point-wise Mutual Informa-
tion (PMI) [15], Log-Likelihood ratio (LLR) [21], Co-
occurrence measure [2], Phi-coefficient and Significance
function [2] for extracting NN Multiword Expressions. A
combined weighted measurement is proposed for the iden-
tification task, which is helpful to compute bigram collo-
cation statistics. We ranked the list individually based on
each of the statistical measures. We noticed in the compar-
ative study that the results obtained by the frequency-based
statistics like PMI and LLR could not identify MWEs at
the top position of the ranked list. Therefore, we posited
that the lexico-semantic affinity among the constituents
could unleash the dependency of frequency information
in the measurement. Final evaluation combined all the
statistical features mentioned above. Experimental results
on the development dataset show that Phi-coefficient, Co-
occurrence and Significance functions which are actually
based on the principle of collocation produce more accurate
results compared to direct frequency-based measurements
like LLR, PMI in the higher ranks. So, these three mea-
sures are considered in the weighted scheme to assign cer-
tain weights to the candidate phrases. After a continuous
weight tuning over the development data, the best weights
for Co-occurrence, Phi and Significance functions are re-

®Interested readers are encouraged to go through the research disserta-
tion by [10]
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Figure 1: Performance of all the statistical measures and
the weighted measure.

ported as 0.45, 0.35 and 0.20 respectively for the combined
measurement. The individual score of each measure is nor-
malized before assigning weights so that they fall in the
range of 0 to 1. For each measurement, the scores have
been sorted in descending order and the total range is di-
vided into five bins (bin 1 signifies higher ranked bin). The
intuition is that the more the value of the statistical measure
for a candidate phrase, the more it behaves like a MWE.
The metrics used to evaluate the statistical systems are de-
scribed below:
Precision in bin i (P;) = (Number of MWEs present in the
ith bins) / (total number of candidates in 7th bins)
Recall in bin i (R;) = (Number of MWE:s present in the ith
bins) (total number of MWEs in the documents)
F-score inbin : (F; )= (2 P; x R;)(P; + R;)

Figure 1 shows the results obtained from five association
measures and the combined weighted measures over the
test dataset.

6 Semantic clustering approach

Multiword Expressions represent a core semantic issue that
can be partially resolved by morphological or statistical
clues. However, it often fails at capturing the underly-
ing semantic notion of forming a new multiword expres-
sion, i.e., the meaning of the entire expression cannot be
predicted by aggregating the meaning of its components.
Our proposed approach aims to handle these drawbacks by
considering individual senses induced by the components
of an expression. This approach tries to cluster seman-
tically related words present in the document. However,
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for a particular token present in the document, finding se-
mantically similar words appeared in the corpus can be car-
ried out by looking at the surroundings tokens and finding
the synonymous entries of the surrounding words within a
fixed context window. However in that case, a high num-
ber of occurrences of a particular token should be needed
in a corpus in order to obtain statistically significant evi-
dences. Therefore, in a medium-size corpus, it is hard to
extract the cluster of synonyms. Since the electronic re-
sources such as newspapers, weblogs may not be present
for all the languages and the presence of frequent MWEs
in such contents are rare, we focus on extracting the MWEs
only from the medium size crawled corpus. However, se-
mantics of a word may be obtained by analyzing its simi-
larity set called the synset that indeed expresses its mean-
ing in different contexts. Therefore, semantic distance of
two tokens in a phrase can be measured by comparing their
synsets properly. Higher value of the similarity between
two sets indicates semantic closeness of two tokens to each
other. For instance, let M1 and M2 be two components of
abigram < M1 M2 >. For each component of the expres-
sion, semantically related words present in the documents
are extracted by using the formatted Bengali monolingual
dictionary (discussed in Section 6.1) and two separate clus-
ters are formed for two tokens. Now, intersection of two
clusters can be a suitable measure to judge the commonal-
ity of two components appeared in a bigram. Using these
common elements, three different similarity measurements
are proposed in our algorithm and the results are reported
separately in Table 5 later. Finally, based on a predefined
threshold, the candidate phrases were labeled as MWE or
Non-MWE.

6.1 Restructuring the Bengali monolingual
dictionary

To the best of our knowledge, no full-fledged WordNet or
thesaurus is available in Bengali. In this section, we de-
scribe the construction of a Bengali thesaurus that aims
not only to develop Bengali WordNet but also to identify
the meaning of multiword expressions. Focusing mainly
on MWEs, the present natural language resource is being
developed from the available Bengali-to-Bengali mono-
lingual dictionary (Samsada Bengali Abhidhana’). The
monolingual dictionary contains each word with its parts-
of-speech (Noun, Adjective, Pronoun, Indeclinable, Verb),
phonetics and synonym sets. Synonym sets are separated
using distinguishable notations based on similar or differ-
ential meaning. Synonyms of different sense with respect
to a word entry are distinguished by a semicolon (;), and
synonyms having same sense are separated by a comma (,).
An automatic technique is devised to identify the synsets
for a particular word entry based on the clues (, and ;) of
similar and differential senses. The symbol tilde (~) indi-
cates that the suffix string followed by the tilde (~) notation

"http://dsal.uchicago.edu/dictionaries/
biswas-bangala/
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makes another new word concatenating with the original
entry word. A snapshot of the modified synset entries of the
Bengali word Angshu is shown in Figure 2. Table 3 shows
the frequencies of different synsets according to their part-
of-speech.

Dictionary Entry:

T8 [amsu ] R 1 fFRa, A, TET ;2 AT, OF , TOW T T | [W.
T8 |~ F A, WA @ e Ke 3@ (RmsE) 1 o~ s
. Remmfy , fFaemme | o~ @ R oweg o oW~ W R (F) feaeed
e | o~ WA (-We) 1R ;2 HRTE TE 'R (w1 o~ w7 A
Ao , fFRemmEn 1 o~ WA (-F) 7~ T R fFReew |, FRaffR
Synsets:

oY Rravafiy e R#25_1_1 Sr/es/ eR_TH_orT_[_W._=w3] fT425_2_2
SRYF TR TA_[#26_1_1

T _eTib_Zente_se_T4_(ana®)_f1#26_2_2

WO R FREE_E#27_1_1

MO MoA_NR_fA#28_1_1 T #2822

axowel  (Fh_fFrenriemieRd 429 1_1

IO X #30_1_1 THRTI_TR_AE_CTTH30_2_2

SROAE AR 431_1_1

aroa S _A432_1_1

oo R/ Faefatr_fae 433 11

Figure 2: Monolingual dictionary entry and built synsets
for the word Angshu.

6.2 Generating synsets of nouns

At the beginning of the clustering method, we generate
a synonym set for each noun present in the corpus us-
ing the modified dictionary. However, the formatted dic-
tionary can be assumed to be a close set of word entries
W1, W2, W3, ..., W™ where the synsets of the entries look
like:

1_ 1 1 1 _

W* =ny,nz,n3,...=n
2 _ .2 2 2 _ 2
W< =ninzn3 ... =n
m o__ m m m — m

W™ =n",ni",ng", ... =n

where W1, W2, ..., W™ are the dictionary entries and n'
denotes the set of synsets of the entry W, Now each noun
entry identified by the shallow parser in the document is
searched in the synset entries of the dictionary for its indi-
vidual existence with or without inflection. For instance,
N is a noun in the corpus and it is present in the synsets of
W1, W3 and W?>. Therefore, they become entries of the
synset of N. Formally, this can be represented as follows.

Synset(N) = {W', W3, W5} (3)

Equation 2 states that since the given noun N is present in
the synsets of W1, W3 and WP, the sense of these three
dictionary entries are somehow related to the sense of V.
Following this, the synonym noun tokens for each of the
nouns present in the corpus are extracted from the dictio-
nary. In short, the formatted dictionary indeed helps us
cluster synonymous tokens corresponding to a particular
noun present in a document.
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Word Entries | Synset | Noun

Adjective

Pronoun | Indeclinable | Verb

47949 63403 | 28485

11023

235 497 1709

Table 3: Frequency information of the synsets with different part-of-speeches.

6.3 Semantic relatedness between noun
synsets

The next task is to identify the similarity between the
synsets of two nouns that can help measure the seman-
tic relatedness between them. This is done by taking the
intersection of the synsets and assigning a score to each
such noun-pair to indicate the semantic affinity between
two nouns. For instance, if IV; and IV; are two nouns in the
document, and \S; and S; are their corresponding synsets
extracted using the technique stated in Section 6.2, then the
commonality of the two nouns can be defined as:

C’omm(Ni,Nj) = |Siﬁ5j‘ (4)
The above equation shows that the commonality is max-

imum when the similarity is measured with itself (i.e.,
Comm(N;, N;) is maximum when i = j).

6.4 Semantic clustering of nouns

Using the scores obtained by the semantic commonality
measure discussed in the previous subsection, we can build
a cluster centered on a given noun present in the document
such that the cluster constitutes all the nouns semantically
related to the given noun (discussed in subsections 6.2 and
6.3). A score is assigned to each such noun present in the
cluster representing the semantic similarity (discussed in
subsection 6.3) between this noun and the noun present at
the center of the cluster. An illustrative example is shown
in Figure 3. For example, suppose the nouns identified by
the Shallow parser in the document are

Figure 3: Semantic clustering for a given noun M and
the associated commonality scores with similar nouns (W;,
Wj,..., W, etc). In this figure, the semantic similarities of
M with the other nouns are denoted by the weights (i.e.,
a, b, c etc.) of the edges.

6.5 Decision algorithm for identifying
MWEs

We extract the candidates eligible for judging MWE in sec-
tion 3. The elaborated algorithm to identify a noun-noun
bigram (say, < M1 M2 >) as MWEs is discussed below
with an illustrative example shown in Figure 3.

Algorithm: MWE_CHECKING
Input: Noun-noun bigram < M; My>
Output: Return true if MWE, or return false.
1. Extract semantic clusters of M; and M, (discussed in Section 6.4):
2. Intersect the clusters of M; and M, (Figure 4 (left) shows the common synset
entries (broken rectangles) of M; and M»):
3. For measuring the semantic similarity between M; and Ma:
3.1. In an n-dimensional vector space (n denotes the number of elements
common in both the synsets of M; and My, e.g.. in the Figure 4
(left), n=2), the common entries act as the axes. Put M; and M, as
two vectors and their associated similarity with the axes tokens as
their co-ordinates.
3.2. Calculate cosine-similarity measurement and Euclidean distance
between the two vectors (Figure 4 (right)).
4. Final decision is taken separately for two different measurements:
4.1 If (cosine-similarity > ¢) return true; else return false:
4.2 If (Euclidean distance > B) return true; else return false;
(where o and B are the pre-defined cut-off values determined from the
development set)

Here, we elaborate step 3 and step 4 since the central
theme of the algorithm lies in these two steps. After iden-
tifying the common terms from the synsets of the com-
ponents of a candidate, a vector space model is used to
identify the similarity between the two components. In
n-dimensional vector space, these common elements de-
note the axes and each candidate acts as a point in the n-
dimensional space. The coordinate position of the point
(each component of the candidate bigram) in each direc-
tion is represented by the similarity measure between the
synsets of each component and the noun representing the
axis in that direction. The cut-off value for the classifica-
tion of a given candidate as MWE (or Non-MWE) is de-
termined from the development dataset after several tries
to get the best performance (described in step 4). We have
seen significant results for the cut-off values (0.4-0.6) on
the development set based on F-sore measure. Therefore,
we report the results on the test dataset for each of these
cut-off values separately in Table 4. In the experiment,
we observe that the bigrams that are actual MWEs, mainly
non-compositional phrases, show a low similarity score be-
tween the synsets of their components.

If we take an example of the Bengali idiom — hater panch
(‘remaining resource’), we can see that English WordNet
defines two components of the idiom in the following way:
hat (‘hand’) as ‘a part of a limb that is farthest from the
torso’ and panch (‘five’) as ‘a number which is one more
than four’. So from these two glosses it is quite evident
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M; (W11, W3)
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/ Dist (M, M2)
/
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/ 9 //OM; (W21, Wa3)
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/

-
-
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Nt

Cos (6) = Cosine similarity

O Component of a phrase I:l Common element | Dist (My, M) = Eucledian distance

Figure 4: Intersection between the clusters of the compo-
nents of a candidate bigram (left) and the similarity be-
tween two components (right)

that they are not at all semantically related. The synonym
sets for these two components extracted from the formatted
monolingual dictionary are as follows.

Synset (28) = { T, FA. 71, A2, T (@I, TWEF. A&, @41, 5%, Torwa. 9. 7o)
Synset (75) = {7, SRAT, F, ST, ST, FA, B, (TG, O, SIY, 597, TE@GT. (AT, 7977}

We can observe that the two synonym sets have no ele-
ment in common and therefore their similarity score would
be zero. In this case, a vector space model cannot be drawn
in zero dimensional space. For them, a final concession
weight is assigned to treat them as fully non-compositional
phrases. To identify their non-compositionality, we need
to show that their occurrences are not by mistake (i.e., be-
cause of a typo or due to unawareness of the author); rather
they can occur side by side in several instances. But the
concrete statistical proof can only be obtained using a large
corpus. Here, for the candidate phrases which have zero
similarity, we observe their existence more than one time
in the corpus and then treat them as MWEs.

7 WordNet similarity measurement

We also incorporate English WordNet 2.1% in this experi-
ment to measure the semantic distance between two Ben-
gali words after translating them into English. Though the
idea is trivial considering the manual intervention of the
translation process, our main focus was to get an idea of
how the semantic similarity of two components can help
identify the combination as an MWE, and how a well-
defined lexical tool is essential in the presently adapted
linguistic environment. As already mentioned, Word-
Net::Similarity is an open-source package developed at the
University of Minnesota for calculating the lexical similar-
ity between word (or sense). Basically, it provides six mea-
sures of similarity and three measures of relatedness based

8http://www.d.umn.edu/~tpederse/similarity.
html

T. Chakraborty

on the WordNet lexical database [25]. The measures are
based on the analysis of the WordNet hierarchy.

The measures of similarity are divided into two groups:
path-based and information content-based. We chose two
similarity measures in WordNet::Similarity for our exper-
iments: WUP and LCH; WUP finds the path length to
the root node from the least common subsumer (LCS) of
the two word senses that is the most specific word sense
they share as an ancestor [34]. In this experiment, we first
translate the root of two Bengali components in a candi-
date phrase into their English forms using the Bengali-to-
English Bilingual Dictionary’. Then these two words are
run through the WordNet based Similarity module for mea-
suring their semantic distance. A predefined cut-off value
() is determined from the development set to distinguish
between an MWE and a simple compositional term. If the
measured distance is less than the threshold, the similarity
between them is less. The results are noted for different
cut-off values as shown in Table 5. The bold font in each
column shows the highest accuracy among different cut-off
values.

8 Experimental results

We used standard IR metrics, i.e., Precision, Recall and
F-score to evaluate the final results obtained from three
similarity measuring modules (i.e., cosine-similarity, Eu-
clidean distance and WordNet similairty) as discussed in
the previous section. The evaluation of the systems was
carried out on the previously mentioned hand-annotated
dataset and the final results are shown in Table 5. The pre-
defined threshold acquired from the development set was
tuned to obtain the best results for all the similarity mea-
sures. Increasing recall with the increase of cut-off values
indicates that most of the MWEs are identified across the
wider threshold range. But the precision is not increasing
gradually with the threshold. This result signifies that be-
sides capturing most of the significant MWEs, it also con-
siders more false positives at higher cut-off values. Our
goal is to pick up an optimal point where both precision
and recall stabilize with the reasonable results and mini-
mize the erroneous predictions. The Cosine-similarity [?]
achieves maximum precision at 0.5, whereas Euclidean dis-
tance and WordNet::Similarity achieve maximum precision
at 0.4 and 0.5 respectively. The effect of English Word-
Net in identifying Bengali MWEs is noticeable in Table
5. Wordnet::Similarity identifies the maximum number of
MWEs correctly at the cut-off of 0.5. Baldwin et al. (2003)
suggested that WordNet::Similarity measure can be used
to identify Multiword Expression decomposability. This
is once again effective for Bengali MWE identification.
There are also candidates with very low value of similar-
ity between their constituents (e.g., ganer jagat (earth of
song, ‘affectionate of song’)), yet they are discarded from

%http://dsal.uchicago.edu/dictionaries/
biswas-bengali/



Using Semantic Clustering for Detecting. . .

Informatica 38 (2014) 103-113 111

Cut-off Cosine-Similarity Euclidean Distance WordNet::Similarity
P R F P R F P R F
0.6 70.75 | 64.87 | 67.68 | 70.57 | 62.23 | 66.14 | 74.60 | 61.78 | 67.58
0.5 78.56 | 59.45 | 67.74 | 72.97 | 58.79 | 65.12 | 80.90 | 58.75 | 68.06
0.4 73.23 | 56.97 | 64.08 | 79.78 | 53.03 | 63.71 | 75.09 | 52.27 | 61.63

Table 4: Precision, Recall and F-score of three measures (in %) in clustering approach and WordNet::similarity measure.

this experiment because of their low frequency of occur-
rence in the corpus that could not reveal enough evidence
of considering them as MWEs. Whether such an unexpect-
edly low frequent high-decomposable elements warrant an
entry in the lexicon depends on the type of lexicon being
built [4].

9 Discussion

At the beginning of the article, we claimed that the increas-
ing degree of semantic similarity between two constituents
of a candidate bigram indicates the less probability of the
candidate to be a multiword expression. The statistical
methodologies achieve low accuracy because the medium
size corpus fails to unfold significant clue of their occur-
rences to label the non-compositional phrase as MWEs.
We have adopted an approach taking into account the se-
mantic interpretation of MWE that seems to be unconven-
tional in the task of identifying MWEs in any language. In
the experimental results, the semantic clustering approach
outperforms the other systems. However, the clustering al-
gorithm is able to identify those MWEs whose semantics
are fully opaque from the semantics of their constituents
(strictly non-compositional). But MWEs show a contin-
uum spectrum from fully-compositional (e.g., idioms) to
institutionalized phrases (e.g., traffic signal) where high
statistical occurrence is the only clue to identify them as
MWEs. These partial or transparent expressions are not
captured by our system because of the lack of a large size
standard corpus. The presence of the monolingual dictio-
nary is another important criterion to carry out the proposed
approach. It acts as a proxy for an individual noun to cumu-
late the related noun tokens. This algorithm assumes that
every language should possess its own dictionary since it
is the first and fundamental resource used not only for ex-
perimental purposes but also for language generation and
understanding.

10 Conclusion

We hypothesized that sense induction using synonym set
can assist in identifying multiword expressions in Bengali.
We introduced a semi-automated approach to establish the
hypothesis. We compared our results with the baseline sys-
tem and the traditional statistical systems. We have shown
that clustering measure can be an effective measure to en-
hance the extraction task of MWEs. The contributions of

the paper are fourfold: firstly, we provide an efficient way
of clustering noun tokens having similar sense; secondly,
we propose a semantic similarity based approach for iden-
tifying MWEs; thirdly, it a preliminary attempt to recon-
struct a Bengali monolingual dictionary as a standard lex-
ical thesaurus and finally, the present task is a pioneering
step towards the development of Bengali WordNet. At last,
we would like to stress that this entire methodology can
be used to identify MWEs in any other language domain.
In the future, we plan to extend the algorithm to support
all ranges of compositionality of Bengali MWEs. More-
over, we modify the semantic interpretation of MWEs to
enlist partial and compositional phrases as much as pos-
sible. Furthermore, incorporating the Named-Entity rec-
ognizer can help develop a full-fledged MWE identifica-
tion system. Finally, we will make the formatted mono-
lingual dictionary publicly available soon and incorporate
the strictly non-compositional MWEs which rarely occur
in the medium-size corpus into the dictionary so that they
are directly captured from the thesaurus.
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