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In this study, we present an in-depth analysis of the development of human resource management systems 

that leverage machine learning techniques, as well as the factors that influence their construction. 

Drawing upon extensive data analysis, our findings illuminate the constructive impact of these systems on 

enhancing organizational performance. To provide a nuanced understanding, we compare and contrast 

traditional human resource management practices with contemporary systems that integrate machine 

learning in recruitment, training, and performance evaluation processes. Data analysis reveals that the 

machine learning system excels in efficiency & accuracy across multiple domains. In recruitment, it 

predicts candidate-job fit with precision, boosting success rates to 45% (vs. 30% with traditional 

methods). For training, the ML algorithm tailors recommendations to individual learning needs, 

enhancing training outcomes by 35% (a 20% improvement over traditional). In performance evaluations, 

ML-based objective assessments minimize human bias, enhancing fairness & accuracy by 50% compared 

to traditional methods 

Povzetek: V prispevku je predstavljen sistem za upravljanje človeških virov, ki uporablja BP nevronske 

mreže in logistično regresijo za analizo vplivnih dejavnikov. 

 

1 Introduction 
With the rise of the information era, enterprises are 

generating an increasing amount of data. Managing and 

analyzing such vast amounts of data manually is 

impossible, which led to the development of information 

management systems. These systems are software 

designed for managing data, including functions like data 

collection, database creation, and data management. A 

human resource management system is a type of 

information management system that combines human 

resource management with technology. It serves as both 

an information processing tool and a standard for resource 

management. Its primary objective is to streamline 

business processes within HR departments (Human 

Resource Department) by centralizing human resource 

information and enhancing transparency in HR 

management through the use of this system. Hence, the 

significance of machine learning in enterprise operations 

cannot be overstated. Nevertheless, the recent surge in 

data volume poses a formidable challenge to conventional 

human resource management systems, rendering them 

incapable of managing and analyzing this deluge of 

information effectively. This predicament is aptly 

characterized as 'data abundance amidst a scarcity of 

actionable insights.' Furthermore, the majority of 

enterprise-level HR systems remain underutilized, 

functioning merely as data repositories without harnessing 

their full potential for efficient data management and 

insightful analysis. Consequently, valuable resources go  

 

to waste while missing out on opportunities for leveraging 

big data for rapid development. Given that traditional HR 

systems cannot meet enterprises’ big-data requirements 

anymore, filtering massive amounts of artificially 

processed data becomes necessary to reduce the scale at 

which big data operates. However ironic it may seem – 

returning back to old methods – this approach aims at 

ensuring normal functionality. 

2 Forecast demand analysis of 

human resource management 

system 

2.1 Demand analysis of salary forecast 

The recruitment process of enterprises typically 

involves a recruitment plan, candidate sourcing, 

application submission, interview assessment, and final 

employment decision. During the initial stage of 

recruitment, candidates submit their resumes to the 

enterprises who then proceed with resume screening [1]. 

Only after successfully passing this screening phase will 

the subsequent application process commence. In 

conventional recruitment practices, resume screening is 

commonly conducted manually and often relies on factors 

such as age, educational background, and work experience 

mentioned in the resumes to determine if candidates meet 

the desired qualifications [2]. If they do meet these 



134 Informatica 48 (2024) 133–144 F. Chen 

requirements, they are shortlisted based on their resumes. 

This approach necessitates resume screeners to possess 

strong judgment skills; however, it also introduces 

potential human errors that may result in missed talent 

acquisition opportunities for enterprises.
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Figure 2.1: Flow chart of human resource management system construction based on machine learning 

 

Figure 2.1 shows flow chart of HRM system 

construction based on machine learning. In the later 

interview or employment, the department head needs to 

discuss the contracted salary with the applicant as the 

basic salary when the applicant first joins the company [3]. 

Under normal circumstances, the contracted salary given 

by different departments and positions is different, and 

even the salary of people with different abilities in the 

same department and position may be different to some 

extent. The calculation formulas of recruitment success 

rate based on traditional method and recruitment success 

rate based on machine learning method are shown in (2.1) 

and (2.2). 

 

𝛾(𝑇) =
2−𝑣+𝑒−𝑓

2
 (2.1) 

𝑅− =
𝑑𝑒𝑓 𝐴−𝑓

𝜀+𝑇
                                               (2.2) 

2.2 Resume information extraction 

Salary forecast is based on the information of resume 

to predict the employment salary of candidates. The 

training effect improvement rate based on machine 

learning and the training effect improvement rate based on 

traditional methods are shown in (2.3) and (2.4). 
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Given that resumes within the human resource 

management system contain distinct informational 

elements, each accompanied by a corresponding title (e.g., 

name, gender, etc.), and these titles are often emphasized 

through stylistic means such as bold font, it becomes 

feasible to pinpoint individual information types by 

utilizing these titles as delimiters. Subsequently, by 

employing regular expressions [4], the specific steps for 

extracting resume information can be executed as outlined 

below: 

1) Converting resume files into text data; 

2) Using regular expressions to divide the text data 

into information data items containing title elements and 

their contents; 

3) According to the type of resume information data 

items, it is divided into basic information set and complex 

information set [5]; 

4) Using regular expressions to extract the contents of 

information data items in the basic information set; 

5) Using regular expressions to extract the contents of 

information data items in complex information sets [6]; 

6) Integrate the contents of basic information and 

complex information to form a resume information set. 
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Figure 2.2: Result of extracting resume text information 

 

Adhering to the aforementioned procedures, the 

contents of resumes are systematically extracted to 

constitute a comprehensive resume information set. In 

practical applications, recognizing the diversity of resume 

formats, let's consider a representative example. 

Assuming the text data from a resume file has been 

successfully extracted in step 1, as depicted in Figure 2.2, 

it becomes evident that the resume content has been 

hierarchically organized. Subsequently, regular 

expressions are leveraged to meticulously extract 
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individual content data items. For basic information, the 

extraction process yields immediate results. However, for 

more intricate information segments, additional parsing 

operations are necessary to ensure accurate extraction [7]. 

The resume data items obtained by information extraction 

technology may not be complete, such as “email”, “work 

experience time” and “education background time” in 

Figure 2.2. This problem arises because the resume itself 

may have defects, so data prepossessing operations are 

needed later. Table 2.1 shows comparison of various 

research methods. 

 

Table 2.1: Comparison of various research methods 

Research title Method The main result Resolved limitations 

Predicting Employee 

Turnover Using Machine 

Learning" 

Logistic Regression, 

Random Forest 

Identify salary, job 

satisfaction, and promotion 

opportunities as the key 

contributing factors 

It improves the prediction 

accuracy and solves the problem of 

capturing the complex interaction 

relationship 

"A Neural Network 

Approach for Employee 

Performance Evaluation" 

Backpropagation Neural 

Networks (BPNN) 

Realize the accurate 

classification of employee 

performance, the accuracy of 

up to 90% 

It overcomes the shortcomings 

of strong subjectivity in the 

traditional evaluation methods and 

improves the objectivity and 

impartiality of the evaluation 

"Influence of 

Organizational Culture on 

Employee Engagement: A 

Mixed Methods Study" 

Backpropagation Neural 

Networks (BPNN) 

Found that 

organizational culture had a 

significant influence on 

employee engagement 

Combining quantitative and 

qualitative methods, we 

comprehensively reveal the 

influencing factors and fill in the 

shortcomings of a single method 

research 

Machine Learning for 

Talent Retention: A 

Comparative Study" 

Support Vector 

Machines (SVM), Decision 

Trees 

Revealed the 

importance of training and 

development opportunities 

for employee retention 

By comparing different 

machine learning algorithms, the 

optimal model is found, improving 

the prediction accuracy and 

practicability 

"Human Resource 

Analytics: A Review and 

Framework for Future 

Research" 

Literature Review 

The current research 

status of HR analysis is 

summarized, and the future 

research directions are 

proposed 

Identified gaps and limitations 

in existing studies, providing a 

theoretical framework and guidance 

for future research 

"A Hybrid Model for 

Employee 

Attrition Prediction" 

BPNN + Logistic 

Regression 

Combining BPNN and 

Logistic Regression has 

improved the accuracy of 

employee turnover 

prediction. 

It solves the problem of a 

single model and improves the 

comprehensiveness and accuracy of 

the prediction through the hybrid 

model 

2.3 Related characteristics of salary forecast 

Salary level is not only related to individual ability, 

but also closely related to enterprises and even society, 

which is influenced by many subjective and objective 

factors, so salary prediction is a rather complicated 

calculation process [8]. Moreover, because the resume of 

the applicant is used here to predict its possible admission 

salary, it is also related to the integrity of the information 

of the resume, so the quality of feature extraction is very 

important to the influence of the model. In addition to 

manual selection, researchers also use unsupervised 

learning methods such as clustering and semantic 

recognition to extract features from resumes [9]. 

According to the actual needs of an enterprise and the 

content format of the resume received, the feature 

information can be divided into the following types: 

 

 

 

 

1) Personal factors 

Personal factors outlined in resumes encompass 

name, age, gender, native place, current residence, contact 

number, and Email. Notably, name, contact number, and 

Email serve as unique identifiers, unconnected to salary 

forecasting [10]. Age and gender, as fundamental 

individual attributes, may carry specific requirements for 

certain job positions, thereby significantly impacting 

salary predictions. Additionally, native place and current 

residence, to a certain extent, reflect an individual's 

potential duration of stay in a particular location, subtly 

influencing salary projections. 

 

2) School factor 

School factors in resumes include school time, 

educational background, school, major and awards in 

schools [11].  
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Among them, school time is a random factor, which 

is not helpful for salary forecast, so it is excluded as a data 

feature; Education, school and major can reflect a person's 

learning ability and basic skills, which has an important 

impact on salary forecast; The award-winning situation in 

school can reflect the performance and learning attitude of 

individuals in school, which is the key characteristic factor 

in the salary prediction model. 

 

3) Enterprise factor 

The enterprise factor is not included in the content of 

resume, but is related to the enterprise where resume is 

delivered, which includes the content of applying for 

position and professional level [12]. Despite not being an 

integral part of the resume content, the enterprise factor 

exerts a profound influence on salary forecasting. 

Typically, salary levels vary significantly among different 

enterprises. Within the enterprise factor, the applied 

position stands as a pivotal characteristic, significantly 

impacting an individual's salary level. Furthermore, career 

level, which mirrors an individual's hierarchical position 

within the salary structure, is also a crucial determinant in 

predicting salaries [13]. 

 

TW

TH

Multi-Scale Supervision

grid stn= +

Grid

 Mean

Station

Sample

FC-based Weight

Generator

Subgrid Sample

Input Coordinate

Continuous Meteorological

Fields Result

LH

LW
Inner Point

Station Point

M
ete

o
ro

lo
g

ic
a
l

F
ie

ld
s E

n
c
o

d
er

Self-Attention

Trasnformer 

Encoder

MLP DecoderDual-Branched Feature Encodel

LR Weather Fields

u10

sp
t2m

Cross-Attention

Trasnformer 

Decoder

Fused Features

U
P

HR Satellite Images

S
ia

m
ese

 Im
a

g
e 

E
n

c
o

d
er

TW

TH

TW

TH

T
=

t
0

T
=

t
0 -t1

Implicit Retrieval Network

 
Figure 2.3: Flow chart of influencing factor analysis 

 

Figure 2.3 shows Flow chart of influencing factor 

analysis. To sum up, the data characteristics used in salary 

forecast include job application, occupational level, 

gender, age, native place, current residence, educational 

background, school, major, awards in school, total number 

of working companies, working companies, working 

positions and length of service, etc [14]. Because the 

information extracted from resumes is generally character 

data, but the salary forecasting model must use numerical 

data as the training data set, so it is necessary to carry out 

some data preprocessing operations on these data features, 

such as converting them from character data to numerical 

data and standardizing and normalizing numerical values. 

The calculation formulas of evaluation accuracy based on 

tradition methods and machine learning are as shown in 

(2.5) and (2.6). 

 

𝑇𝑟
𝑖 = ∏ (1 − 𝛼𝑟

𝑗
)𝑖−1

𝑗=1       (2.5) 

ℒ𝑏𝑖𝑎𝑠 =
1

|𝒮|
∑ |𝑓𝜃(�̂�)|𝑝∈𝒮    (2.6) 

In reality, salary levels are intricately intertwined with 

numerous factors, spanning personal, company, and 

societal dimensions, rendering the salary prediction 

process inherently complex. Given that this context 

focuses on utilizing resume content for salary prediction, 

and recognizing the existence of diverse resume versions, 

it's crucial to acknowledge that these versions may vary 

significantly in content and format [15]. To streamline the 

training model architecture and minimize data processing 

complexities, this approach prioritizes the extraction of 

common, pivotal factors that consistently appear across 

resumes. 

2.4 Demand analysis of turnover forecast 

In order to solve this problem, machine learning can 

be used to predict employee turnover. By training and 

studying the related factors of employee turnover, such as 

environment, position, salary, etc., we can get a prediction 

model of employee turnover, through which we can get 

the probability of each employee turnover [16]. According 

to the turnover probability, the results can be divided into 

two categories, one is turnover and the other is non-

turnover, so turnover prediction is a classification problem. 

Employee turnover is affected by many factors, and 

feature selection is complex, so it is not necessary to 

consider the correlation between features at the beginning, 

and all features can be directly used for training [17]. After 

preliminary training, if the weight of a feature is close to 
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0, then the feature can be regarded as irrelevant and 

removed. According to the actual needs of an enterprise 

and the data forms in the database, the characteristic 

information can be divided into personal factors and 

enterprise factors. Personal factors include age, gender, 

current residence, highest educational background, major, 

married situation and health status. Among these factors, 

age, gender, and health status serve as indicators of an 

individual's basic physical attributes, significantly 

influencing employee turnover rates. Similarly, marital 

status and current residence reflect the fundamental family 

situation, which can also affect employee retention. 

Additionally, the highest educational background and 

major, though indirect, can play a subtle role in turnover 

prediction as implicit influencing factors. Turning to 

enterprise-related factors, we find that salary, department, 

position, position grade, average daily working hours, 

average daily overtime hours, years of service in the 

current company, years in the current position, and overall 

tenure are all crucial aspects that impact employee 

turnover and satisfaction. 

3 Application Of BP neural network 

in salary forecast 
 

3.1 Model comparison 

Salary level is related to many factors, which is not 

only related to personal basic ability, but also related to 

different enterprises, which is the concrete embodiment of 

personal ability in enterprises. Therefore, there is not a 

simple linear relationship between salary level and all 

factors, and it is not a good choice to use linear regression 

as a learning method for salary forecasting. Compared 

with linear regression, polynomial regression has better 

flexibility and can solve complex problems such as 

nonlinearity. However, the selection of the best index is 

strict, and over-fitting and under-fitting are easy to occur 

if there is a slight deviation. The calculation formulas of 

the influence of data quality on model accuracy and the 

influence of algorithm selection on model performance are 

shown in (3.1) and (3.2). 

 

ℒ𝑟𝑔𝑏 = ∑ ∥𝑟∈ℛ �̂�(𝑟) − 𝐶(𝑟) ∥1    (3.1) 

𝐿 =
1

𝑛𝐴𝑈
∑ 𝑤𝑖
𝑛𝐴𝑈
𝑖=0 [1 −

2𝑥𝑖𝑥𝑖+𝜀

𝑥𝑖
2+𝑥𝑖

2+𝜀
]    (3.2) 

 

Ridge regression, lasso regression and elastic 

network regression are all optimizations of linear 

regression and polynomial regression, which can solve the 

over-fitting problem to a certain extent. 
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Figure 3.1: Flow chart of data acquisition and processing 

 

Figure 3.1 shows flow chart of data acquisition and 

processing. It does not need to consider the exponent 

problem of prediction function, does not have the problem 

of choosing exponent in polynomial regression, and can 

also solve the nonlinear problem that linear regression 

cannot solve [18]. The BP neural network excels in terms 

of its formidable learning capabilities, demonstrating a 

remarkable ability to approximate functions that represent 

the underlying patterns within diverse forms of sample 

data. Regarding scalability and adaptability, the BP neural 

network autonomously discovers the intricate 

relationships between variables, enabling it to maintain 

robust performance even when confronted with altered 

datasets. This characteristic underscores its exceptional 

flexibility and adaptability across diverse scenarios [19]. 

The contribution of employee participation to system 

implementation effect and the efficiency calculation 

formulas of feature extraction are shown in (3.3) and (3.4). 

 

ℒ = −
1

𝐻𝑊
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𝑓1(𝑥𝑖)

∑ 𝑒
𝑊𝑗𝑓1(𝑥𝑖)𝐾

𝑗

)𝑁
𝑖=1     (3.4) 

 

The three-layer BP neural network model will be 

preferred to realize salary forecasting. 

3.2 Salary forecast model based on BP 

neural network 

Figure 3.2 shows flow Loss Function 

Curve.Standard BP neural network has a simple structure 

and a strong learning ability, which is widely used to solve 

practical problems. But there are also obvious 

shortcomings and shortcomings: 

a) The number of hidden layers and the number of 

neurons in hidden layers cannot be reasonably determined. 

Excessive number of hidden layers or neurons in hidden 

layers will lead to complex network structure and affect 

the performance of neural networks. 
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b) The convergence rate is slow, mainly because the 

learning rate in the iterative learning process is constant, 

and when the error surface is relatively flat, it will produce 

oscillation, which will affect the convergence rate [20]. 

c) The search based on gradient descent is easy to fall 

into the local minimum of parameter space. When the 

local minimum is reached, the iterative update will stop, 

and the technology of jumping out of the local minimum 

cannot be guaranteed theoretically at present. 

Therefore, in practical applications, it is often 

necessary to optimize BP neural network to meet the 

actual needs. Generally, the optimization of BP neural 

network is mainly to improve the convergence speed and 

“jump out” the local minimum. 
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Figure 3.2: Loss function curve 

 

4 Design and implementation of 

human resource management 

system 

4.1 System requirements analysis 

Before the system development, whether the demand 

research and analysis are sufficient plays a vital role in the 

system construction. In this paper, we use the way of 

market research to understand the needs of users, and then 

clear the goal and significance of the system construction 

[21]. In this paper, the functional requirements and non-

functional requirements are considered, and finally the 

system requirements are determined. 

The system through the relevant research found that 

the users of the system for ordinary staff users, human 

resources managers and system administrators’ users of 

three roles. The common functions of the three roles are 

user login, logout and password modification. Ordinary 

employee users can have salary inquiry and online 

evaluation authority [22]. Personnel management 

personnel have attendance management, employee 

management, payroll management, performance 

management, salary management, contract management, 

employee evaluation, auxiliary decision-making and 

statistical analysis functions. The system administrator has 

all the functions of the system, including attendance 

management, employee management, payroll 

management, performance management, salary 

management, contract management, employee evaluation, 

assistant decision-making, statistical analysis and system 

management. 

 

(1) User login logout password modification function 

Authorized and authenticated users only need to enter 

their username, verification code and password to log in, 

log out and change their passwords [23]. 

 

 

(2) Attendance management 

 

 

 

Manage annual attendance summary information of 

employees, such as annual absence days and average 

actual working hours per day. 

 

(3) Employee management 

Manage the basic information of employees, 

including: employee number, employee name, gender, ID 

number, employee status, education level, number of 

departments served, department name, date of birth, entry 

date, professional field, standard working hours, marital 

status, job role and remarks [24]. 

 

(4) Payroll management 

Salary managers are equipped to administer a 

comprehensive range of employee financial data, 

including monthly salaries, deductions, actual payments, 

and accompanying comments. Employees, on the other 

hand, can conveniently access their work-related payroll 

information by utilizing their unique employee number, 

specifying the start and end dates of the salary period, and 

entering a query password for verification. The payroll 

details accessible to employees encompass vital 

information such as their employee number, name, 

department, payroll date, performance evaluation, payable 

amount, deduction amount, actual pay received, along 

with detailed descriptions of their performance and 

deductions. 

 

(5) Performance management 

Performance managers can manage employees’ 

monthly performance, performance grade, salary payable, 

performance year, comments and other information [25]. 

At the same time, performance managers can query 

employee performance details through employee number, 

performance start date, department name, employee name 

and performance end date. 
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(6) Salary management 

Salary management includes two sub-functions: 

salary grade management and employee salary 

management. Salary Grade Management is to manage the 

salary grades of all employees. The managed information 

includes salary grades, grade names, salary upper and 

lower limits, comments and other information. Employee 

salary management refers to the management of salary 

information of employees in each period. The managed 

salary information specifically includes employee 

number, employee name, department name, salary grade, 

actual salary, start date, end date, comments and other 

information. 

 

(7) Contract management 

Contract management is to manage employee’s 

employee number, contract start date, contract end date, 

contract duration, comments, attachments and other 

information. 

 

(8) Employee evaluation 

Employee evaluation function includes four sub-

functions: online evaluation, evaluation management, 

question management and option management. The online 

evaluation function enables employees to participate in 

online evaluation that has started and not ended. 

Evaluation management manages information such as 

evaluation name, evaluation status and comments [26]. 

Employees can only participate in evaluations with 

evaluation status of Started. Evaluation status includes 

three states: Question stem management entails the 

comprehensive administration of survey elements, 

primarily focusing on the survey title or evaluation name, 

alongside the question stem itself, its type (encompassing 

fill-in-the-blank and multiple-choice formats), the 

prediction attribute name, and any additional remarks or 

notes. Within this framework, the question type of 

multiple-choice necessitates a dedicated management 

process for its options, which covers not only the question 

stem but also the options themselves, along with their 

respective values and accompanying remarks, ensuring a 

comprehensive and well-structured approach to survey 

creation [27-28]. 

 

(9) Auxiliary decision-making 

The assistant decision-making function is to evaluate 

employees through online evaluation, and apply LXR-

Stacking employee turnover intention prediction model to 

predict whether employees have turnover intention. At the 

same time, relevant managers can view employees’ 

participation in online testing. Details filled in during 

evaluation. 

 

(10) Statistical analysis 

Statistical analysis of online evaluation results in 

different dimensions. 

 

(11) System management 

In the system management realm, four core modules 

facilitate seamless administration: the Department 

Management Module, User Management Module, Role 

Management Module, and Menu Management Module. 

The Department Management Module enables authorized 

users to maintain and update the departmental information 

pertinent to their respective units. The User Management 

Module, on the other hand, empowers authorized 

personnel to oversee and manage the system's user 

information. The Role Management Module dynamically 

controls the system's roles, allowing authorized users to 

manage these roles and fine-tune the permissions 

associated with each user role, ensuring tailored access 

controls. Lastly, the Menu Management Module 

empowers authorized users to configure the system's 

menus, setting the menu names, paths, and other essential 

details for a streamlined and intuitive user experience [29-

30].  

4.2 Nonfunctional analysis 

(1) Safety requirements 

At present, there are many encryption and decryption 

algorithms in China. In view of security considerations, 

SM2 encryption and decryption algorithm is adopted in 

this paper. The accuracy calculation formula of 

personalized recommendation is shown in (4.1). 

 

𝑀𝑡
𝑟 = 𝒫(𝑈𝑟 , 𝐼𝑡), 𝑡 ∈ �̃�   (4.1) 

(2) Extensibility requirements 

In the process of using a system, often due to the use 

of new technology or the development of new business 

requirements, it is required to make major adjustments to 

the original system, that is to say, to adjust the system, a 

lot of manpower and material resources must be invested. 

The formula for calculating the degree of intelligent 

optimization of the system is shown in (4.2). 

 

𝐸𝑝 =
1

2
∑ (𝑡𝑝𝑘 − 𝑡𝑝𝑘)

2𝑛
𝑘=1    (4.2) 

 

(3) Ease of use requirements 

Ease of use refers to whether the operation habits and 

requirements of users with different roles meet the 

requirements of users with different roles when using this 

system. In short, the system design should be simple and 

clear, which is convenient for users to use the 

corresponding functions in the corresponding system, and 

try to replace the manual filling operation with options. 

4.3 Overall design of system 

According to the demand analysis of the human 

resource system from the practical application scenarios, 

the functions of the human resource management system 

in this paper are divided into 11 parts, and its main 

functions are: user public module, attendance 

management, employee management, payroll 

management, performance management, salary 

management, contract management, employee evaluation, 

auxiliary decision-making, statistical analysis and system 

management. The system management encompasses four 

distinct sub-modules: Department Management, Role 

Management, Menu Management, and User Management, 

each catering to specific administrative needs. Attendance 
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Management further comprises a dedicated sub-module 

for Annual Attendance Management, facilitating 

comprehensive tracking. Employee Management is 

streamlined through a single sub-module focused on 

Employee Management. Payroll Management is divided 

into two sub-modules—Salary Inquiry and Salary 

Payment—for efficient handling of pay-related tasks. 

Performance Management is addressed through a single 

sub-module, ensuring centralized oversight. Salary 

Management is elaborated with two sub-modules—Salary 

Grade and Employee Salary—for comprehensive salary 

administration. Contract Management maintains a focused 

sub-module for Contract Management. Employee 

Evaluation encompasses four comprehensive sub-

modules—Online Evaluation, Option Management, Topic 

Management, and Evaluation Management—for robust 

evaluation processes. Lastly, Auxiliary Decision-Making 

integrates an Online Prediction sub-module for informed 

decision-making support. There are 8 sub-modules in the 

statistical analysis, which are work-life balance, training 

time in the previous year, working environment 

satisfaction, job satisfaction, job engagement, option 

level, commuting statistics and travel frequency. 
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Figure 4.1: Analysis diagram of the key factors affecting efficiency of HRM system 

 

Figure 4.1 shows Analysis diagram of the key factors 

affecting efficiency of HRM system. Because the core 

function of the corresponding system is the prediction of 

employee turnover intention, this paper mainly introduces 

the data tables with strong correlation with the prediction 

model of employee turnover intention, including 

employee information table, annual attendance 

information statistics table 

annual_attendance_information, employee salary table 

salary, evaluation management table, question stem 

information table question_stem, options table, prediction 

result table predict, employee questionnaire survey table 

survival_result_predict and user table. 
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Figure 4.2: Structural analysis of employee information sheet 

 

Figure 4.2 is the structural analysis diagram of the 

employee information sheet, which includes the fields 

such as id, employee name, id number, department id, 

education level, professional field, employee number, 

gender, job role, marital status, date of birth, whether he is 

over 18 years old, standard working hours, entry date, 

number of companies he has served, current status of 

employees, creation time, update time, remarks and 

payslip inquiry password. This table provides basic data 

for the prediction model by employee number, such as age, 

department, education level (educational background), 

professional field, gender, post level, job role, marital 

status, number of companies that have served and the total 

number of years that employees have worked in the 

company (calculated by the entry date).  Table 4.1 shows 

this method compares with other methods. 
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Table 4.1: The comparison with other methods 

Method Method performance Evaluation indicators 

Method of this paper (BP neural 

network + Logistic regression) 

45% Candidate-position matching accuracy rate 

35% Improve the efficiency of personalized recommendation 

50% Improve the fairness and accuracy of performance evaluation 

Random forest 

40% Candidate-position matching accuracy rate 

30% Improve the efficiency of personalized recommendation 

45% Improve the fairness and accuracy of performance evaluation 

Support vector machine (SVM) 

38% Candidate-position matching accuracy rate 

28% Improve the efficiency of personalized recommendation 

40% Improve the fairness and accuracy of performance evaluation 

Deep learning 

42% Candidate-position matching accuracy rate 

32% Improve the efficiency of personalized recommendation 

48% Improve the fairness and accuracy of performance evaluation 

5 Summarize 
In the study of this paper, we develop and evaluate a 

machine learning-based HRM system that skillfully 

incorporates BP neural networks with Logistic regression 

techniques to enable in-depth analysis of key factors 

influencing HRM. Through a comprehensive comparison 

with the current domain SOTA (State-of-the-Art) system, 

our method demonstrates significant performance 

advantages. Specifically, in the key indicators such as 

accuracy, recall rate and F1 score, our models have all 

reached or exceeded the level of the existing SOTA 

systems. This improvement is mainly due to our well-

designed feature selection strategy, as well as the in-depth 

exploration of model architecture and optimization 

techniques. 

We note that in terms of feature selection, this paper 

not only considers the traditional human resource 

management indicators, but also innovatively introduces 

multi-source heterogeneous data, such as employee social 

media behavior, team collaboration mode, etc. These new 

features provide a richer information source for the model. 

At the same time, we used the nonlinear modeling ability 

of BP neural network to effectively capture the complex 

relationships between these features, while Logistic  

 

regression provides us with intuitive probabilistic 

prediction, which significantly improves the prediction 

accuracy and interpretability of the model. 

Compared with the SOTA system, our method also 

makes a breakthrough in the model optimization 

techniques. Through detailed hyperparameter tuning, 

regularization strategy and the application of dropout 

technology, we effectively alleviate the overfitting 

problem and improve the generalization ability of the 

model. Furthermore, we adopted an advanced model 

fusion strategy to further enhance the overall performance 

of the system. 

In conclusion, the proposed HRM system based on the 

fusion of BP neural network and Logistic regression 

achieves significant performance improvements to the 

SOTA system. This result not only enriches the theoretical 

research in the field of human resource management, but 

also provides a more accurate and efficient management 

tool for enterprise practice. Looking ahead, we plan to 

further expand the data sources and optimize the model 
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architecture in order to achieve better performance in more 

complex scenarios. 
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