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This paper presents a high-performance web search system leveraging big data technology. Utilizing a 

heterogeneous architecture and a parallel distributed computing model based on the MapReduce 

framework, the system significantly enhances efficiency, scalability, and reliability. The design includes a 

storage management scheme that integrates cloud storage and grid computing technologies, facilitating 

efficient storage and rapid access to large-scale data. Key components such as an inverted index structure, 

vector space model, and semantic analysis models are employed to implement functionalities across the 

data, logic, and display layers. An experimental environment was set up on the Microsoft Azure cloud 

platform using the Common Crawl dataset for testing. Performance evaluation, based on metrics 

including response time, accuracy, and stability, demonstrates the system's superior performance 

compared to two existing systems, thereby validating its effectiveness. 

Povzetek: Predstavljen je sistem spletnega iskanja, ki temelji na tehnologiji obdelave velikih podatkov. S 

kombinacijo heterogene arhitekture in vzporedno porazdeljenih modelov računalništva, zasnovanih na 

ogrodju MapReduce, sistem dosega boljše razultate kot primerjani. 

 

1   Introduction 
With the development of the Internet and the generation 

of big data, the web search system has become an 

important way for people to obtain information [1]. The 

function of web search system is to retrieve relevant 

information from the huge amount of web data according 

to the user's query and present it to the user in a suitable 

form. Web search system involves knowledge and 

technology from several fields, such as IS, NLP, ML, 

distributed computing, etc., which is a highly 

comprehensive discipline [2]. 

However, the existing web search system faces 

challenges such as huge data volume, uneven data 

distribution, and dynamic data changes. First, with the 

increasing number of Internet users and contents, web data 

shows explosive growth, which brings huge storage and 

processing pressure to the web search system [3]. Second, 

network data are distributed in different geographic 

locations and servers, bringing complex communication 

and coordination problems to the web search system. 

Again, network data is highly dynamic and diverse, 

bringing real-time and accuracy requirements to the 

network search system. In recent years, the volume of 

network data, the diversity of network data, and the 

complexity of network data distribution have increased 

rapidly in the ring, as shown in Figure 1 [4]. 

These challenges have led to the problems of 

inefficient search, poor search quality, and waste of search 

resources in existing web search systems. For example, 

existing Web search systems may not be able to respond 

to user queries in a timely manner, or return results that do  

 

 

not match user needs, or consume excessive 

computational and network resources [5]. 

High-performance search system is a technology 

based on computer big data, which can improve the 

efficiency, quality, and intelligence of search with the 

advantages of fast retrieval, scalability, and personalized 

service [6]. This paper aims to facilitate the realization of 

high-performance computing search system through 

computer big data. The research significance of this paper 

has two main aspects: first, for the field of network search, 

this paper proposes a network search system based on 

high-performance computing, which can effectively 

improve the efficiency and quality of network search, 

satisfy the diversified needs of users, and promote the 

sharing and utilization of network information; second, for 

the field of high-performance computing, this paper 

explores a method of applying high-performance 

computing technology to network search, which can 

expand the application scope and value of high-

performance computing and promote the development and 

innovation of high-performance computing [7]. 

2   Related work 
The high-performance computing network search system 

based on computer big data is a system that utilizes big 

data technology and high-performance computing 

technology to provide users with fast, accurate, and 

intelligent network information retrieval services. The 

system involves many fields, such as computer 

architecture, parallel computing, distributed computing, 

storage system, cloud computing, grid computing, 

information retrieval, natural language processing, 
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machine learning, etc. [8]. These fields need to be 

developed in concert to promote the progress of network 

search system. However, the high-performance computing 

network search system based on computer big data also 

faces the challenge of storing and processing massive data, 

and needs to take into account the characteristics of data 

scale, complexity, dynamics, heterogeneity, and the needs 

of data security, reliability, and availability [9]. To this 

end, this paper proposes a high-performance computing 

network search system architecture based on computer big 

data, which adopts a heterogeneous architecture and a 

parallel distributed computing model to improve the 

efficiency, scalability and reliability of the system, and 

designs a storage management scheme based on cloud 

storage and grid computing technology, which takes 

advantage of the elasticity and low-cost characteristics of 

cloud storage, and the resource sharing and collaboration 

of grid computing characteristics, realizing the effective 

storage and fast access of massive data [10]. 
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Figure 1: The change and growth of network data in recent years. 

 

2.1 High-performance computing 

technologies 
High-performance computing technology is a technology 

that utilizes the power of supercomputers or clusters of 

computers to solve complex problems requiring large 

amounts of computation, processing large amounts of data 

and solving today's most complex computational 

problems in real time or near real time. High-performance 

computing technology utilizes massively parallel 

computing, computer clusters, and high-performance 

components to increase computational speed and 

performance [11]. The relationship between HPC 

technology and cloud computing is that cloud computing 

provides a faster, scalable, and more cost-effective way 

for HPC, namely HPC-as-a-Service, which allows users to 

pay for on-demand, pay-as-you-go access to HPC 

resources and services hosted in the data centers of cloud 

service providers. High-performance computing 

technology has a wide range of application areas, 

especially in the field of artificial intelligence, such as 

machine learning and deep learning, which can help us 

achieve innovations and breakthroughs in areas such as 

healthcare, genomics, life sciences, financial services, 

government and defense, and energy. The principle of 

high-performance computing is to improve the 

performance and efficiency of computer systems by 

utilizing parallel computing, distributed computing, cloud 

computing and other methods [12]. 

The performance of parallel computing can be 

measured in terms of the acceleration ratio, which is 

usually defined as the ratio of the execution times of a task 

when they are run on a parallel system and a serial system 

is called the acceleration ratio. The maximum value of the 

acceleration ratio is determined by the parallelism of the 

model, i.e., how many subtasks the task can be 

decomposed into that can be executed simultaneously can 

be estimated using Amdahl's law, as shown in Eq. (1) [13]. 

1

(1 )

S
p

p
n

=

− +
 (1) 

Where S is the speedup ratio, p is the proportion of 

code that can be parallelized, and n is the number of 

processors [14]. 

Distributed computing can utilize the communication 

and coordination mechanisms of the network to achieve 

distributed storage and processing of data and improve the 

scalability and fault tolerance of the system. The 

performance of distributed computing can be measured in 

terms of the scaling acceleration ratio, which is usually 

defined as the amount of computation that can be 

accomplished in the same amount of time as the basic task 
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if the computational resources and memory are doubled 

[15]. The scale-up ratio can be measured using the 

Gustafson-Barsis law, which reflects the degree of 

parallelization of the model, i.e., how many parallel 

subtasks the task can be divided into. The extended 

acceleration ratio can be estimated using the Gustafson-

Barsis law as shown in Eq. (2) [16]. 

(1 )*S n n p= + −  (2) 

Where S is the scaling acceleration ratio, p is the 

proportion of code that can be parallelized, and n is the 

number of processors 

Cloud computing refers to the use of elastic, scalable 

and secure computing resources provided by cloud service 

providers to provide users with on-demand, pay-as-you-

go high-performance computing services. Cloud 

computing can utilize technologies such as virtualization, 

containerization and microservices to achieve dynamic 

adjustment and optimization of resources and reduce 

system cost and complexity [17]. 

 

2.2 Web search system 
The search engine system consists of three modules, 

namely, the web crawler Spider, the database module 

Database, and the front-end module frontend. The three 

modules transmit data to each other through three 

channels: Spider sends web page information to Database, 

Database returns crawling status to Spider, and frontend 

sends query requests to Database and receives query 

results [18]. The following describes the functions and 

structures of these three modules and three channels 

respectively. Spider: Spider crawls web page information 

from the Internet according to certain strategies and rules 

and converts it into a unified format, such as HTML or 

XML. Spider sends the crawled web page information to 

Database for storage and indexing through channel 1 and 

receives the crawling status returned by Database through 

channel 2, and receives the query results from frontend. 

Spider sends the crawled web page information to 

Database through channel 1 for storage and indexing, and 

receives the crawling status returned by Database through 

channel 2, such as success or failure. The structure of 

Spider is shown in Figure 2 [19]. 

 
Figure 2: Web crawler. 

 

 
Figure 3: Database module. 

 

 
Figure 4: Front-end module. 
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Database consists of Storage submodule and Index 

submodule. Storage stores the web page information sent 

by Spider in a certain format in the hard disk or memory, 

such as inverted index or forward index. Index retrieves 

the relevant web page information from Storage according 

to the query request sent by frontend and returns it to 

frontend according to a certain sorting algorithm, such as 

pagerank or BM25. Database receives the web page 

information sent by Spider through channel 1 and returns 

the crawling status through channel 2. Database receives 

the query request sent by frontend through channel 3 and 

returns the query result through channel 3. The structure 

of Database is shown in Figure 3 [20]. 

Frontend interacts with the user, receives the query 

request from the user and sends the query request to 

Database through channel 3. The structure of frontend is 

shown in Figure 4 [21]. 

The specific research results are summarized in Table 

1. The above table summarizes the comparative analysis 

of four different approaches used in high-performance 

computing network search systems. Each method is 

evaluated based on key performance indicators: the 

performance speedup, which measures the efficiency gain 

over a sequential system; storage efficiency, indicating the 

effectiveness of data storage and management; and query 

accuracy, reflecting the precision of search results. 

Hadoop MapReduce, while providing high availability 

and robustness, struggles with complex queries. Spark 

offers good scalability but comes with increased storage 

costs due to its reliance on in-memory processing. 

ElasticSearch excels in query speed but achieves only 

average accuracy. In contrast, the proposed HPC-

GridSearch method combines high scalability, efficient 

and cost-effective storage, and superior query accuracy, 

thereby addressing the limitations of existing technologies 

and offering a more comprehensive solution for high-

performance computing network search systems. 

 
 

Table 1: Summary of research results. 

Method/Research 
Key Performance 

Speedup 

Storage 

Efficiency 

Query 

Accuracy 
Remarks 

Hadoop 

MapReduce 
2.5x 80% 90% 

High availability, but performs 

poorly on complex queries 

Spark 3.0x 75% 88% 
Good scalability, but higher 

storage costs 

ElasticSearch 2.8x 82% 89% 
Higher query speed, but average 

accuracy 

HPC-GridSearch 3.5x 90% 95% 
High scalability, low storage 

costs, and high query accuracy 

 

To further substantiate our research, we draw upon 

previous work in the domain of trust inference and 

heuristic approaches to scheduling. Fan et al. introduced a 

novel trust inference framework for web-based scenarios, 

leveraging social networks and the web of trust to enhance 

trustworthiness assessments in online environments [22]. 

Their heuristic approach provides a robust foundation for 

understanding trust dynamics, which is particularly 

relevant for our study in ensuring the reliability and 

integrity of data in high-performance computing network 

search systems. Additionally, Mockus proposed a 

Bayesian heuristic approach to scheduling, which 

optimizes resource allocation and task scheduling by 

incorporating probabilistic models [23]. This approach 

can be adapted to enhance the efficiency and scalability of 

our system, ensuring that tasks are scheduled effectively 

to maximize performance and minimize resource wastage. 

Both studies underscore the importance of leveraging 

heuristic and probabilistic methods to improve system 

performance and reliability in complex computing 

environments. 

3. Construction of high-performance 

computing web search system 

3.1 Design principles 
In order to improve the efficiency and quality of network 

search, this paper designs and implements a high-

performance computing network search system. 

Heterogeneous Architecture: this paper uses 

heterogeneous architecture, i.e., different types of 

processors are used to perform different types of tasks, 

thus improving the performance and efficiency of the 

system. Gas pedals such as GPU, FPGA and ARM are 

used in this paper to accelerate the processes such as data 

storage, processing and presentation. In this paper, the 

following formula is used to calculate the performance 

improvement ratio of heterogeneous architecture as shown 

in Eq. (3) [22]. 
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Where P  is the performance improvement ratio, n is 

the number of processor types, 
iT  is the time required to 

perform all the tasks using a single type of processor, and 

iS  is the speedup ratio obtained by using the ith type of 

processor to perform the corresponding task [23]. 
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Parallel Distributed Computing Model: this paper 

adopts the parallel distributed computing model, i.e., a 

large-scale problem is decomposed into multiple sub-

problems and assigned to different nodes for parallel 

processing, and then the results are summarized to get the 

final answer. In this paper, mapreduce framework is used 

to realize the distributed storage of data and parallel 

computing. In this paper, the following formula is used to 

calculate the acceleration ratio of the parallel distributed 

computing model as shown in Eq. (4) [24]. 

1

p c m

T
S

T T T
=

+ +
 (4) 

Where S  is the speedup ratio, 
1T  is the time required 

to perform all the tasks using a single node, 
pT  is the time 

required to perform their respective tasks using p nodes, 

cT  is the time required for inter-node communication, and 

mT  is the time required to merge the results [25]. 

Storage Management Scheme Based on Cloud 

Storage and Grid Computing Technology: In this paper, 

we design a storage management scheme based on cloud 

storage and grid computing technology, i.e., uploading 

web page information and inverted index structure in the 

form of binary files to the cloud, and utilizing grid 

computing technology to realize the sharing and 

collaboration of resources, so as to realize the effective 

storage of huge amount of data and fast access. In this 

paper, the following formula is used to calculate the 

storage efficiency of the storage management scheme 

based on cloud storage and grid computing technology as 

shown in Eq. (5) [26]. 

N
E

S
=  (5) 

Where E is the storage efficiency, N is the amount of 

data and S is the storage space. 

 

3.2 Architecture 
This paper adopts a distributed parallel architecture, where 

the data layer, logic layer and display layer are distributed 

on different nodes, and mapreduce framework is used to 

realize parallel computing. The architecture of the HPC 

web search system used in this paper is shown in Figure 5 

[27]. 

 

 
Figure 5: Architecture of high-performance web search system. 

 

The specific algorithm flowchart is shown in Table 

2. This pseudocode describes a simple MapReduce 

process for processing text data in multiple HTML files 

and counting the number of occurrences of each word. 

First, the data is read from the specified HTML file and 

broken up into smaller chunks, then the words are read line 

by line and broken up to create a list of words and their 

count of 1. Next, in the shuffle phase, this list is 

partitioned, sorted, and combined so that all items with the 

same key (i.e., word) are grouped together. In the reduce 

phase, the program iterates through the grouped data, 

calculating the total number of occurrences of each word. 

The program then receives user queries and retrieves 

results from the aggregated data based on the queries. 

Finally, the results are displayed to the user. The whole 

process is done in a `main` function, simplifying the 

structure and maintaining clarity of the individual 

processing steps. 

 

3.3 Technical programs 
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In this paper, mapreduce framework, inverted index 

structure, vector space model, and semantic analysis 

model are used to build a high-performance computing 

web search system based on computer big data. 

In this paper, we use mapreduce framework to realize 

the functions of building a backward index at the data 

layer a2nd merging the retrieval results at the logic layer. 

Mapreduce is a distributed parallel computing framework 

that decomposes a large-scale task into multiple small-

scale subtasks and executes them on multiple nodes at the 

same time. The mapreduce framework consists of two 

phases, namely, Map and Reduce phases. The Map phase 

is responsible for dividing the input data into key-value 

pairs and performing certain processing on each key-value 

pair; the Reduce phase is responsible for merging key-

value pairs with the same key and outputting the final 

result. 

Table 2: Algorithm flowchart. 

    # Data Layer 

    input_files = ["webpage1.html", "webpage2.html", 

"webpageN.html"] 

    intermediate_data = [] 

     

    for file in input_files: 

        for block in split_file(file): 

            data = read_block(block) 

            for line in data: 

                for word in split(line): 

                    intermediate_data.append((word, 1)) 

     

    # Shuffle Phase 

    partitioned_data = 

partition_intermediate_data(intermediate_data) 

    sorted_data = sort(partitioned_data) 

    combined_data = combine(sorted_data) 

     

    # Reduce Tasks 

    reduced_data = {} 

    for word, counts in combined_data: 

        reduced_data[word] = sum(counts) 

     

    # Logic Layer 

    query = get_user_query() 

    results = retrieve_results(reduced_data, query) 

     

    # Display Layer 

    present_results(results) 

 

This paper utilizes a backward index structure to 

store and manage web page information and assigns a 

unique number to each web page information. A backward 

index is a data structure that takes each word or phrase as 

an index item and records the number and location of all 

documents that contain the word or phrase. An inverted 

index can effectively support keyword queries, i.e., based 

on the keyword entered by the user, it can quickly find out 

all the documents that contain the keyword. Vector space 

model: Vector space model is an information retrieval 

model that represents each document and query as a vector 

and uses the similarity between the vectors to measure the 

relevance between documents and queries. Vector space 

model can effectively support semantic query, i.e., 

according to the semantics input by the user, find out all 

the documents that are most relevant to the semantics. In 

this paper, we use the vector space model to implement 

the semantic analysis function at the logical level and 

compute a weight vector for each document and query 

[28]. 

A semantic analysis model is a natural language 

processing model that understands the natural language 

entered by the user and converts it into a standardized 

form, such as a logical expression or SQL statement. 

Semantic analysis models can effectively support complex 

queries such as those with conditions, sorting, aggregation 

and other operations. In this paper, semantic analysis 

model is used to implement the complex query function at 

the logical layer and generate a corresponding SQL 

statement for each natural language query. In this paper, a 

neural network-based sequence-to-sequence model is used 

to implement the semantic analysis model, i.e., an encoder 

is used to encode the natural language query as a hidden 

state vector, and a decoder is used to decode the hidden 

state vector as a SQL statement, and an attentional 

mechanism is used to enhance the information transfer 

between the encoder and decoder, i.e., based on the 

symbols of the decoder's current output, the most relevant 

of the encoder's output states are selected. The most 

relevant part of the encoder's output state for weighted 

average as decoding [29]. 

The encoder used in this paper is a bi-directional 

LSTM model, as shown in Eq. (6) to (8). 

[ ; ]i i ih overrightarrowh overleftarrowh=  (6) 

1( , )i i ioverrightarrowh f overrightarrowh q−=  (7) 

1( , )i i ioverleftarrowh f overleftarrowh q+=  (8) 

The model also uses an attention mechanism, where 

ct is a weighted average encoder hidden state vector for 

representing the part of the natural language query that the 

current output symbol is concerned with, alphati,j is an 

attention weight for representing the importance of the ith 

encoder hidden state vector to the current output symbol, 

et,i is an alignment score to measure the similarity between 

the decoder's current hidden state vector ht and the ith 

encoder's hidden state vector hi, and a(cdot) is an attention 

function, which can be realized by multilayer perceptron 

or dot product, etc. The specific formulas are shown in Eq. 

(9) to (11). 

1 ,

m

t i t i ic sum alpha h==  (9) 

,,

, 1
t jt i ee m

t i jalpha frace sum e==  (10) 

, ( , )t i t ie a h h=  (11) 

3.4 Experimental environment 
The experimental environment in this paper is based on 

the Microsoft Azure cloud platform, which includes three 

resources, namely virtual machines, storage services and 

network services, to build a three-tier architecture for HPC 

web search systems. Specifically: the data layer consists 

of 10 Standard_d4s_v3 vms, which are responsible for 

storing and managing web page information and inverted 

index structures. The logical layer consists of 20 

Standard_f8s_v2 virtual machines, which are responsible 
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for processing and retrieving user query requests. The 

presentation tier consists of 2 Standard_B2s vms, which 

are responsible for interacting with users and presenting 

results. The storage service uses Azure Blob Storage, 

which provides efficient, reliable, and secure storage and 

can give read and write operations to the data tier. The 

network service is used to connect all the virtual machines 

to the Internet, and it uses two services, Azure Virtual 

Network and Azure VPN Gateway. Azure Virtual 

Network creates a private virtual network that connects all 

the virtual machines together and is configured with 

features such as security groups and load balancing. Azure 

VPN Gateway creates a public VPN gateway that 

connects the virtual network to the Internet and is 

available to the presentation layer for access control. The 

specific configuration is shown in Table 3. 

In order to demonstrate the advantages of the 

proposed system in more detail, we provide specific 

specifications in terms of hardware and software 

configurations with traditional systems and another 

heterogeneous system. In our experiments, our system was 

run on a server equipped with an Intel Xeon E5-2690 v4 

processor, 128GB RAM, and a solid-state drive (SSD), 

operating system Linux Ubuntu 18.04 LTS, and database 

management using Apache Cassandra. In contrast, 

traditional systems are deployed on similarly configured 

machines, but with traditional MySQL databases. Another 

heterogeneous system runs under the same conditions, but 

with the NoSQL database MongoDB. 

Table 3: Specific configuration of the experimental platform. 

Resource (such as 

manpower or 

tourism) 

Typology Quantities Configure Functionality 

Virtual machine Standard_d4s_v3 10 

4 vcpu, 16 

GB RAM, 

200 GB SSD 

Storage layer nodes that store and 

manage web page information and 

inverted index structures 

Virtual machine Standard_f8s_v2 20 

8 vcpu, 16 

GB RAM, 

32 GB SSD 

Logical layer node that processes 

and retrieves user query requests 

Virtual machine Standard_b2s 2 

2 vcpu, 4 GB 

RAM, 64 

GB HDD 

Presentation layer nodes to interact 

with users and present results 

Storage Services Azure Blob Storage 1 - 

Binary file storing web page 

information and inverted index 

structure 

Internet service 
Azure Virtual 

Network 
1 - 

Create a private virtual network to 

connect all the vms together 

Internet service Azure VPN Gateway 1 - 

Create a public VPN gateway to 

connect the virtual network to the 

Internet 

 

3.5 Data sets 
In this paper, we use Common Crawl as a dataset, which 

is an open-source web information crawling project that 

crawls billions of web pages from the Internet on a regular 

basis and makes them available to the public for free 

download and use. In this paper, a dataset for the month of 

January 2023 is selected from Common Crawl, which 

contains information about 3 billion web pages and 

occupies about 300 TB of storage space. After 

preprocessing, the dataset occupies about 100 TB of 

storage space and is divided into 10 subsets, which are 

uploaded to Azure Blob Storage and provided to 10 

storage nodes for storage and management. The details of 

the dataset are shown in Table 4. 

 

 

 

To reduce the size of the Common Crawl dataset 

from 300 TB to 100 TB, we employed a variety of data 

preprocessing techniques. Specifically, we implemented 

methods such as data cleansing, deduplication, and 

selective filtering. First, data cleansing removes things 

like error records, corrupted data fragments, or obviously 

illogical information from log files. Second, the 

deduplication step helps us remove duplicate web content, 

which is common in large datasets like Common Crawl. 

Finally, selective filtering focused on retaining the most 

critical and valuable content for web search evaluation, 

such as pages with high frequency of common query 
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terms, while eliminating data that was less visited or less 

relevant to the topic. 

 

Table 4: Details of the data set. 

 

Numbe

r of 

pages 

Storag

e 

space 

Storage 

space after 

preprocessi

ng 

Subset 

numbe

r 

Commo

n 

Crawl 

Januar

y 2023 

About 

3 

billion 

Appro

x. 300 

TB 

Approx. 100 

TB 
Ten. 

 

Although this series of preprocessing steps 

effectively reduces the volume of the data set, there are 

trade-offs. For example, deduplication may lose 

information that is repetitive but of unique value in 

different contexts, while selective filtering may improve 

the relevance of the data, but may also exclude marginal 

cases or rare patterns that in some cases may be an integral 

part of the study. Therefore, while enjoying the 

convenience of smaller, more refined data sets, you need 

to be aware of the potential risk of information loss and 

consider these factors in your analysis. 

 

3.6 Assessment of indicators 
The experimental metrics in this paper are response time, 

accuracy and stability and they are: 

Response time: the time between the user inputting a 

query and the system returning the result, expressed in 

milliseconds. Accuracy rate: the degree of agreement 

between the results returned by the system and the results 

expected by the user, expressed as a percentage. In this 

paper, we calculate the average accuracy rate and the 

minimum accuracy rate of all queries. In this paper, we 

determine the user's expected results by manual 

annotation, i.e., we let volunteers annotate the query 

requests, give the relevant document numbers and sorting 

order, and compare them with the system results. 

Stability: how well a system operates under different 

loads and environments, expressed in percentages and 

seconds. In this paper, it refers to calculating the 

probability of system failure and recovery time. In this 

paper, we simulate the system failure by using fault 

injection method, i.e., randomly shutting down or 

restarting the virtual machine and observing the system 

state, recording the failure and recovery time. 

To further enhance the mathematical rigour of the 

paper, theoretical proofs directly related to the 

experimental results are provided. Taking speedup as an 

example, we use Amdahl's law to estimate the potential 

performance improvement of the system in parallel 

computing, this is shown in Equation 12. 

1

(1 )

S
p

p
n

=

− +
 (12) 

Where S is the speedup ratio, p is the proportion of 

code that can be parallelized, and n is the number of 

processors. Through the experimental data, we find that 

the speedup ratio of our system reaches 3.5x under the 

condition of 10 million records, which is much higher than 

1.5x of traditional system and 2.8x of heterogeneous 

system. This result is verified by theoretical calculation 

and shows the high efficiency of this system in large-scale 

data processing 

Similarly, in terms of storage efficiency, we applied 

the advantages of cloud storage and grid computing 

technologies to design an elastic and low-cost storage 

management solution. By combining formula calculation 

and experimental verification, we show that the storage 

efficiency of this system reaches 90%, compared with 

75% and 82% for traditional system and heterogeneous 

system respectively. These theoretical derivations not only 

support the experimental findings, but also provide a solid 

mathematical basis for improving the performance of the 

system. 

4   Experimental results and analysis 
This paper implements a high-performance computing 

network search system based on computer big data, which 

utilizes a heterogeneous architecture and parallel 

distributed computing model to improve the efficiency, 

scalability and reliability of the system, and designs a 

storage management scheme based on cloud storage and 

grid computing technology, which utilizes the elasticity 

and low-cost features of cloud storage and the resource 

sharing and collaboration features of grid computing to 

realize the effective storage and fast access of massive 

data. In this paper, we built an experimental environment 

on the Microsoft Azure cloud platform and used virtual 

machines with different configurations to build a three-tier 

architecture of the high-performance computing network 

search system, including the storage layer, the logic layer, 

and the display layer, and we used three indicators, 

namely, response time, accuracy, and stability, to evaluate 

the performance of the system, and compared it with other 

systems to verify the validity and advantages of the 

method in this paper. . 

In this paper, three different scenarios are selected to 

test the performance of the system, which are: 

Scenario 1: Users enter simple keyword queries, such 

as "apple", "soccer", "China", etc., the system returns 

relevant web page information, and sorted according to 

relevance. 

Scenario 2: Users enter complex natural language 

queries such as "What is the latest Apple product?", 

"Where will the 2023 World Cup soccer tournament be 

held?" and "How many provinces are there in China?" etc. 

The system returns relevant webpage information and 

sorts them according to relevance. 

Scenario 3: The user inputs queries in different 

languages, such as "apple", "fútbol", "China", etc., and the 

system returns relevant web pages and sorts them 

according to their relevance. The system returns relevant 

web pages and sorts them according to their relevance. 

This paper compares the high-performance 

computing web search system (hereafter referred to as this 

system) implemented in this paper with two other systems, 

namely: 
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System 1: A web search system based on a traditional 

x86 architecture and a single-computer computing model 

(hereafter referred to as the traditional system), which uses 

a single virtual machine to host all functions, including 

storage, processing, and presentation. 

System 2: A web search system based on a 

heterogeneous architecture and a parallel distributed 

computing model (hereafter referred to as heterogeneous 

system), which uses different configurations of virtual 

machines to build a three-tier architecture but does not use 

cloud storage and grid computing techniques. 

This paper uses a dataset of 1000 query requests for 

experiments, each of which is manually labeled with the 

relevant document number and sort order. In this paper, 10 

experiments were conducted for each system in each 

scenario and the mean and standard deviation were 

calculated. The experimental results are shown in Table 5. 

Table 5: Experimental results. 

Take Systems 
Response time 

(sec) 
Accuracy (%) Accuracy (%) 

Recovery time 

(seconds) 

"one" radical 

in Chinese 

characters 

(Kangxi 

radical 1) 

This system 

0.23 (average) 

0.35 

(maximum) 

95.6 (average) 

93.2 (minimum) 
0.2 3.2 

"one" radical 

in Chinese 

characters 

(Kangxi 

radical 1) 

Legacy system 
1.56 (average) 

2.13 (max) 

88.4 (average) 

85.7 (minimum) 
1.8 12.4 

"one" radical 

in Chinese 

characters 

(Kangxi 

radical 1) 

Heterogeneous 

system 

0.32 (average) 

0.47 (max) 

92.3 (average) 

90.1 (minimum) 
0.6 5.1 

Stupid (Beijing 

dialect) 
This system 

0.28 (average) 

0.41 (max) 

94.2 (average) 

91.8 (minimum) 
0.3 3.5 

Stupid (Beijing 

dialect) 
Legacy system 

2.34 (average) 

3.21 (max) 

86.7 (average) 

84.3 (minimum) 
2.1 13.7 

Stupid (Beijing 

dialect) 

Heterogeneous 

system 

0.39 (average) 

0.56 (max) 

90.5 (average) 

88.6 (minimum) 
0.7 5.4 

Surname San This system 
0.25 (average) 

0.38 (max) 

96.1 (average) 

94.5 (minimum) 
0.1 3.1 

Surname San Legacy system 
1.78 (average) 

2.45 (max) 

89.3 (average) 

87.2 (minimum) 
1.6 11.9 
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Surname San 
Heterogeneous 

system 

0.35 (average) 

0.51 (max) 

93.7 (average) 

91.9 (minimum) 
0.5 4.8 

 

As can be seen from Table 3's, the stability of this 

system is significantly higher than the other two systems, 

indicating that this system has higher reliability and 

robustness. 

Table 6 illustrates the scalability of the proposed 

system compared to traditional and heterogeneous 

systems across various data volumes. As the data volume 

increases from 10 million records to 1000 million records, 

the proposed system consistently outperforms the 

traditional and heterogeneous systems in terms of 

response time and query accuracy. For instance, at 10 

million records, the proposed system achieves a response 

time of 0.23 seconds and an accuracy of 95.6%, whereas 

the traditional system has a response time of 1.56 seconds 

and an accuracy of 88.4%. This trend continues as the data 

volume scales up, demonstrating that the proposed system 

maintains a lower response time and higher accuracy even 

as the data set grows significantly larger. 

 

Table 6: Scalability test results. 

Data 

Volume 

(Million 

Records) 

Response Time 

(Seconds) 
Accuracy (%) 

10 

This System: 

0.23 

This System: 

95.6 

Traditional 

System: 1.56 

Traditional 

System: 88.4 

Heterogeneous 

System: 0.32 

Heterogeneous 

System: 92.3 

50 

This System: 

0.28 

This System: 

94.2 

Traditional 

System: 2.34 

Traditional 

System: 86.7 

Heterogeneous 

System: 0.39 

Heterogeneous 

System: 90.5 

100 

This System: 

0.33 

This System: 

92.9 

Traditional 

System: 3.12 

Traditional 

System: 85.1 

Heterogeneous 

System: 0.46 

Heterogeneous 

System: 89.2 

500 

This System: 

0.42 

This System: 

91.6 

Traditional 

System: 4.78 

Traditional 

System: 83.5 

Data 

Volume 

(Million 

Records) 

Response Time 

(Seconds) 
Accuracy (%) 

Heterogeneous 

System: 0.63 

Heterogeneous 

System: 87.9 

1000 

This System: 

0.50 

This System: 

90.3 

Traditional 

System: 6.25 

Traditional 

System: 81.4 

Heterogeneous 

System: 0.80 

Heterogeneous 

System: 86.7 

 

Table 7 presents the resource utilization of the 

proposed system, traditional system, and heterogeneous 

system. The proposed system shows a lower CPU 

utilization of 45% and a memory utilization of 30%, 

indicating that it is more efficient in terms of resource 

consumption compared to the traditional system, which 

has a CPU utilization of 75% and a memory utilization of 

55%. The heterogeneous system falls between the two, 

with a CPU utilization of 60% and a memory utilization 

of 40%. These results highlight that the proposed system 

not only performs better in terms of scalability but also 

uses fewer computational resources, making it a more 

efficient solution overall. 

 

Table 7: Resource utilization test results. 

CPU Utilization (%) Memory Utilization (%) 

45 30 

75 55 

60 40 

 

In addition, we analyzed the performance breakdown 

for different query complexities (simple, complex, 

multilingual). When dealing with simple queries, the 

average response time of the system is 0.23 seconds, 

compared with 1.56 seconds and 0.32 seconds for 

traditional and heterogeneous systems respectively. For 

complex queries, the system can effectively handle large-

scale data sets and high concurrency requests, and the 

response time is kept within 0.42 seconds, which is 

significantly better than 4.78 seconds of traditional 

systems and 0.63 seconds of heterogeneous systems. In 

multi-language environment, this system achieves 95.6% 

query accuracy through built-in language recognition 

mechanism, compared with 88.4% and 92.3% for 

traditional system and heterogeneous system respectively. 
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These results show that the system performs well both in 

response speed and query accuracy. 

In summary, the high-performance computing 

network search system realized in this paper shows 

excellent performance in different scenarios, and has 

obvious advantages and effectiveness compared with the 

other two systems. This paper proves the rationality and 

feasibility of th e methodology of this paper, as well as the 

development direction and potential of the network search 

system based on computer big data technology and high-

performance computing technology. 

5   Conclusion 

In this paper, a high-performance computing network 

search system based on computer big data is proposed, 

which adopts a heterogeneous architecture and a parallel 

distributed computing model to effectively improve the 

efficiency, scalability and reliability of the system. 

Meanwhile, this paper also designs a storage management 

scheme based on cloud storage and grid computing 

technology, which realizes efficient storage and fast 

access of massive data. In order to verify the effectiveness 

and advantages of the methods in this paper, this paper 

builds an experimental environment on the Microsoft 

Azure cloud platform, uses virtual machines with different 

configurations to construct the three-tier architecture of 

the high-performance computing web search system, uses 

Common Crawl as the data source, and evaluates and 

compares the performance of the system from three 

aspects: response time, accuracy and stability. The HPC 

web search system implemented in this paper shows 

excellent performance in different scenarios and has 

obvious advantages and effectiveness compared to the 

other two systems. 
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