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The objective of this study is to leverage ttong ShorfTerm Memory (LSTM) algorithm to develop a
model for anime game character modeling, with the aim of enhancing both the effectiveness and efficiency
of anime character design to meet the i nmdtudytryds de
introduces the LSTM algorithm and its application in the field of image generation. It proposes the
integration of multiattention mechanisms with Bidirectional Long Skbetm Memory (BILSTM) to
augment the model's capacity to capture intricatage details and diversity. Subsequently, the study
constructs an anime game character modeling design model based on the fusion -aftemtikin
mechanisms and the BILSTM algorithm, which is then subjected to experimental evaltatemss of
experinental computing settings, the Anime Face Datasstisasa data set, and a higperformance
computing cluster with 8 GPUs is used for training. Adam is used to optimize the algorithm, and the
learning rate is set to 0.00The experimental results demtnase that the proposed model achieves a
prediction accuracy of 96.91% and an F1 score of 91.79% in the context of anime character design,
thereby improving accuracy by at least 3.08% compared to the Temporal Attention Mech&ism L
(TAM-LSTM) model. Morever, the Mean Absolute Error (MAE) and Root Mean Square Error (RMSE)

of the proposed model are reduced by 6.52% to 10.7%, respectively. Consequently, the model algorithm
presented in this study can provide significant value in enhancing the effecti@edestciency of anime
character design, contributing to the advancement of the anime industry.

PovzetekiRaziskava uvaja napredni model za oblikovanje likov v anime igrah s hibridom BiUSTM i
vel kratnim pozornostnim mehani zmom.

1 Introduction personalization and diversity ir_1 design. The Long Short
i o Term Memory (LSTM) algorithm, as a potent deep

In the contemporary anime gaming industry, charact@faming model, possesses strong image generation
modeling design plays a plvo_tal role. As teChm'Og)éapabiIities [57]. It can learn the appearance
advances and user expectations grow, the indusiaracteristics and stylistic features of characters from a
continuously seeks innovations to cater to the dlverq,grge amount of training data, therehyenerating
needs of various _playerdemographlcs. Characters ”Ot_QB'é(rsonalized and appealing character images. Its
serve as the (_:arrlers_of the storyline but also act as criticgliomated and intelligent design approach significantly
conduits for interaction between players and the gamgyroves design efficiency and quality while also meeting
world [1, 2]. With the eolution of virtual reality pavers' demands for personalized game characters.
technology, players increasingly demand realism angygitionally, the attention mémnism can assist the
depth in the portrayal of game characters, desiring themdg,qe| in better capturing key information from input
be more lifelike and authentic [3]. Furthermore, thgequences, thereby enhancing the effectiveness and
emergence of social and multiplayer online games "3g formance of the model for character modeling design
heightened players’ focus on the interactions andgasks [8, 9]. Incorporating the attention mechanism into
connections among characters. Consequently, ¢ | STM enableshe model to dynamically focus on
development of an efficient and intelligent charactefynortant features and regions within anime character
modeling design methodology has become an urgeflage data, thus better generating personalized and
requirement for game developers. _ . diversified character models.

The significance of character wheling design in Therefore, the innovation of this study lies in the
games is selévident. A WeMdeS|gne_d charac_ter image 5qoption of a hybrid model based e LSTM algorithm
can not only attract players' attention and increase they attention mechanism to improve anime game
game's visibility and user engagement but also enrich thgaracter modeling design. This model can dynamically
game's narrative, enhance its playability, and boost ig|ect and weight different features in input images at each
entertainmen value [4]. However, traditional characterime step to better capture key information in character
modeling design processes are often based on ma”Hﬁ‘éges. Consequéyt this study not only promotes the

creation, which is not only timeonsuming and laber 5gyancement of game development technology but also
intensive but also presents challenges in ensuring
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provides players with a richer and more enjoyable gaming The LSTM algorithm, by learning lorgrm
experience, offering game developers more desigtependencies in sequential data, effectively captures

inspiration and possibilities. temporal information and structlrfeatures in sequence
data. Numerous studies have attempted to utilize LSTM
2 Literature review algorithms for image generation and processing tasks,

o . such as image description generation, image style transfer,
!n recent yars, character deS|_gn in anime has garnereg,q image generatioBhang et al. [15] proposed an image
increasing attention as a vital component of gamgescrption generation method using Bidirectional Long
development. Li et al. [10] proposed a controllabl&portTerm Memory (BILSTM). Their results showed that
automated generation method for designing-platyer  ihis method could improve the accuracy and coherence of
characters in a thredimensional (3D) animation style. yenerated descriptions by integrating contextual
Their findings indicated that this method could assig formation. Aswiga and Shanthi [16] utilized ansfer
developers in rapidly and efficiently generating a varietioarning to extract features and train LSTM models using
of anime character styles, thereby enhancing the gamgi§siing medical image datasets. Experimental results
visual appeal and expressiveness. Kopylova [11] argugdmonstrated that this method could effectively generate
that the interaction and commuation between different accyrate and clinically meaningful medical descriptions.
media forms of anime works (such as animation, manggon, et al. [17] introdued a method based on LSTM and
and games), along with their shared visual stylegenerative Adversarial Networks (GANSs) for predicting
constitute a creative and culturally significant ecosystengioyg movement in satellite images. Experimental results
Understanding the diversity and influence of animgnowed that this method could effectively predict cloud
culture was crweial. Mahler and Mayer [12], through trajectories, providing reliable predictions for solar eyer
anegS|s and expe_rlmental research on anime Worlifeneration.Zabin et al. [18] proposed a hybrid deep
pointed out that anime can serve as an effective tool fjnsfer learning architecture.  Experimental results
science communication, attracting the attention of younggicated that this method achieved good performance in
people and promoting their understanding and learoiing jnqystrial fault diagnosisTan et al. [19] presented an
scientific knowledgeChen [13] proposed an animation| sTM-GANs-based method for convery
VR scene splicing modeling method based on a genefifactroencephalogram signals into visually artistic and
algorithm, wh|ch .|mproved the com.plexny a”d_V'_S‘_Ja'expressive landscapeghou and Li [20] proposed a
effect of animation character _de3|gn _by optimizingnethod based on BiLSTM and CBABhhanced GANS to
character design and scene fusion, and/ijeal & New gpnance data representation capabilities. Experimental
idea for animation production in virtual reality. Liu et al..a51ts showed that this method coulckefively enhance
[14] explored the impact of anime and idol culture ORne quality of image data and improve the accuracy of
mental health fr_om a psychploglcal perspective. Thﬁnage data analysisMak et al. [21] discussed the
issues they pointed out raised concerns about tBgpication of Variational AutoEncoder (VAE) models
psychological wetbeing ofadolescents regarding animegq image processing methods in game design.

culture, prompting a heightened focus on both the positive Tpe summary of various scholars iggm in Table 1.
and negative impacts of anime culture.

Table 1:Summary of recent literature research

Scholar Method Data set Performance indicators
Automatic generation afon Self-built 3D animation | High generation diversity

Li et al. [10] player characters in 3D animatiqg data set and control precision

style
Analysis on the Mixing and Cultural Shared Analysis of theCultural
Kopylova [11] Graphic Style of Cartoon Mediad  Resources Database | Influence of Animation
Style
Anime as a medium for sciencg A Survey of Primary anqg  The effectiveness of
Mahler & Mayer learning incorporates a science Secondary School sciencdearning has

[12] learning model Students' Animation increased by 20 percen

Viewing Habits
Modeling of Animated VR Sceng VR animation scene dat] High accuracy and

Chen[13 Stitching Based on Genetic set computational efficiency|
Algorithm of scene stitching
Anime, Idol Culture, and Largescale mental The precision of
Liu et al. [14] Depressia: Structural Analysis | health questionnaire daf correlation analysis is
' and Psychological Outcomes o set high, and the AUC is
Deep Learning 0.92.
The image description generatig COCO data set The BLEU4 score is

Zhang et al. [15] method of BILSTMs is used, 28.5
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combined with context
information fusion.

Aswiga & Shanthi
[16]

Multilevel transfer learning with
LSTM framework to generate
medical descriptions of limited

CT and DBT images

Self-built medical image
dataset

The BLEU-4 score was
25.7

Son et al. [17]

Cloud motion prediction based g
LSTMi GAN from satellite
images for PV prediction

Self-built satellite image
data set

The prediction accuracy
is 92.4%.

Zabin et al. [18]

Hybrid Deep Transfer Learning
Architedure for Industrial Fault
Diagnosis Combining Hilbert

Transform and DCNNLSTM

Industrial fault diagnosis
data set

The diagnostic accuracy
was 97.1%.

Tan et al. [19]

Feature Design of EEG Signal
Visualization Based on LSTM
Gan

Self-built EEG signal
data set

The generated feature
images are of high
quality.

Zhou & Li [20]

BiILSTM and CBAM-based
method for ECG data
enhancement to generate
countermeasure network

Self-built ECG data set

The data enhancement
effect is remarkable, ang
the AUC is 0.93.

Mak et al. [21]

Application of VAE Model and
Image Processing Method in

Selfbuilt game design
data set

Improved diversity and
quality of generated

images

Game Design

Through the understanding of the above literatur@equiring designers to invest a significant amount of time
although the relevant research in the field of animatioand effort. Secondly, manual design is suscéptio
design has been summarized, the attention to animatimlividual experiences and aesthetic preferences, leading
character modeling is relatively insufficient. Especiallyjo a lack of diversity and personalization in character
when dealing with the unique visustyle and complex images. Additionally, manual design often fails to meet
characteristics of animation, the traditional deep learnirthe interactive demands of players [23, 24]. Therefore,
method is not enough. In addition, there are also studiashieving intelligent degn in anime game character
using LSTM algorithm to achieve image generation, buhodeling is of significant importance and necessity, as
these studies have not been fully applied in the designibfistrated in Figure 1.
animaton characters. Thistudy aims to combine the From the perspective of game developers, intelligent
attention mechanism and apply the LSTM algorithm to theesign can significantly improve the efficiency and quality
animation game character design. This combination caf character design. Intelligemtesign tools can assist
better capture the key features and details in the charaadewelopers in quickly generating a variety of styles and
image, and generate a personalizedraadistic character types of anime characters, saving design time and
image. Compared with the existing research, the methoglducing manpower costs, and enhancing development
of thisstudyhas advantages in improving the authenticitgfficiency. Moreover, intelligent design tools can provide
and diversity of the generated images, which is expectedh customizabn options to meet the needs of different
to promote the progress of animation character desigiame projects, increasing design flexibility and diversity.
technologyand enrich the game experience. From the perspective of players, intelligent design can
provide more personalized and diversified character
images, increasing the enjoyment and playgbdf the
game. Players can customize their favorite character
. . . . images according to their preferences and needs,
3.1 _An"fllys's_ ofrequirements for 'nte"'lgent enhancing interaction and immersion with the game world.
design in anime game character modeling Therefore, researching and developing intelligent

The design quality of anime game character modelir@esign tools has become one of the important
directly influences the visual appeal and user experientgquirements in the field of anime game development.
of games [22]. ldwever, traditional manual designThis study aims to achieve intelligent design of anime
methods face a series of challenges and limitations. Firsggme character modeling by introducing the LSTM

manual design is timeonsuming and labentensive, algorithm and combining it with attention mechanisms,
and evaluatingts effectiveness and performance.

3 Methodology
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3.2 Optimization of LSTM algorithm
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Figure 1:Therequirements and significance of intelligent design in anime game charaxdteting

The LSTM algorithm, as a powerful tool for sequence In equations (14) to (19VV, denotes the weight

modeling, has achieved notable success in imageatrix of the output gateX; represents the current input.

generation tasks. However, for the task of anime charactb{ denotes the output from the previous stdp.

design, the current LSTM algorithm Itiexhibits represents the bias terMV denotes the weight matrix of

limitations in terms of the quality and diversity ofthe input gate.Wc denotes the weight matrix for

generated images. Therefore, this study aims to optimigenerating the cell stath{\/0 denotes the weight matrix of

the LSTM algorithm to enhance its performance in animae output gate.

character design. Due to the rich details and diverse styles typically
LSTM is a special type of recurrent neural networlpresent in anime character images, traditional LSTM

designed pecifically for processing sequential data anélgorithms often struggle to fully capture and express

effectively capturing longerm dependencies in sequencehese features. However, BILSTM has the capability to

data[25, 26] The LSTM network consists of multiple learn from both past and future information

repeated memory units, each memory unit containirgimultaneously, thus providing a more comprehensive

input gates ij, forget gatesf], output gateqo), and a understanding of the contextual information in input

memory cell ¢). The cell state and hidden state are usexbquence data. It has demonstrated superior abilities in

to store internal states. The forget gate determines whisbquence modeling, detail capturing, diversity, creativity,

information needs to be discarded from the cell state, i.@and adaptability in anime character image design [27, 28].

"forgetting”; the input gate determines which inpufThe application of the BiLSTMalgorithm in anime

information neds to be stored in the cell stafihe state character modeling design is illustrated in Figure 2.

gate further determines how to update the LSTM cell state,

generating new memory contenC, by adding

information controlled by the forget gate. The output gate

determines which information needs to be output and

selectively outputs portions determined by the new

memory content), . The computations involved in LSTM

are rgpresented b¥quationg1) to (6):

fi=s (Wf [, x] b") 1)
=s(W [@.x] B @)
C =tanh(W. [, .x] &) ®3)

C=fC, #Q (4)
q=s(W [&, ] b (5)

h=q tanh@G) (6)
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S.. W, denotes the weight matrix of the neural network

b denotes the bias vectd denotes the time probability
weight matrix normalized after softmax activation, where
Anime character the sum of probability weights in each row of this matrix
design isequalto 1 d denotes the final time attention vector (i.e.,
the output of Time Attention), an denotes the target
sequence of anime character modeling to be predicted.
An attention mechanism in the channel domain is

XeH \ Xt \ XeM+1 \ introduced to obtain bett representations of motion
characteristics. A channel attention module is added to the
Ot Ot-M+1

ot BiLSTM algorithm. The structure of the channel attention
)y m )y m y m ) modaule is illustrated in Figure 3.

Xt-M+1

{

Output Matrix Z

layer . =
Figure 2:Application of BiLSTMalgorithm in anime ) & ;

Ot-H Ot Ot-M+1

character modeling design

By combining the multattention mechanism with the Input layer Matrix Q Output layer
BILSTM algorithm, the Temporal Attention Mechanism
(TAM) can adaptively learn the importance weights of
different time steps in sequential data. This enables the
model to more effectively focus on and utilize information |, Figure 3, in the channel attention module, the

from different time points in _the sequendata [29]. The matrix Z is obtained by first squeezing operatii on
Channel Attention Mechanism (CAM) can adaptively . to obtain matrixZ. Then, after passing through

weight different channels of input data, thereby extractingsgration F, . it enters the fully connected layer to obtain

more informative features [30]. Therefore, integrating thg,e output matrixQ, whereW, andW, are two weight

. B . . . 1 1
multi-attention mechanism with BILSTM can enable thenayrices. Finally, the output matr@ is multiplied with
model to better urefstand and utilize the sequential datghe griginal input feature map data and added via residual
in anime character modeling design tasks. This enhanc&synections to obtain the final outgut
the model's capability in sequence data modeling and

generates anime character images that are more rich,viv:i)dg Analysis ofconstruction of anime game

and realistic. haract deling desi del based
The main calculation of TAM ish®wn in Equations character modeling design model based on

Figure 3:Schematialiagram of the channel atition
module

(7) to (9): fusion of multi-attention mechanism and
BiLSTM algorithm
V, .= (S)T w +k @) To effectively predict the design requirements of anime
(M=T) game characters, this study introduces the TAM, which
exp(\/ij) o assigndifferent weights to data at different time points.
M) S Ty [LM] (8)  The introduction of the CAM dynamically adjusts the
T (Vij ) model's feature extraction levels across different channels,
e M B enabling the model to capture the temporal correlations in
= a - Bm L d e 0 Jt Tt d the data and the trends in difé@t spatial channels.
M TrotTwo ol ' Meanwhile, the BILSTM algorithm is employed to

(9) effectively handle longerm dependencies and nonlinear
features in time series data. Thus, a model for anime game
In Equations(7) to (9),V denotes the unnormalized character modeling design based on the fusion of the
time probability weight matrix obtained through neuramulti-attention mehanism and BIiLSTM algorithm is
network operations on the transpose of the input matreonstructed, as shown in Figure 4.
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Figure 4:Schematiadiagram of anime game character modeling design model based on fusion efttentton
medanism andiLSTM algorithm

In Figure 4, the input layer initially receives featuregng other sequence{:;zl, Z,, ;) , zI R, the final
representations or sequence data related to anime game

character modeling. For image generation tasks, the in;ﬁﬁal isto predig:t the value of the chara_cter mgdeling target
includes image data containing achcter features. For sequenced at ime', asshownin Equation(11):

sequence data generation tasks, the input can consist of o

sequential information describing character attributes, ¥ =M (yll Yor oty Y1 45 S Z) (11)
such as character clothing, facial features, etc.

Subsequently, the BILSTM layer is utilized to process the Afterward, the encoder, based on the structure of
input sequene data, learning the temporal characteristicBiLSTM, maps then-dimensional data of each time step
of character images, including sequences of actions, facialm dimensions, as shown Equation(12):

expressions, and other dynamic features. In anime game

character modeling design, the Temporal Attention h=f (h ’ Z) (12)
Mechanism layer is further utilized to helpet model A
focus more on important time points within the character
images. Assuming an -dimensional time series is
represented as Equation (10):

Inspired by the basic attention mechanisthe
experimentproposes an input attentidrased encoder.

T .
Given thek-th sequence(k :(Xlk, Xg, , er) | R,

T -
X :(xl, X2, )(‘) =( %X, %, )I) I T(10) the experiment utilize a multilayer perceptron to
construct te attention mechanism, specifically

In Equation (10), T represents the length of therepresented asquation(13):

sequence. Given a target sequeﬁg@, Yoo, yr_l) ,



Anime Game Character Modeling Using BiLSTM whitulti -Attentioré Informatica48 (2024 197 208 203

exp(e{‘) acrass different channels based on the importance of input
tk = 7 (13) data in those channels. The model pays more attention to
é _nlexp(e:) the importance of different features in character design,
1=

such as facial features and clothing characteristics, thereby

E h individual K ted. th enhancing the realism dndetail representation of the
or each individual sequence, is computed, then .4 opoeoctar images.

softmax is utilized across different dimensions to calculal% Furthermore, the feature fusion layer combines the

i : ) :
,at tat re?rtﬁ‘jf:ﬁ .the ta;ttetntlon tvz.e'%ht; fo(rj the sequence features output by the BILSTM with the features
Importance ot the-th input teature at ime Bbased on ' 4q5,steq py the attention mechanism to obtain more

th:;e Wf'?htst’ theh ?mm? sequence featt%res gnd thFhformative and diverse feature repeatations. Finally,
idden state at each time step are representedutions the generated network layer receives the output of the

(14) and (15): feature fusion layer and generates anime character images
or feature representations. In anime game character

T
X = (atlxtl, axe,, 22){‘) (14) modeling design, the generated network layer can utilize
_ B the comprehenmgely considered feature representations to

h = fl(h-l’ X) (15) generate anime character images that meet the

requirements, including aspects such as the appearance,
By employing this attentiomechanism, the encoder posture, and expressions of the characters.
can selectively focus on the data sequences of anime Thus, by learning the weights of time series data, the
character modeling, rather than treating all sequencewdel can #ectively recognize design requirements and
equally. make generation predictions even in the face of diverse
Subsequently, the experiment utilizes the CAM layeanime character modeling data. The pseudocode of this
to dynamically adjust the model's feature extraction levetsodel is depicted in Figure 5.

Start
Input Anime character data input
OutputAnimation character modeling design results
# Define BiLSTM layer
Istm_units= 32 # Number of LSTM units
Istm_fw_cell = tf.nn.rn_cellLSTMCell(Istm_units)
Istm_bw_cell = tf.nn.mn_cell. LSTMCell(Istm_units)
output _ = tf.nn.bidirectional dynamic rnn(lstm_fw_cell, Istm_bw_cell, inputs dtype=tf.float32)
# Define temporal attention mechanism layer
attention weights time = tf.nn.softmaXxtf.layersdenséoutput 1, activatior=Nong)
attention output time = tf.reduce sum(output* attention weights time, axis=1)
# Define channel attention mechanism layer
attention weights channek tf.nn.softmaxtf.layersdenséattention output time, num channelsactivation-None)
attention output channek= attention output time * attention weights channel
# Define feature fusion layer
merged features= tf.concaf[output attention output channg], axis=-1)
# Define generation network layer
output image= tf.layersdens¢merged featuresoutput dim, activatior='sigmoid)
# Define loss function and optimizer
target image= tf placeholdeftf.float32, shape(None output dim))
loss= tf.losseamean squarederroi(target image output image
optimizer= tf.train AdamOptimizeflearning rate=0.001).minimize(losg
End

Figure 5 Pseudoodeflowchart of multiattention mechanism integratBd_STM algorithm applied to anime game
character modeling design.

images. Furthermore, the crosslidation methodis
3.4 Experimentalevaluation employed to extend the dataset. By dividing the dataset
Ato K subsets, one subset used as the validation set
ile the remaining disetsare used as the training set.
is processs repeated K times to ensure the stability of

To validate the algorithm performance of the anime garﬁ
character modeling design model constructed in this stu?ﬂ
an analysiss conducted using data from the Anime Fac .
Dataset the _model's performance _across different data
(https://www.kaggle.com/datasets/spIcher/animefaced::lffatomb_'nat'_OnSFOr algorithm valldat_lon, the development
set). This dataset entpasses various anime character%S prl_marlly c_o_nductgd on a Wmdows_ PC, with the
with distinct styles and features, including differen oIIowmg.specmc environment configuration:

hairstyles, expressions, eyes, Jigsc. It can be used to GPU: NVID_IA RTX20708GB

train and test artificial intelligence models, such as image CPU: Intel 179750H

generation models and facial recognition modeftsbling Memory: 64GB

the model to learn and generate realistic anime character
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The specific software packages useclude: Visual
Studio 2022 SQL Server 2012Net Framework 4.8,1
Python 3.9PyCharm 2022.3

In the hyperparameter settintpe optimizer used in
this study is Adam, and the learning rate is set to 0.001,
which is better in balancing the training speed and model
performance. The batch simechosen to be 32 to ensure a
balance between computational efficiency and memory
consumption during each training session. The depth of
the network and the number of hidden nodes in each layer
are adjusted according to the experimental requirements
and data complexity, and finally a deep network structure
with four hidden layers is aghted, each layer contains 64
nodes.

To analyze the performance of the model proposed i
this study, it is compared with LSTM, CAUSTM [31],
TAM-LSTM [32], and the model algorithm proposed by
Zhou & Li (2024) in the relevant field. Evaluation is
conductedbased on accuracy, F1 score, Mean Absolute
Error (MAE), Root Mean Square Error (RMSE), and
generation results.

4 Results anddiscussion

4.1 Precisionanalysis of various algorithms
for anime character modeling design

The model algorithm proposed in this sgud compared
with LSTM, CAM-LSTM, TAM-LSTM, and the model
algorithm proposed by Zhou & Li (2024) in the relevant
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Figure 6: Conergenceaesults of different algorithms

algorithm.

In Figure 6, the model algorithm of this study reaches
a basic stable state when the iteration cycle is 18, and the
convergence result of its loss value is the smallest, which
is maintained at about 0.02. However, the final loss
function of other algorithmis more than 0. 07. Therefore,
the animation game character modeling design model
based on mukHattention mechanism fusion BIiLSTM
algorithm proposed in this study has better convergence
effect and lower loss value.

The analysis of accuracy and F1 scoesults for
anime character modeling design prediction for each
algorithm is shown in Figures 7 and 8. As the number of
iteration cycles increases, the accuracy and F1 score of
each algorithm exhibit an increasing trend followed by
stabilization.
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Compared to other model algorithms, the accuracy
and F1 score of the proposed model algorithm reach 96.91%
and 91.79%, respectively, representing an improvement of
at least 3.08%. The ranking of anime character modeling
design prediction accuracy amortgetalgorithms, from
highest to lowest, is as follows: the proposed model
algorithm > the algorithm proposed by Zhou & Li (2024) >
TAM-LSTM > CAM-LSTM > LSTM. Therefore, the
constructed anime game character modeling design model,
based on the fusion of migte attention mechanisms and
BIiLSTM algorithm, performs better in terms of accuracy
in generating anime character modeling designs.

The MAE and RMSE indicators of each algorithm
under the 95% confidence interval are further compared,
and the results arénewn in Figure 9 and Figure 10. Figure9: MAE results changing with thieeration cycle

In Figures 9 and 10, under the 95% confidence under each algorithm
interval, the MAE and RMSE of this model algorithm
reach 9. 66 and 7. 70 respectively when the iteration cycle
is 100. Compared with other model algorithms, the error
of animatio character design generation is significantly
lower. The reduction errors of MAE and RMSE are 6.52%
and 10.7%, respectively. Therefore, the model algorithm
constructed in thistudycan design the animation game
role modeling more accurately.

4.2 Resultsof applying the model algorithm
to character modeling design
Further results of applying the proposed model algorithm

to anime game character modeling design are shown in

Figure 1. . . .
9 Figure 10:Results of RMSEcross iteration cycles for

each algorithm.

Figure 1. Results ofanime game character modeling desigrc(de style character design; b. cool style character
design; c. tech style character design).

Table 2: Comparison afomputational cost and complexity of each algorithm

Algorithm Number of parametef$10?) Training time (s)
The proposed algorithm 8 115
Zhou & Li 10.5 149.5
TAM-LSTM 11.2 172.5
CAM-LSTM 13.1 207
LSTM 12.8 230




