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With the global economy in a downward cycle under the influence of the epidemic, companies are facing 

a crisis in their business and financial conditions, and most companies are more likely to be in financial 

distress in a poor economic environment. The existence of concept drift problem makes the actual 

prediction of financial distress prediction poor or can only solve limited types of concept drift. Most 

existing research on financial distress prediction methods use machine learning methods, such as 

random forests, but there are limitations in dealing with concept drift problems, such as difficulty in 

model updating and data imbalance. Therefore, a study proposes a model that combines the minimum 

absolute shrinkage and selection operator with gradient boosting tree algorithm to solve the problem 

of dynamic concept drift and accurately predict the financial difficulties of enterprises. The study 

selected financial datasets from Chinese A-share listed companies from 2019 to 2022, with selection 

criteria including but not limited to the company's market value, industry representativeness, and 

financial information. In order to reduce potential sample bias caused by market structure changes, 

policy adjustments, and other factors, the study adopts time series and industry stratified sampling 

methods to ensure the representativeness of the samples. Firstly, conduct a thorough analysis of the two 

algorithms and apply them to dynamic financial indicator selection in financial samples. Secondly, a 

comprehensive prediction model is established using the sample similarity index. Experiments compare 

the performance of the model with a variety of basic classifiers, including random forests, support 

vector machines, naive Bayes, logistic regression, single decision trees, and ordinary feedforward 

neural networks. The results show that the accuracy of the model in dynamic environment is 92.47% 

and 92.31%, F value is 85.33% and 85.12%, G value is 91.78%, 91.65% and 91.92%. The gradient 

lifting tree classifier performs best in accuracy, F-value and G-value, with an average increase of 0.051 

accuracy and 0.07 F-value, while the performance of G-value is stable but not significantly different. 

Through Wilcoxon test, it is found that similarity weighting significantly improves the prediction 

effectiveness of most classifiers. The study achieved effective processing of dynamic concept drift for 

the first time by combining two algorithms and using sample similarity index. 

Povzetek: Raziskava predstavlja model za napoved finančnih težav podjetij, ki združuje algoritem 

LASSO in GBDT za učinkovito obvladovanje dinamičnih sprememb konceptov. 

 

1 Introduction 
Timely prediction of corporate financial distress is 

crucial for managers, investors, and creditors in 

financial risk management and corporate governance 

[1]. Timely identification of financial difficulties can 

avoid certain economic losses, reduce systemic risks in 

the financial market, and greatly benefit the stable 

development of enterprise decision-making [2]. 

However, with the complex changes in corporate 

governance structure and market environment, existing 

financial ratio analysis and qualitative judgment are no 

longer able to meet the needs of enterprises for accurate 

prediction of financial distress, and when facing high-

dimensional and complex data, it is difficult to handle 

the nonlinear structure in the data and the complex 

interactions between variables [3]. But with the progress 

and development of science and technology, machine 

learning technology has been widely applied in the field  

 

of financial forecasting due to its excellent data-driven  

analysis ability [4]. Among them, LASSO algorithm, with 

its ability to handle high-dimensional data, can effectively 

handle variable multicollinearity problems, while Gradient 

Boosting Decision Tree (GBDT) algorithm has strong 

advantages in nonlinear modeling and feature interaction 

recognition [5]. With the increasing requirements for 

financial risk management and corporate governance, 

designing new predictive models to more accurately 

predict and respond to financial difficulties has become an 

urgent need. In response to this demand, the study proposes 

a combination of Least Absolute Selection and Shrinkage 

Operator (LASSO) algorithm and GBDT algorithm to 

construct a company's financial distress prediction model, 

aiming to improve the predictive ability of enterprise 

financial distress by optimizing feature selection and 

model training process. The innovation of the research lies 

in using LASSO algorithm to optimize feature selection, 



140 Informatica 48 (2024) 139–152 Z. Jiao 

combined with the efficient learning mechanism of 

GBDT algorithm, to construct a financial distress 

prediction model that can handle high-dimensional data 

features and adapt to concept drift. This study provides 

more accurate tools for risk assessment and prediction 

in enterprises, helping managers make wiser decisions 

in complex and ever-changing market environments.  

The study is divided into four parts. The first part 

reviews the research status of Lasso algorithm and 

GBDT algorithm in various fields, as well as the 

implementation effects of financial distress prediction 

methods and the research status of many scholars in this 

field. The second part is the research and model 

construction of Lasso algorithm and GBDT 

comprehensive algorithm for dynamic prediction of 

corporate financial distress. The first section is the 

research and analysis of Lasso algorithm and GBDT 

algorithm, and the second section is the construction of 

a financial distress prediction model based on GBDT 

integrated algorithm. The third part verified the 

accuracy of the two algorithms and tested the 

performance of the prediction model. The fourth part is 

a summary and outlook on the research methods and 

results. 

2 Related work 
Currently, most financial distress prediction methods 

suffer from weak model generalization ability and poor 

adaptability to dynamic concept drift, resulting in 

unstable prediction performance. Therefore, this study 

requires the design of new prediction models to improve 

the accuracy and adaptability of predictions. The 

research aims to address the issue of low accuracy in 

predicting financial difficulties faced by enterprises 

during the global economic downturn cycle. The Lasso 

algorithm and GBDT algorithm used in the study have 

advantages in feature selection and prediction. Among 

them, the Lasso algorithm can effectively select 

variables and reduce dimensionality when processing 

high-dimensional data, while the GBDT algorithm has 

efficient learning ability when dealing with complex 

nonlinear relationships. However, there is limited 

research and application of these two algorithms in the 

field of financial distress prediction, and further 

exploration is needed on how to effectively combine 

their advantages to address the problem of dynamic 

conceptual drift in financial data. 

Lasso regression algorithm is a compressed 

estimation method which not only automatically selects 

features to reduce the dimensionality but also has the 

advantage of high computational efficiency. The 

algorithm has been applied in different data prediction 

fields because of its good computational performance. 

Kang et al. applied the Lasso algorithm in tumor 

treatment. The study firstly processed slides containing 

tumor tissues to extract pathological data features in 

tumor tissues, and then used Lasso algorithm to 

construct a prediction model based on the collected data 

feature set. The experimental results showed that the 

model had a relatively excellent prediction accuracy [6]. 

Motamedi et al. concluded that the data prediction model 

constructed by the traditional deep learning algorithm had 

the disadvantages of overfitting and computational 

complexity, which made it difficult to apply the model 

constructed by this algorithm to activity prediction for drug 

analysis, and therefore proposed a feature prediction model 

constructed using the Lasso regression algorithm. 

Experimental results show that the model has high 

prediction accuracy because it can screen out irrelevant 

feature data [7]. Jiang and Jiang constructed a gene 

identification model by combining support vector machine 

and Lasso algorithm. The model was applied to screen and 

identify normal genes and genes of samples with 

pulmonary hypertension in a genetic sample set to improve 

the efficiency of diagnosis. The experimental results 

showed that the AUC area of the model could reach 0.924 

and 0.962 in different sample sets, respectively, with a 

relatively excellent comprehensive application 

performance [8]. Miswan et al. proposed to improve the 

prediction accuracy of data with time-series nature by first 

classifying the data into ranks according to temporal 

features using gray relational analysis, and then 

determining the screening feature rank according to the 

target value, then use Lasso algorithm for data feature 

identification, and finally use ML classifier for prediction 

of the identified results. The experimental results show that 

the method has a high accuracy of data prediction [9]. 

The GBDT algorithm is a gradient decision tree for 

training multiple weak classifiers. The algorithm can solve 

the optimal value by iterating the classifier in the direction 

of the minimum loss value through the training results. The 

GBDT algorithm has been applied in different fields 

because of its low solution error. Arumugam and Kuppan 

combined the GBDT algorithm with the SOA algorithm 

and applied the combined algorithm to the management of 

grid-connected power generation systems. In the grid-

connected generation system, the GBDT algorithm enables 

the demand monitoring of the grid load, and the SOA 

algorithm in turn proposes an optimal management scheme 

based on the monitored results. The implementation results 

show that the grid-connected generation system with this 

algorithm can achieve an operational efficiency of up to 

95.9375% [10]. Jing et al. used a machine learning 

algorithm to optimize the GBDT model and used the model 

in a dynamic differential pricing system for train class 

seats. The experimental results show that the dynamic 

differential pricing system proposed in the study can not 

only balance the occupancy rate among trains, but also 

determine the update nodes of differential pricing 

according to the fluctuation of occupancy rate, which has 

high application value [11]. Huang et al. constructed a 

feature extraction method using the entropy minimum 

description length principle and GBDT algorithm in order 

to can efficiently identify the type of surface water 

pollution, which can obtain tree transformation features by 

establishing a nonlinear relationship between water quality 

indicators and pollution levels, and perform classification 

identification. Experimental results show that the method 

has high effectiveness [12]. Ma et al. constructed a GBDT 

algorithm with strong generalization ability in order to 

reduce the consumption of human and material resources 
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in lithology identification. The algorithm accurately 

identifies rock compositions by sensitivity analysis of 

lithological parameters such as porosity and saturation. 

The experimental results show that the accuracy of the 

algorithm can reach 92%, which provides a new 

solution direction for rock composition identification 

[13]. Table 1 summarizes the advantages and 

disadvantages of each research method. 

 

Table 1: Performance of each research method 
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In summary, Lasso algorithm and GBDT algorithm 

have played important roles in different fields due to their 

excellent recognition and prediction abilities. The Lasso 

algorithm automatically selects features through 

compression estimation in the biomedical field, and has 

high accuracy in gene recognition and tumor therapy. The 

GBDT algorithm has improved the accuracy of prediction 

and classification in grid connected power generation 

system management and train level seat dynamic price 

difference system. However, the application research of 

these two algorithms in financial distress prediction is not 

sufficient. In response to this research gap, the study 

combines Lasso algorithm and GBDT algorithm to 

construct a financial distress prediction model. Provide 

managers with tools that can predict the financial situation 

of the enterprise in a timely manner, so as to better control 

financial risks and formulate crisis response strategies in a 

timely manner. 

3 Construction of a dynamic 

prediction model of corporate financial 

distress based on lasso and gbdt 

integrated algorithm 

Affected by the epidemic, the global economy has been in 

a downward cycle, and predicting financial difficulties is 

particularly important for the operation of enterprises. 

Traditional prediction methods have poor adaptability 

when facing dynamic changes in financial data, and their 

accuracy is significantly reduced under the influence of 

concept drift. The Lasso algorithm can effectively select 

variables and reduce dimensions for high-dimensional 

data, but its sensitivity is low when dealing with dynamic 

changing data. The GBDT algorithm is very accurate in 

capturing nonlinear relationships, but there are problems 

such as sample imbalance. In response to the above issues, 

the study proposes to construct a dynamic prediction 

model for corporate financial distress by combining Lasso 

algorithm and GBDT algorithm, aiming to improve the 

accuracy of predicting corporate financial distress and 

adapt to the dynamic concept drift of financial data [14]. 

Firstly, the Lasso algorithm is used to dynamically select 

indicators at different time periods to address the dynamic 

and nonlinear characteristics of financial data. The GBDT 

algorithm constructs a prediction model based on selected 

indicators and integrates methods to improve the stability 
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and accuracy of the model in the face of concept drift. 

In order to help enterprise managers, establish 

reasonable and scientific decision-making, and promote 

the good development of the enterprise. 

 

3.1 Research and analysis based on 

LAsso algorithm and GBDT algorithm 
Enterprise financial situations are characterized by 

dynamic changes, and the resulting datasets are 

multidimensional and multi-period. This study proposes 

a combination of the GBDT integration algorithm and a 

combination of prediction weights based on sample 

similarity for dynamic prediction of the financial 

distress of enterprises in response to the characteristics of 

their financial situation. The financial distress prediction 

based on time lapse is to some extent subject to conceptual 

drift, and the prediction of conceptual drift needs to be 

carried out in three aspects. The first is the selection of 

dynamic indicators, however, there are adaptive dynamics 

in the dynamic forecasting of financial distress. Therefore, 

a combination of indicators is selected using the Lasso 

algorithm for different time periods to complete the 

compression and screening of variables. The Lasso 

regression model is shown in Figure 1. 
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Figure 1: Lasso regression model. 

 
The Lasso algorithm can effectively identify and 

select important features when processing multi-

dimensional data, and remove unimportant features. In 

the face of complex economic environments, it is 

possible to dynamically select the most critical financial 

indicators for current predictions, reduce model 

complexity and improve prediction accuracy, and 

achieve variable selection and model simplification. 

Prior to the LAsso method, the parameters of the 

regression using OLS can be solved by the optimization 

problem, whose expression is shown in Equation (1). 
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In Equation (1), the coefficients are not zero, 

where the number of independent variables p  is too 

large relative to the sample size, then there is no unique 

solution for the parameters estimated by OLS, which 

can be judged as overfitting. In this regard, some 

regularization is required as a penalty to eliminate the 

independent variables in order to solve the overfitting 

generated by the large number of independent variables 

relative to the sample size. The data distribution on each 

time has different characteristics, and different financial 

indicators have different ability to distinguish the degree 

of risk of the sample, so it is important to select indicators 

with strong distinguishing ability. Therefore, in order to 

accurately reflect the financial situation of enterprises in 

different periods, different periods need to be adopted, and 

indicators need to be selected using dynamic selection, and 

finally the final forecast results are obtained through a 

scientific weighting method. The enterprise financial data 

produce conceptual drift with time, and the conceptual drift  

has three types: gradual, repetitive and abrupt. Introducing 

Markov distance can enhance the sensitivity of the model 

to concept drift, in order to more accurately capture the 

subtle changes in financial data over time and reflect the 

latest financial situation in a timely manner. The sample 

principle of this method is shown in Figure 2. 
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Figure 2: Markov distance principle in weighted sample similarity. 

The Marschall distance is a metric that measures 

the distance from a point to a data division, which takes 

into account the correlation within the data set and better 

represents the data set characteristics. With 

1 2 3( , , , , )T

Mx x x x x
→

=  denoting the indicator vector of 

the sample and jx  denoting the ( 1,2,3, , )j j M=  th 

indicator of the sample, the Equation defining the 

Marschall distance from the sample point to the data set 

x


D  is shown in Equation (2). 

1( , ) ( ) ( )TMdist x D x S x 
→ → → → →

−= − − (2) 

In Equation (2), S  denotes the covariance matrix 

of the data set D , and 
1 2 3( , , , , )T

M    
→

=  

denotes the vector of mean indicators of the data set D . 

The  
1

T

t t
D

=
 denotes the training set containing data 

batches, and T tkD  denotes the training subset of the 

 1,2,3, ,k k K=  class.  
1

N

t i

i

X x
→

=

= denotes the 

indicator set of the ( 1,2,3, , )t t T=  th training data 

batch. That is, the larger the Marcian distance between the 

test sample and the training data set, the smaller the 

corresponding similarity. Next is the construction of the 

prediction model based on the degree of conceptual drift, 

combined with the dynamic indicator selection method 

using GBDT as the base classifier [15]. The GBDT 

algorithm integrates multiple decision tree models and 

gradually reduces model errors through a gradient boosting 

strategy, solving the problem of overfitting in a single 

decision tree. The training process of this algorithm is 

shown in Figure 3. 

 

Data set

Number of 

decisions
Train

Weight

GBDT model
 

Figure 3: GBDT algorithm training process. 

 
The GBDT algorithm improves prediction 

accuracy by constructing multiple decision trees and 

integrating prediction results, which can capture 

nonlinear relationships in the data. This algorithm 

continuously improves the model's fit to data, making it 

more flexible in adapting to changes in data when 

dealing with concept drift. In the regression problem 

with m  training samples, the expression of the training 

samples is shown in Equation (3). 

 (1) (1) (2) (2) ( ) ( )( , ),( , ), , ( , )m mX Y X Y X Y (3) 

In Equation (3), ( )iX  represents the data feature 

vector of each n  dimension, and ( )iY  represents the 

output of the i  sample. GBDT can be understood as an 

additive model of decision tree, and its corresponding 

model Equation is shown in Equation (4). 

0 0
( ; ) ( ; ) ( ; )

T T

t t t t tt t
F x w h x w f x w

= =
= =  (4) (4) 

In Equation (4), x  denotes the training sample, w  

denotes the parameters of the categorical regression tree. 

The GBDT algorithm is based on increasing the 

complexity of the model by continuously extending the 

length of the overfitted model to reduce the overfitting 

bias, thus achieving the effect of improving the accuracy 

of the model fit [16]. 

 

3.2 Financial distress prediction model 

construction based on GBDT integration 

algorithm 
To ensure the prediction of each classifier, the 

accuracy of each classifier needs to be checked using the 

corresponding training, and the classifiers with too poor 

discriminatory ability are eliminated. In the actual 

modeling process, training classifiers are used separately 

for each original training data, and GBDT is selected as the 

main model for the training set to better reflect the 

characteristics of the data set at each time [17]. Next, use 

classifiers to predict the test samples separately, selecting 

financial indicators such as profit margin, debt ratio, and 

cash flow as variables. Finally, the similarity between the 

test samples and the training set is used to weight the 

prediction results of each classifier to produce the final 

prediction results. The GBDT integration framework based 

on sample similarity is shown in Figure 4. 
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Figure 4: GBDT integration framework based on sample similarity. 

 

The true risk types of the test samples are not 

predicted in advance, so the prediction results of the 

classifier on the training set for the test samples are 

used as the basis for discrimination, and the samples 

for the risk categories are used in the training set for 

calculating the similarity. In this model, each 

company conducts targeted analysis to determine its 

financial health status. By comparing data between 

different companies, similarities between them are 

identified to determine whether the company may 

encounter financial problems [18]. Then the 

similarity between the sample i  and the training 

sample set '

'

tk
D

itsim  is calculated by the formula 

shown in Equation (5). 

'

1

log(1 ( , ))
it

i tk

sim

Mdist x X
→

=

+
(5) 

In Equation (5), 'k  is the prediction of the 

classifier tGBDT  on the test sample i , and the 

classifier trained on 
'

tD  tGBDT  has a voting weight 

itw  on the prediction of the sample i , whose 

expression is shown in Equation (6). 

1

it

it T

itt

sim
w

sim
=

=


(6) 

By the larger the final voting weight in Equation 

(6), the greater the similarity between the training 

sample set '

'

tk
D  and the test sample i , the more reliable 

the prediction result of the classifier for the sample 

tGBDT i . Then the final 'T  classifier's combined 

prediction result of for sample 
*y i  is calculated as 

shown in Equation (7). 

*

1
( )

T

itt it
y sign w y



=
=  (7) 

The GBDT algorithm analyzes the historical 

financial data of each company to predict potential 

financial problems that the company may face, taking 

into account the similarity between different companies 

and improving the accuracy of predictions. The 

integrated prediction model is a dynamic prediction 

method for corporate financial distress, and statically 

selected indicators are able to have certain limitations in 

the face of dynamic financial distress prediction. The 

training data of different periods are collected annually 

with a time interval of 1 year. This dynamic forecasting 

framework is shown in Figure 5. 

 

2009 2010 2011 2012 2013 2014 2020 2021 2022

training set1

training set14

training set2

testing set1 testing set2 testing set14

 

Figure 5: A dynamic prediction framework based on GBDT. 

 

A test sample is taken from ( 2)t −  and the 

corresponding training sample uses all available data in 

the year ( 2)t −  to obtain a prediction of whether the 

sample will be in financial distress after two years. The 

training data set will cover more and more batches of 

data as time goes on. All samples are collected for the 

years 2009-2022 when the risk type is flagged, with 

2009 being the first predicted test sample set. This 

prediction model is dynamic and constantly updated and 

adapted over time, in order to more accurately predict the 

financial prospects of the enterprise and provide decision-

making information for managers [19, 20]. The structure 

of the financial distress prediction model based on LAsso 

algorithm and GBDT algorithm is shown in Figure 6. 
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Figure 6: Financial distress prediction model based on Lasso and GBDT algorithms 

 

The model, by predicting the enterprise's financial 

and material distress situation, allows for the rational 

allocation of financial and social resources based on the 

enterprise's risk profile, and promotes the enhancement 

of the financial economy and social operations. The 

reasonableness of the model is evaluated to enhance the 

validity and reliability of the model. The evaluation 

indexes used in the model proposed in this study are, F-

value consisting of recall and accuracy, G-value 

consisting of recall and correct value, and accuracy rate. 

The formula for calculating the accuracy rate is shown 

in Equation (8). 

TP TN
Accuracy

TP FN FP TN

+
=

+ + +
(8) 

In Equation (8), TP  denotes the number of 

samples correctly predicted as positive, TN  denotes the 

number of samples correctly predicted as negative, FP  

denotes the number of samples incorrectly predicted as 

positive, and FN  denotes the number of samples 

incorrectly predicted as negative. And the formula for 

calculating the G-value is shown in Equation (9). 

TP TN
G

TP FN TN FP
= 

+ +
(9) 

In Equation (9), the G-value is the geometric mean of 

the recall rate and the correct rate predicted by the negative 

samples. The larger the correct value, the larger the G value. 

The G value can effectively measure the predictive 

performance of the model on imbalanced samples, and can 

provide a more objective and comprehensive evaluation of 

the model [21]. The overall technical route of the research 

method is shown in Figure 7. 
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Figure 7: Research technology route 

 

In Figure 7, the algorithm flow of the combined 

model based on LASSO and GBDT is as follows: 

Firstly, data collection is carried out to collect the 

financial data of China's A-share listed companies from 

2019 to 2022. The data is then preprocessed, including 

cleaning the data, processing missing values, and 

standardizing and normalizing the data. Then the initial 

features are extracted from the original data set, and the 

LASSO algorithm is used to select the features, remove 

the redundant features, and retain the important features. 

LASSO's equation is shown in equation (10). 
2

0

1 1 1

1
min

2

p pN

i j ij j

i j j

y x
N

   
= = =

   
− − +  

   
   (10) 

In equation (10),  represents the regularization 

parameter. 
ijx  is the value of the j  feature of the i  

sample.   represents the regression coefficient vector, 

including the intercept term and the coefficients of each 

feature. N  and p  represent the number of samples and 

the number of features respectively. 
iy  represents the 

target variable of the i  sample. 
j  represents the 

regression coefficient for the j  feature. 
o  represents the 

intercept term in the regression model. Finally, the selected 

feature set is output. Then, the GBDT model is established. 

Firstly, the data is divided into training set and test set. The 

GBDT algorithm was used to train the model. Initialize the 

GBDT model ( )0F x  and calculate the residual 

( )1im i m ir y F x−= −  for each stage 1m =  through M . A 

new base learner ( )hm x  is fitted to minimize the residual. 
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After updating the model, the trained GBDT model is 

output. The features selected by LASSO are combined 

with the GBDT model to form the final prediction 

model. The GBDT model is trained using LASSO-

selected features. The model output is combined with 

the weights to generate comprehensive prediction 

results. Verify model performance using test sets. 

Compare the performance of different models and 

analyze the superiority of the comprehensive model. 

The model is updated regularly according to new data 

and market changes. The parameters of LASSO and 

GBDT were adjusted to improve the adaptability and 

prediction accuracy of the model. 

4 Analysis of experimental results 
The study selected the financial data of China's A-

share listed companies from 2019 to 2022, covering 

multiple industries, and predicted the financial distress 

of enterprises through various financial indicators such 

as market value, profit margin, debt ratio, and cash flow. 

The data sets are divided into training sets and test sets 

in chronological order, simulating time changes in 

actual predictions, and stratified sampling by industry to 

ensure representativeness. Different sample balance 

ratios (1:1 and 1:2) were designed to test the stability 

and accuracy of the model under unbalanced data. Data 

preprocessing includes cleaning missing values and 

outliers, time series processing, Lasso algorithm feature 

selection and standardization processing. Through multi-

step pre-processing and stratified sampling, the quality and 

representativeness of the data are ensured to reflect the 

financial situation of the enterprise from different 

perspectives. 

 

4.1 Performance analysis of integrated 

algorithms based on Lasso and GBDT 
The dynamic prediction framework proposed in this 

study is trained and predicted with the base classifier 

master model of GBDT for each time batch training, with 

a balance of 1:3 (number of financial distress samples: 

number of non-financial distress samples yet) data. To test 

the applicability of the dynamic prediction framework 

proposed in this study on different classifiers, it is 

compared with different base classifiers for experiments, 

including random forest (RF), support vector machine 

(SVM), plain Bayesian (NB), logistic regression (LR), 

single decision tree (DT), and ordinary feedforward neural 

network (NN). In order to test the robustness of this 

prediction model for realistic high-risk samples with 

unbalanced data, a comparison experiment with different 

sample balances was designed, including sample sets with 

balances of 1:1 and 1:2. Firstly, the dynamic prediction 

results of its three evaluation indexes of accuracy, F-value 

and G-value under the use of different base classifiers are 

shown in Figure 8. 
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Figure 8: Dynamic prediction results of prediction accuracy, F-value, and G-value under different basis classifiers. 

 
As can be seen from Figure 8, the best predictors 

for most years are concentrated on two base classifiers, 

GBDT and RF, with the highest curves represented by 

GBDT and RF, as well as DT as a base classification 

also has a better performance. The accuracy of the 

GBDT base classifier is 92.47 and 92.31, respectively, 

and the NB classification has the lowest values for the 

two metrics, with 87.38 and 86.84, respectively. The 

difference between the two types of base classifiers is 

large. It can be concluded from Figure 8(c) that the G-

values of GBDT, DT, and RF base classifiers are almost 

close to each other, with G-values of 91.78, 91.65, and 

91.92, respectively. Thus, it can be seen that the average 

values of the three evaluation metrics of accuracy, F-value, 
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and G-value are all obtained the maximum when GBDT 

is used as the base classifier, and the integrated 

prediction effect of GBDT as and classifier is better than 

other comparison models. For a more intuitive 

representation, the Wilcoxon test was applied to the 

gaps in the evaluation indexes of prediction 

effectiveness after using similarity weighting, and the 

results are shown in Table 2. 

As shown in Table 2, the difference in prediction 

effectiveness before and after similarity weighting when 

using RF as the base classifier is not significant under 

any of the three evaluation metrics measures. For the 

GBDT classifier, the prediction accuracy of the 

integrated model after using similarity weighting 

improved by 0.051 on average and was significant at the 

1.3% significance level. Model prediction as measured 

by F-values improved by 0.07 and was significant at the 

10% significance level. There was no significant 

difference in the prediction effect of the models 

measured by G-value. The mean difference between the 

instrumental accuracy, F-value, and G-value before and 

after similarity weighting was positive for all other 

comparator-based classifiers when applying the 

integrated prediction strategy with similarity weighting, 

and the effect was significantly improved and 

significant at the 1% significance level. This shows that 

the sample similarity-weighted integrated prediction 

strategy has an enhanced effect on the prediction of 

most common classifiers. To verify the feasibility of the 

model, data from 2009-2022 were selected as training 

data for Company A and Company B according to different 

models. Among them, the Lasso regression model takes 

the weight of 25, the test data is 77%, and the remaining 

27% is the prediction data, and the prediction trend results 

are shown in Figure 9. 

 

Table 2: Wilcoxon test for the difference in prediction 

performance of different ensemble models 

 Accuracy F value G value 
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Figure 9: Company A and B's accurate values under different basis classifiers from 2009 to 2022. 

 

As can be seen from Figure 9, the Lasso regression 

model prediction results are less stable, and the sample 

data fit the prediction trend graph better when there is 

little fluctuation. Through Figure 9 (a), it can be 

concluded that Company A's data fluctuates more 

between year 4 and year 8 of the test, when the fit is 

poor and the curve is more divergent. Through Figure 9 

(b), it can be concluded that Company B has less data 

fluctuation and the fit is better under this model with less 

curve divergence. This shows that the stability of the Lasso 

regression prediction model is poor and does not meet the 

model prediction accuracy requirements. The prediction 

trend results for the GBDT regression model are shown in 

Figure 10. 
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Figure 10: Company A and B's conducted F-values under different basis classifiers from 2009 to 2022. 

 

As can be seen from Figure 10, the GBDT 

regression model prediction results are roughly 

consistent with the actual values, and the prediction 

accuracy is good. Through Figure 10 (a), it can be 

concluded that Company A's data fluctuates less 

between the 6th and 14th year of the test, and the 

prediction results are less different from the actual 

values. Through Figure 10 (b), it can be concluded that 

the data fluctuation curve of Company B almost fits and 

the prediction results under this model basically belong 

to the actual value. It can be seen that the prediction 

accuracy of the GBDT regression prediction model still 

has a relatively large reduction, and the stability needs to 

be further improved. All curves are Receiver operating 

characteristic curve (ROC) curves, and the area enclosed 

by the coordinate axis below the ROC curve is the AUC. 

The performance comparison results of each model are 

shown in Figure 11. 
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Figure 11: Statistical results of AUC indicators of each model. 

 

As can be seen from Figure 11, the ROC curve of 

the prediction model based on LASSO-GBDT 

algorithm proposed by the research is always above the 

ROC curve of other models, and the AUC area is the 

largest, 0.90. It can be seen that the prediction 

performance of the studied model is more accurate than 

that of the existing classical model. 

4.2 Performance analysis of the dynamic 

prediction model of enterprise financial 

distress 
In addition, this experiment collects financial data of 

Chinese A-share listed companies from 2009 to 2022, and 

this dataset is used as the main research object. The 

prediction trend results for the Lasso-GBDT regression 

model are shown in Figure 12. 
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Figure 12: Company A and B's conducted G values under different basis classifiers from 2009 to 2022. 

 

As can be seen from Figure 12, the stability and 

accuracy of the Lasso-GBDT regression model have 

been substantially improved. Through Figure 12 (a), it 

can be concluded that Company A has a better fit of the 

data curve during the test period, and the predicted 

results are almost close to the actual values, with a 

substantial improvement in accuracy and greater 

stability. Through Figure 12 (b), it can be concluded that 

the data fluctuation curve of Company B is almost 

consistent, and the prediction effect will not be affected 

by a small amount of pathological data under this 

model, and the accuracy is higher compared with the 

single prediction model. It can be seen that the Lasso-

GBDT regression prediction model has better prediction 

accuracy and stability compared with the single-item 

model. To further test the robustness of the model, the 

effect of three different balances of the sample on the 

validity of the text-integrated prediction model was 

explored, and the results are shown in Table 3. 

 
Table 3: Wilcoxon test for differences in model 

prediction performance on samples with different 

equilibrium degrees 

 Accuracy F value G value 
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As can be seen from Table 3, the data balance 

corresponding to the highest evaluation index of 

different evaluation indexes is different, and different 

evaluation indexes have their own focus on different 

evaluation dimensions, reflecting the scientific nature of 

the model prediction effects. the prediction mean 

differences for the 1:1 data on all three evaluation 

indexes are significant at the 1% significance level, the 

prediction mean differences for the 1:2 and 1:3 data on 

accuracy and F-values are significant at the 1% The 

differences in the predicted mean values for the 1:2 and 

1:3 data were significant at the 1% level of significance 

for both accuracy and F-values, and the differences in 

the predicted mean values for G-values were significant at 

the 4% level of significance. Thus, the mean differences of 

the evaluation indicators before and after similarity 

weighting are significantly positive for all three balance 

degrees, indicating that the prediction of the model 

becomes better after similarity weighting.  

5 Discussion 
In exploring the performance of different basic 

classifiers in ensemble models, by comparing the three key 

evaluation indicators of accuracy, F-value, and G-value, 

the results show that GBDT and RF classifiers generally 

outperform other algorithms. Among them, GBDT 

achieved an accuracy of 92.47%, and also demonstrated 

excellent performance in terms of F and G values, with a 

G value of 91.78%. In addition, GBDT improved its 

accuracy by 0.051 and F-value by 0.07 after similarity 

weighting. The research results were compared with 

relevant international studies, such as Zhang et al.'s 

detailed exploration of the application of RF and GBDT in 

financial market forecasting, and confirmed the 

effectiveness of these two algorithms in handling nonlinear 

and complex data [22]. A study by Nykamp K et al. on 

imbalanced classification datasets also showed that the 

predictive accuracy of the model can be significantly 

improved through appropriate sample weighting [23]. The 

consistency of the research results has strengthened the 

reliability of this study, further confirming that the sample 

similarity weighting strategy has a positive impact on the 

performance of multiple classifiers, which is of great 

significance for the improvement and application of 

ensemble models. 

The proposed model combined with LASSO and 

GBDT shows excellent prediction ability under dynamic 

environment, and the prediction accuracy reaches 92.47% 

and 92.31% respectively. In contrast, traditional random 

forests and support vector machines perform poorly when 

dealing with concept drift problems, such as the accuracy 

of the naive Bayes classifier at 87.38% and 86.84%. The 

F-values of this model are 85.33% and 85.12%, which are 

significantly better than other basic classifiers such as 

random forest and single decision tree. In addition, the 

study model has a G-value of 91.78%, 91.65%, and 

91.92%, respectively, which outperforms other 

comparator-based classifiers in handling unbalanced data 

and dynamic environments. The reason for the 
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performance difference is that the research solves the 

multicollinearity problem by dynamically selecting 

financial indicators of different time periods to adapt to 

the dynamic change of data. The sample similarity 

weighting mechanism is introduced to enhance the 

stability and accuracy of the model in the case of 

concept drift. The feature selection capability of 

LASSO combined with the nonlinear modeling 

capability of GBDT makes the model perform well 

when dealing with high-dimensional, multi-period 

enterprise financial data, avoiding the problems of easy 

overfitting and high computational complexity of 

traditional methods. Through the sample similarity 

index, the dynamic concept drift problem in financial 

distress prediction is effectively solved. This method 

significantly improves the accuracy and stability of the 

prediction, while reducing the complexity of the model. 

6 Conclusion 
At a time when the economic and social environment is 

constantly changing, finding effective methods for 

financial distress is crucial for financial companies to 

help business managers be more forward-looking in 

their assessment of financial conditions and promote 

more stable corporate development. However, for the 

existing prediction models, for many forms of 

conceptual drift, they cannot accurately predict the 

financial distress situation of enterprises. This study 

proposes a dynamic prediction of corporate financial 

distress based on Lasso and GBDT integrated algorithm 

for dynamic conceptual drift. The experimental results 

show that the data balance corresponding to the highest 

evaluation index of different evaluation indexes is 

different, and different evaluation indexes have their 

own focus on different evaluation dimensions, 

reflecting the scientific nature of the model's prediction 

effect. the prediction means differences for the 1:1 data 

on all three evaluation indexes are significant at the 1% 

significance level, and the prediction mean differences 

for the 1:2 and 1:3 data on both accuracy and F-value 

are significant at the predicted mean differences in 

accuracy and F-values for both 1:2 and 1:3 data were 

significant at the 1% significance level, and the 

predicted mean differences in G-values were significant 

at the 4% significance level. For the GBDT classifier, 

the prediction accuracy of the integrated model after 

using similarity weighting improved by 0.051 on 

average and was significant at the 1.3% significance 

level. The improvement in model prediction as 

measured by F-values was 0.07 and was significant at 

the 10% significance level. There was no significant 

difference in the predictive effect of the models 

measured by G-values. The Lasso regression model 

took a weight of 25, with 77% of the test data and the 

remaining 27% of the predicted data. This shows that 

the sample similarity weighted integrated prediction 

strategy has an enhancing effect on the prediction of 

most common classifiers. By using a financial distress 

prediction model under dynamic concept drift, 

enterprise managers can more accurately identify 

financial risks and prepare in advance. In practical 

applications, the research model can deal with high and 

dynamic data, and improve the prediction accuracy and 

stability. Managers and investors can periodically use the 

model to assess financial health and adjust strategies based 

on the projections. The adaptability and prediction 

accuracy of the model can be enhanced by dynamic 

selection of financial indicators and sample similarity 

weighting in different time periods. This helps managers 

and investors make more precise decisions in response to 

different market environments and business conditions. 

This study tested the prediction models on the financial 

status of Company A and Company B. However, in 

practice, the financial status of each company has multiple 

manifestations and can also be classified into multiple 

financial health classes, which need to be explored in more 

depth and prediction models established for 

multidimensional discriminations, for which further 

research and discussion are needed. 
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