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This work proposes a new data augmentation technique based on linear interpolation for time series 

regression. Weekly Guillain Barré syndrome cases of Peru collected from 2019 to 2023 were used as a 

study case. The methodology includes the data splitting into training, validation, and testing subsets, data 

augmentation of training data, min/max normalization, training of models, forecasting from 1 to 5 steps, 

and the respective evaluation of results. For the experiments, five deep learning models were implemented, 

including Long Short-Term Memory (LSTM), Bidirectional LSTM (BiLSTM), Gated Recurrent Unit 

(GRU), Bidirectional GRU (BiGRU), and LSTM with attention layer (LSTMA), and experiments were 

carried out with different prediction steps 1, 2, 3, 4, and 5. The results show that of 50 implemented models 

with the proposed data augmentation, 41 improved in terms of MAPE, the improvements range between 

0.27% and 338.75%. On average, the model that improved the most was the Gated Recurrent Unit (GRU5) 

which used data augmentation with 5 synthetic items. 

Povzetek: Raziskava uvaja novo tehniko dopolnjevanja podatkov za napoved več korakov Guillain-Barré 

sindroma z uporabo globokega učenja. 

 

1 Introduction 
Guillain-Barré syndrome (GBS) is a rare disorder[1]–[5] 

in which the body's immune system attacks the nerves. 

Usually, the first symptoms are weakness and tingling[6] 

in the hands and feet. These sensations can spread quickly 

and, over time, paralyze the entire body. The most severe 

form of Guillain-Barré syndrome can paralyze the human 

body and is considered a medical emergency. The exact 

cause of Guillain-Barré syndrome is unknown[7]–[9]; 

however, two-thirds of patients exhibit a flu-like 

syndrome caused by gastrointestinal and respiratory tract 

infections before four weeks of the onset of weakness [10].  

According to the literature, few works have been 

found related to the use of machine learning and deep 

learning that address Guillain-Barré Syndrome, in three of 

the related works the diagnosis of Guillain Barré 

syndrome was addressed, including [11], [12] and [13], 

where the authors worked with a dataset of 129 patients 

and tried to diagnose the syndrome with 26 clinical 

features, using machine learning techniques such as SVM, 

JRip, C4.5, Random Forest and others, the best accuracy 

achieved was obtained by Random Forest with 0.9366 

outperforming other models such as JRip, SVM, C4.5, 

C5.0, Boosting, Bagging and others. In [14] and [15] a 

dataset of 122 patients was used, and three classifiers were 

implemented including JRip, SVM, and C4.5 to predict 

the need for mechanical ventilation in Guillain-Barré 

Syndrome patients, the best accuracy was obtained by 

OneR with 0.9119. 

In this work, GBS was not addressed as a 

classification problem, but as a regression problem. Time  

 

series regression or forecasting is used to predict future 

behavior [16] of the time series. Forecasting Guillain- 

Barré syndrome cases will allow health authorities to 

know the number of future cases of GBS and make the 

corresponding decisions. 

Five deep learning models were implemented 

including Long Short-Term Memory (LSTM) [17], 

Bidirectional LSTM (BiLSTM) [18], Gated Recurrent 

Unit (GRU)[19], Bidirectional GRU (BiGRU), and LSTM 

with attention layer (LSTMA)[20]. Data augmentation 

was used to improve the preliminary results. Commonly 

data augmentation was used for deep learning models to 

solve underfitting [21], [22] and overfitting[23][24] 

problems. Underfitting is produced when a model is not 

well-tuned to the training set [25][26], and overfitting is 

when a model produces good predictions for data points in 

the training set but performs poorly on unknown 

samples[27]. 

In this work, a new data augmentation technique 

based on linear interpolation is proposed, which, unlike 

the literature data augmentation techniques for time series 

regression, such as time warping + jittering, linear, 

polynomial, spline interpolation, and others generate 

synthetic values between each pair of items in the time 

series. The proposal produces synthetic values as it is done 

in time series classification problems, more details are in 

the 2.2 section. 

 

The main contributions of this work are listed below: 

- A comparison of multi-step forecasting of five deep 

learning models for Guillain Barré syndrome cases. 
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- A new data augmentation technique based on linear 

interpolation for time series regression. 

- A comparison of different data augmentation levels 

for time series regression. 

 

The rest of the paper is structured in a Related Work 

section that describes the state-of-the-art works. A 

Methodology section that describes the steps for 

implementing the deep learning models including the data 

augmentation proposal. Then, a results and discussion 

section, where the achieved results are described, and 

discussed. Finally, the conclusion reached based on the 

achieved results is described. 

2 Related works 

2.1 Overview of forecasting models 

Forecasting models have evolved. In the beginning, 

statistical models such as Simple Moving Average 

(SMA), Exponential Smoothing (ES), and Autoregressive 

Integrated Moving Average (ARIMA) gained great 

importance. The most well-known is ARIMA[28] 

introduced by Box-Jenkins in the 1970s. 

Later, models based on machine learning appeared, 

such as K-Nearest Neighbors (KNN)[29], Support Vector 

Regression (SVR)[30], Random Forest (RF), XGBoosting 

(XGB), and Multilayer Perceptron (MLP)[31]. 

Currently, those based on Deep Learning have 

become very popular, especially those based on Recurrent 

Neural Networks such as LSTM[32], GRU, BiLSTM[33], 

BiGRU, RNNs with attention layers, and more recently 

those based on Transformers[34]. 

2.2 Related works on Guillain Barre 

forecasting 

As mentioned above very few related works about 

Guillain Barré Syndrome can be found in the literature, 

some of them are displayed in Table 1. 

 
Table 1: Related works 

Authors Year Method Dataset Results 

[14]  2017 C4.5 122 Accuracy: 

0.8925 

[13] 2018 Random 

Forest 

129 Accuracy: 

0.9366 

[15] 2018 OneR 122 Accuracy: 

0.9119 

[12] 2020 JRip 122 ROC: 0.9507 

[11] 2021 SVM 129 Accuracy: 

0.6584 

 

According to Table 1, most of the related works 

focused on the implementation of classification models 

using machine learning techniques for the GBS diagnosis 

and the need of mechanical ventilation. Hence the 

importance of implementing regression models for 

Guillain Barré Syndrome weekly cases using deep 

learning techniques such as LSTM, GRU, BiLSTM, 

BiGRU, and LSTM with attention layers. 

3 Methodology 

This section describes the methodology to implement 

the proposed data augmentation technique and the deep 

learning models. Figure 2 shows a graphical summary of 

this process. 

 

Figure 2: Methodology 

3.1 Data collection 

The dataset of Guillain Barré syndrome cases in Peru 

was downloaded from https://www.dge.gob.pe/sala-

sgb/SALA-SGB.html. It contains cases from 2019 to 

2024. But, for this study, data from 2019 to 2023 were 

used. Table 2 shows the characteristics of this dataset. 

 

Table 2: Dataset characteristics 

Count Mean Std Min Max 

260 9.49 22.44 0.00 305.00 

 

Data from 2019 to 2023 were used for this study, 

equivalent to 260 weeks. 208 weeks were used for 

training, 13 for validation, and 39 for testing. 

 
Figure 1: Dataset subsets 

 

2.2 Data augmentation 
Data augmentation was performed to enrich training 

data and improve the accuracy of the results of the deep 

learning-based models. In time series, data augmentation 

was mainly performed for classification tasks [35]–[37]. 
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In [38], three data augmentation techniques for time series 

regression were described, time warping and jittering, 

linear and polynomial interpolation, they were used to 

insert n synthetics items between each pair of time series 

values. 

In this work and the related work, linear interpolation 

for data augmentation was proposed, but the main 

difference lies in how the time series items are 

interpolated. While in [38] ns synthetic items were directly 

generated between each pair of time series items, in this 

work the training data was first organized in a 4 x 52 

matrix, each row contains the data of one year, thus the 

first row contains the data for the year 2019, the second 

row for the year 2020 and so on. Then, linear interpolation 

was used to generate ns synthetic items between each 

week of the 2019 and 2020 years. Then between each 

week of the 2020 and 2021 years. Finally, between each 

week of the 2021 and 2022 years. In other words, the 

process generates new synthetic years instead of just new 

items. For implementing the deep learning models, data 

structured in a one-dimensional array is required, so the 

corresponding conversion from matrix to one-dimensional 

array was made. 

Figure 3, shows the main difference between 

literature data augmentation techniques and the proposed 

data augmentation of this work. The black dots are the 

original values, and the red dots are the synthetic values. 

 

 
Figure 3: Literature data augmentation techniques vs 

Proposal. a) Time warping + jittering, b) Linear 

interpolation, c) Polynomial interpolation and d) 

Proposal 

 

According to Figure 3, the main disadvantage of 

literature data augmentation techniques for time series 

regression is that original data frequencies and relations 

are altered, so the predictions preserve the new 

frequencies and relations, and to obtain the real 

predictions, the predictions that correspond to synthetic 

values must be discarded. This problem does not arise with 

the proposal, since the frequencies and relations in the data 

sequences are not altered. 

 

 

 

 

 

In this work, ns=5 and ns=10 were used to generate 

synthetic items. Figure 4 shows five synthetic years 

between 2019 and 2020 year. And, as can be seen, the 

frequencies and ratios of the original data are not altered, 

and the synthetic data also retain similar characteristics as 

the original data used to generate it.  

 
Figure 4: Data augmentation with 5 synthetic rows 

 

The final length of training data including synthetic 

values can be estimated using equation (1). 

 

 𝑙𝑒𝑛𝑔𝑡ℎ = (𝑦𝑟𝑠 + (𝑦𝑟𝑠 − 1) ∗ 𝑛𝑠) ∗ 𝑤𝑘𝑠 (1) 

 

Where length is the final length of training data including 

data augmentation, yrs are the training years, ns the 

number of synthetic years, and wks the number of weeks 

per each year. Table 3 shows training data including 

synthetic values. 

 

Table 3: Training data including synthetic values 

yrs wks ns Total 

4 52 5 988 

4 52 10 1768 

 
Figure 5 shows the algorithm of the proposal data 

augmentation technique. 

According to Figure 5, the data augmentation 

algorithm requires as inputs nr (number of rows), nc, 

(number of columns), nsyns (number of synthetic items), 

and data (data matrix).  

The first loop i allows to traverse the rows of the data 

matrix; the loop j allows to traverse the columns of each 

row of the data matrix; row i and row i+1 are used to 

generate the synthetic items. In loop j, the distances 

between each pair of values in row i and row i+1 are 

estimated. In loop k, the distances obtained in the prior 

loop are used to generate the linear synthetic items. 
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Figure 5: Algorithm of the proposed data augmentation  

 

2.3 Normalization 
Normalization consists of transforming the values of 

a set of data so that, they are in a specific range of values, 

typically between 0 and 1. This work used normalization 

to help models converge faster [39][40]. Data were 

normalized using the [0-1] scale, through the min/max 

normalization, according to equation (2).  

 

 𝑥′ =
𝑥−min⁡(𝑥)

max(𝑥)−min⁡(𝑥)
 (2) 

Where 𝑥′ is the normalized value, x is the value 

to be normalized, min(x) is the min value in the x vector, 

and max(x) is the max value in the x vector. 

 

2.4 Model implementation 
For deep learning models, data were structured in 

features and labels, with 52 features for each row, and 

depending on step size prediction, labels contain 1, 2, 3, 4, 

or 5 columns.  

In this work, the deep learning-based models were 

implemented using Google Colaboratory and the 

Tensorflow 2.15.0 library. 

The hyperparameters for the implemented deep 

learning models are shown in Table 3. 

 

Table 4: Hyperparameters of the deep learning models 

Model hyperparameters 

LSTM [100, 50, 50, ps*], droprate: 20,20,20 

BiLSTM [100, 50, 50, ps*], droprate: 20,20,20 

GRU [100, 50, 50, ps*], droprate: 20,20,20 

BiGRU [100, 50, 50, ps*], droprate: 20,20,20 

LSTMA [100, ATT, ps*] 

* ps is the prediction steps: 1, 2, 3, 4, or 5. 

 

In this work, just LSTM and GRU were optimized 

using GridSearchCV[41]. BiLSTM, BiGRU, and LSTMA 

used similar architecture to that of the main models. 

According to Table 4, the Recurrent Neural 

Networks-based models such as LSTM, BiLSTM, GRU, 

and BiGRU have four layers, the first contains 100 units, 

the second and third 50 units, and the output layer presents 

the units equivalent to the predictions steps that can be 1, 

2, 3, 4 or 5. The LSTM with attention layer (LSTMA) is 

simpler than the previous ones since it only presents 3 

layers, the first contains 100 units, the second is the 

attention layer, and the third is the output layer, it presents 

the units equivalent to the prediction steps, like the 

previous ones. In the first four models, drop rates of 20% 

were used to avoid overfitting after each layer except the 

output layer. LSTMA did not use drop rates in any layer. 

Models with no data augmentation obtained their best 

results with 100 epochs, while models with data 

augmentation (5 and 10) obtained their best results with 

50 epochs. 

All models used a learning rate of 0.001, adam as 

optimizer, mse and mae as loss functions, 100 as batch 

size. 
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2.5 Evaluation 
 

The evaluation of implemented models was 

performed through Root Mean Squared Error (RMSE), 

Mean Absolute Percentage Error (MAPE), and R2, they 

are estimated using equations (3), (4), and (5). 

 

 𝑹𝑴𝑺𝑬 = √
∑ (𝑷𝒊−𝑶𝒊)𝟐𝒏
𝒊=𝟏

𝒏
 (3) 

 

 𝑴𝑨𝑷𝑬⁡ =
𝟏

𝒏
∑ |

(𝑶𝒊−𝑷𝒊)

𝑶𝒊
∗ 𝟏𝟎𝟎|𝒏

𝒊=𝟏  (4) 

 

 𝑅2 = ∑ (𝑃𝑖 − �̅�)2𝑛
𝑖=1 ∑ (𝑂𝑖 − �̅�)2𝑛

𝑖=1⁄  (5) 

 

Where 𝑃𝑖 is the ith item of the predicted vector P, 𝑂𝑖 
is the ith item of the observed vector, n the length of P and 

O vectors, and �̅� is the mean of the items in the vector O. 

The RMSE was used to evaluate the error of the 

predictions in terms of GBS cases. The MAPE was used 

for evaluating the prediction error in percentage terms. 

And, the R2 coefficient was used to measure the level of 

correlation between the predictions and the observed data. 

4 Results and Discussions 

4.1 Results 
 

In this section, the achieved results are described. 

 

Table 5: RMSEs of implemented models 
Model Prediction steps 

1 2 3 4 5 

LSTM 11.18 11.31 44.36 50.57 48.56 

LSTM5 9.46 11.26 11.64 11.98 12.31 

LSTM10 8.92 10.59 11.37 11.06 11.58 

BiLSTM 9.76 10.85 21.97 12.98 27.11 

BiLSTM5 9.49 14.20 12.00 13.21 12.68 

BiLSTM10 10.71 12.51 12.59 12.48 12.01 

GRU 9.06 8.90 39.15 35.63 32.71 

GRU5 8.33 9.15 9.51 9.56 10.30 

GRU10 8.68 9.39 9.80 10.03 10.67 

BiGRU 10.01 10.37 37.50 35.19 39.16 

BiGRU5 9.79 11.07 9.13 9.77 10.23 

BiGRU10 9.41 10.51 10.65 10.69 11.21 

LSTMA 11.77 11.45 14.36 11.65 10.87 

LSTMA5 11.60 11.87 11.63 11.54 11.54 

LSTMA10 11.26 11.45 11.29 11.63 10.93 

 

In terms of RMSE, according to Table 5, it can be 

seen that most of the models managed to improve with 

data augmentation. For one-step predictions the model 

that improves the most is LSTM, passing through 11.18 

(LSTM), 9.46 (LSTM5), and 8.92 (LSTM10). For two-

step predictions, the model that improves the most is also 

LSTM, passing through 11.31 (LSTM), 11.26 (LSTM5), 

and 10.59 (LSTM10). For three-step predictions, the 

model that improves the most is also LSTM, passing 

through 44.36 (LSTM), 11.64 (LSTM5), and 11.37 

(LSTM10). For four-step predictions, the model that 

improves the most is also LSTM passing through 50.57 

(LSTM), 11.98 (LSTM5), and 11.05 (LSTM10). Finally, 

for five-step predictions the model that improves the most 

is LSTM passing through 48.56, 12.31, and 11.58. 

 

In terms of RMSE, the models with lower RMSE are 

GRU5, GRU, BiGRU5, GRU5, and BiGRU5 with 8.33, 

8.90, 9.13, 9.56 and 10.23 for 1, 2, 3, 4 and five steps 

respectively.  

 

Table 6: MAPEs of implemented models 

Model Prediction steps 

1 2 3 4 5 
LSTM 65.72 66.69 366.66 397.32 402.41 

LSTM5 53.26 50.71 66.27 69.63 77.82 

LSTM10 42.87 56.34 65.51 58.57 65.91 

BiLSTM 55.31 55.19 186.81 100.45 229.63 

BiLSTM5 54.21 92.42 76.62 94.33 84.72 

BiLSTM10 58.00 80.39 83.49 76.54 67.57 

GRU 46.51 54.84 349.78 314.92 272.63 

GRU5 39.67 42.96 48.97 47.41 51.59 

GRU10 41.97 47.34 52.70 51.84 57.03 

BiGRU 58.32 51.42 311.60 263.75 325.90 

BiGRU5 50.71 62.29 45.46 47.41 49.70 

BiGRU10 43.01 52.88 55.42 55.42 57.93 

LSTMA 64.99 60.41 99.81 63.78 53.62 

LSTMA5 63.63 65.45 63.56 62.40 62.67 

LSTMA10 59.39 60.41 59.34 63.51 54.23 

 

In terms of MAPE, according to Table 6, it can be 

seen that most of the models managed to improve with 

data augmentation. For one-step predictions the model 

that improves the most is LSTM, passing through 65.72% 

(LSTM), 53.26% (LSTM5), and 42.87% (LSTM10). For 

two-step predictions, the model that improves the most is 

GRU, passing through 54.84% (GRU), 42.96% (GRU5), 

and 47.34% (GRU10). For three-step predictions, the 

model that improves the most is also GRU, passing 

through 349.78% (GRU), 48.97% (GRU5), and 52.7% 

(GRU10). For four-step predictions, the model that 

improves the most is also GRU passing through 314.92% 

(GRU), 47.41% (GRU5), and 51.84 %(GRU10). Finally, 

for five-step predictions the model that improves the most 

is LSTM passing through 402.41%, 77.82%, and 65.91%. 

 

In terms of MAPE, the models with lower MAPE are 

GRU5, GRU5, BiGRU5, GRU5, and GRU5 con 39.67%, 

42.96%, 45.46%, 47.41%, and 51.59% for 1, 2, 3, 4 and 5 

steps respectively. 

 

Table 7: R2s of implemented models 

Model Prediction steps 

1 2 3 4 5 

LSTM 0.00 0.00 0.01 0.01 0.01 

LSTM5 0.26 0.04 0.04 0.03 0.06 

LSTM10 0.20 0.10 0.06 0.03 0.07 

BiLSTM 0.00 0.00 0.01 0.00 0.02 

BiLSTM5 0.26 0.01 0.10 0.09 0.06 

BiLSTM10 0.11 0.07 0.06 0.02 0.00 

GRU 0.08 0.03 0.04 0.04 0.03 
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GRU5 0.23 0.19 0.15 0.14 0.06 

GRU10 0.23 0.24 0.20 0.15 0.07 

BiGRU 0.00 0.00 0.00 0.00 0.01 

BiGRU5 0.13 0.12 0.14 0.10 0.05 

BiGRU10 0.10 0.09 0.04 0.04 0.01 

LSTMA 0.05 0.05 0.00 0.05 0.01 

LSTMA5 0.05 0.06 0.05 0.06 0.05 

LSTMA10 0.04 0.05 0.07 0.09 0.06 

 

In terms of R2, according to Table 7, it can be seen 

that all models managed to improve with data 

augmentation. For one-step predictions the model that 

improves the most is LSTM, passing through 0.00 

(LSTM), 0.26 (LSTM5), and 0.20 (LSTM10). For two-

step predictions, the model that improves the most is 

GRU, passing through 0.03 (GRU), 0.19 (GRU5), and 

0.24 (GRU10). For three-step predictions, the model that 

improves the most is also GRU, passing through 0.04 

(GRU), 0.15 (GRU5) and 0.20 (GRU10). For four-step 

predictions, the model that improves the most is also GRU 

passing through 0.04 (GRU), 0.14 (GRU5) and 0.15 

(GRU10). Finally, for five-step predictions, the model that 

improves the most is LSTM passing through 0.01, 0.06, 

and 0.07 followed very closely by GRU with 0.03, 0.06, 

and 0.07. 

In terms of R2, the models with higher R2 are 

LSTM5, GRU10, GRU10, GRU10, and LSTM10 con 

0.26, 0.24, 0.2, 0.15 and 0.07 for 1, 2, 3, 4 and 5 steps 

respectively. 

 

Figure 6 graphically shows the predictions of GRU 

model which was the best model on average for 1, 2, 3, 4, 

and 5-step predictions.  

 

It can be seen that for one-step predictions (Figure 6 

a), the three versions of GRU present similar predictions; 

however, the versions with data augmentation GRU5 

(MAPE 39.67%), and GRU10 (MAPE 41.97%) were 

slightly superior to the version with no data augmentation 

GRU (MAPE 46.51%), thus the data augmentation 

allowed obtaining greater detail in the predictions, that is, 

a less smooth curve. 

For two-step predictions, similarly to one-step 

predictions, the GRU predictions (MAPE 54.84%) 

produced more error than the data augmentation versions 

GRU5 (MAPE 42.96%) and GRU10 (MAPE 47.34%) 

with a not very big difference. 

For three-step predictions, the difference between 

the models with data augmentation GRU5 (MAPE 

48.97%) and GRU10 (MAPE 52.7%) became quite 

noticeable in regards to the model with no data 

augmentation GRU (MAPE 349.78%). 

 

 

 
a) 

 
b) 

 
c) 

 
d) 

 
e) 

Figure 6: GRU predictions. a) 1-step, b) 2-step, c) 3-step, 

d) 4-step, and e) 5-step 

 

For four-step and five-step predictions, something 

similar to three-step predictions occurred, the model with 

no data augmentation GRU presented a high error, greater 

than 250%, while the models with no data augmentation 

GRU5 and GRU10 remained more uniform. 

 

As seen in Tables 4, 5, 6, and Figure 7, the greater 

the number of prediction steps, the performance of the 

implemented deep learning models is negatively affected. 

So, it can be stated that with the available data, predicting 

more than two steps was very complex for models with no 

data augmentation. For most of the implemented deep-

learning models, the data augmentation allowed good 

improvements in the performance of most models, not 

being affected in the magnitude that the models with no 

data augmentation were, but there is still work to do for 

future studies, the errors still are high.  

 

It is important to highlight that from all the 

implemented models, LSTM with attention layer 

(LSTMA) despite not presenting the best RMSE, MAPE, 

and R2, was the only model that presented uniform results 

in the different prediction steps. 
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Figure 7: MAPEs of each prediction step 

 

4.2 Discussions 

Error analysis 

According to Figure 6, it can be seen that the best model 

(GRU) has greater difficulty in predicting between weeks 

9 and 19, where the largest number of cases occur. The 

data augmentation allows to reduce the error considerably, 

however, there is no significant difference between the 

data augmentation of 5 items regarding the 10 items 

augmentation. Also, according to Figure 1, testing data is 

not similar to training data, especially data between weeks 

9 and 19, so the implemented models are not able to learn 

this type of data, producing high errors in the predictions. 

An alternative to solve this would be to modify the data 

augmentation strategy; instead of using the weeks 

sequentially, they could be combined randomly. 

 

Computational cost in seconds 

The models were implemented in Python language in 

Jupyter IDE with a processor AMD Ryzen 7 4700U with 

Radeon Graphics 2.0 GHz, and RAM 12GB. 

 

Table 8: Computation cost in seconds 

Model Data augmentation 

0 5 10 

LSTM 35 897 1734 

GRU 28 611 1621 

BiLSTM 48 6450 10786 

BiGRU 61 2855 5237 

LSTM ATT 15 365 973 

 

According to Table 8, computation cost increases 

considerably with data augmentation, however, the 

improvements in results justify the implementation, being 

five the optimal number of synthetic items. 

 

Broader impact 

The GRU model that presented the best performance in 

forecasting Guillain Barré Syndrome cases can be 

integrated into public health planning through a web 

application accessed through web environments from 

desktop machines or mobile devices. The architecture for 

this application can be seen in Figure 8. The Back End 

would run in Python with Flask framework and, the Front 

End with HTML5, JavaScript, and CSS. 

 

 
 

 

Figure. 8 Architecture of a web app 

 

Limitations 

One of the main limitations of this work is the amount of 

data obtained, which is limited to what is currently 

available in the repository of the Ministry of Health of 

Peru. Another limitation is the configuration of the 

hyperparameters of three of the implemented neural 

networks, BiLSTM, BiGRU, and LSTMA, they used 

similar architecture of the main models LSTM and GRU. 

5 Conclusion and future work 

5.1 Conclusion 

According to the results achieved, it can be stated 

that the proposed data augmentation technique based on 

linear interpolation in terms of MAPE allowed 

improvement in most of the implemented models such as 

LSTM, BiLSTM, GRU, BiGRU and LSTMA, thus, from 

50 implemented models with data augmentation, 41 of 

them were improved, being these improvements between 

0.27% and 338.75%, so the proposal is a good alternative 

for data augmentation in Guillain Barré syndrome time 

series forecasting. 

 

5.2 Future work 

The data augmentation proposal improved most of 

the implemented models; however, despite the 

improvements, the best MAPE achieved is 39.67% 

(GRU5) for one-step forecasting, which shows that there 

is still much room for improvement. Thus, some future 

improvements that can be made include the exploration of 

other deep learning architectures e.g. other models with 

attention layers such as CNN-LSTM, BiLSTM, GRU, 

BiGRU, models based on Transformers, ensemble 

models, and hybrid models. 

In addition, multivariate models could be considered, 

including variables e.g. temperature, and precipitation. 
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Table 9: Description of abbreviations 

Abbreviation Explanation 

GBS Guillain Barre Syndrome 

ARIMA Autoregressive Integrated 

Moving Average 

SMA Simple Moving Average 

SVR Support Vector Regression 

KNN K Nearest Neighbors 

RF Random Forests 

LSTM Long Short-Term Memory 

GRU Gated Recurrent Unit 

BiLSTM Bidirectional Long Short-Term 

Memory 

BiGRU Bidirectional Gated Recurrent 

Unit 

LSTMA LSTM with attention 

mechanism 

RMSE Root Mean Squared Error 

MAPE Mean Absolute Percentage 

Error 

HTML Hyper Text Markup Language 
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