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With the rapid development of tourism, personalized self-guided tours have become an important trend 

in the tourism market. Since traditional personalized recommendation methods often ignore elements 

such as users' personal preferences and characteristics of travel destinations, in order to improve the 

reliability of personalized self-guided tour strategy research. The study fuses the random forest 

algorithm preference model with the frequent pattern growth algorithm association model to provide 

personalized self-guided tour strategies. The study firstly utilizes the random forest algorithm to 

predict the attraction preference selection, and then utilizes the frequent pattern growth algorithm to 

mine the association relationship among the attractions, so as to provide effective data for strategy 

formulation. The results indicated that the prediction accuracy, recall, and data processing precision 

of the strategy model for attraction data were 92.07%, 93.07%, and 81.06%, respectively. The 

coverage of the strategy model was, however, much higher than that of the comparison model for 

regional attractions, featured attractions, popular attractions, and specialized attractions, at 78.09%, 

85.61%, and 63.26%, respectively. This suggests that the model developed in the study can help meet 

the goal of the trip and greatly increase the accuracy of attractions in the process of developing a 

personalized self-guided tour strategy. The study intends to increase user happiness and travel 

suggestion accuracy in order to strongly promote the growth of the tourism industry. 

Povzetek:  Raziskava združuje model naklonjenosti z algoritmom naključnega gozda (RFA) in model 

povezav atrakcij s FP-Growth za personalizirane strategije samostojnih potovanj. Rezultati izboljšajo 

kvaliteto priporočil in povečajo zadovoljstvo turistov.

1 Introduction 

Personalized self-guided tours (PSGT) strategy refers to 

customizing the most suitable travel solutions for users 

based on their personal preferences and preferences to 

enhance user satisfaction and experience. Traditional 

personalized recommendation algorithms mainly make 

recommendations based on the user's historical 

behavioral data or interest labels, but they often ignore 

the user's personal preferences and the characteristics of 

travel destinations [1-2]. Random forest algorithm (RFA) 

is an integrated learning method that can effectively solve 

the overfitting problem and has high prediction accuracy 

by combining multiple decision tree (DT) models for 

prediction. However, the application of RFA preference 

models in PSGT strategies often focuses only on the 

user's behavioral data and characteristics, ignoring the 

user's personal preferences and destination characteristics 

[3-4]. In addition, frequent pattern growth algorithm 

(FP-Growth) is an association rule mining algorithm 

(ARMA) that can be used to discover frequent item sets 

and association rules in a dataset. In the field of tourism, 

FP-Growth can be used to mine association rules between 

tourists' consumption behaviors and preferences to 

discover common characteristics and behavioral patterns 

of different types of tourists [5-6]. By mining and 

analyzing these association rules, useful insights and 

guidance can be provided for the formulation of PSGT 

strategies. Therefore, the study fuses the RFA preference 

model with the FP-Growth association model to enhance 

the effectiveness of PSGT strategies. RFA is first utilized 

to construct a prediction model of users' preference for 

attraction selection. Then FP-Growth is utilized to mine 

association rules of tourist destinations to provide more 

accurate recommendations. The study aims to use the 

fusion of RFA preference model and FP-Growth 

association model to enhance the recommendation effect 

of PSGT strategy, to provide tourists with a more 

personalized and high-quality tourism experience, and to 

promote the development and progress of the tourism 

industry. 

The study's first section provides an overview of the 

state of the art in terms of machine learning (ML) 

research in the tourist industry. The second section of the 

study uses FP-Growth to mine the correlation relationship 

between attractions based on attraction PS after first 

using RFA to forecast the attraction preference selection 

(PS). Through simulation studies, the application 
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performance of the developed PSGT-strategic model (SM) 

is confirmed in the third section. The experimental results 

are compiled in the fourth section, which also examines 

the benefits and drawbacks of the study's methodology. 

2 Related works 

PSGT strategy research is particularly important in the 

context of the current increasingly diverse tourism market. 

To achieve this objective, a large number of specialists 

and academics have focused on the fields of ML and data 

mining. Among them, RFA and FP-Growth, as two 

representative technical tools, have shown great potential 

and value in the research of PSGT strategies. Deng et al. 

proposed an edge computing-based travel destination 

selection preference prediction method to improve the 

accuracy and prediction duration of travel destination 

selection preference prediction. The study utilized edge 

computing to select preference features, and then utilized 

the RFA to sort and get the weight value, and then 

performs preference prediction based on the weight value. 

The results showed that the method can significantly 

improve the prediction accuracy and also shorten the 

time-consuming process of selecting tourist destinations 

[7]. Vieira et al. analyzed the techniques of acceptance 

extension model, perceived usefulness, and perceived 

ease of use in social networks in order to assess the 

behavior of travelers in choosing tourist attractions. The 

study was conducted by analyzing social data from 

different social software and considering the above three 

factors. The study of tourists' behavioral intentions was 

greatly improved by this strategy, according to the results 

[8]. Huda et al. conducted a study on sustainable digital 

strategies for hotels in order to enhance the market 

expansion of budget hotels. The study was conducted to 

enhance the operational practices of hotels by restoring 

financial sustainability through surveys of different 

customers and enhancing digital market strategies in 

resilient sectors of the tourism industry. The results 

showed that the study was able to consistently gain a 

small advantage in the sustainability of frequent guest 

maintenance [9]. Yen et al. proposed a new approach 

based on network data envelopment analysis and social 

network analysis to realize the potential research on the 

accessibility of different tourist destinations. The study 

realized the sharing of network data by classifying and 

statistically analyzing the data of tourism intermediaries. 

The results showed that the method can effectively help 

destination managers and governments to identify 

tourism opportunities and implement appropriate 

strategies [10]. 

Liang used RFA to build a regression model based 

on data mining and data learning to investigate the 

growth of rural tourism. RFA was used to analyze and 

summarize the tourism service strategies of rural 

revitalization regions. The results indicated that RFA was 

able to weigh the importance of the variables in the 

service strategy, and thus could be applied to the 

development of the service strategy [11]. Zhang et al. 

applied ML methods such as RFA to the strategy research 

of customized tourism through the study of big data 

customized tourism. This suggested that users could 

receive customized travel search services through data 

mining and classification utilizing several big data 

elements related to tourism [12]. To provide tourists with 

effective visit information, the frequent item set method 

was employed to mine the points of interest in different 

attractions, as proposed by Höpken et al. The study 

analyzed tens of thousands of tourist image information 

to cluster the attractions that are of interest to potential 

tourists, and then used association rules for data mining. 

The results showed that the method is able to increase the 

support level to 4.6%. [13]. Shabtay et al. constructed a 

new bootstrap frequent pattern for the mining of different 

program interests through a multi-objective mining 

algorithm. The study utilized the bootstrap frequent 

pattern to be able to find the interest relationships of 

different item sets quickly while using a small amount of 

memory. The results indicated that the bootstrap frequent 

pattern can significantly improve the problem of counting 

class rules among different items [14]. In order to 

conduct an effective analysis of the relevant research, the 

study analyzed and summarized the research conducted 

by the experts and scholars mentioned above, as shown in 

Table 1, which is the result analysis table obtained by 

citing the methods used in the literature. 

 

 
Table 1: Analysis of results obtained from the method of using citations 

Literature Main methods Main findings Performance index 

Deng et al Edge algorithm 

Significantly improve 

prediction accuracy and 

shorten time consumption 

Improved prediction 

accuracy and reduced time 

consumption 

Vieira et al 
The acceptance expansion 

model in social networks 

Analysis of significantly 

enhancing tourist 

behavioral intentions 

Improving the accuracy of 

behavioral intention 

analysis 

Huda et al 
Research on sustainable 

digital strategy for hotels 

Continuously gaining small 

advantages in sustainable 

development through 

frequent customer 

maintenance 

Financial sustainability 

recovery and improved 

customer maintenance 

effectiveness 
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Yen et al 
Based on network data 

envelopment analysis 

Effectively help identify 

tourism opportunities and 

execute strategies 

Enhancing the ability to 

discover tourism 

opportunities 

Liang 
Data mining and random 

forest algorithm 

The random forest 

algorithm can balance the 

importance of variables in 

service strategies 

Improving the accuracy of 

service strategy 

formulation 

Zhang et al 
Research on big data 

customized tourism 

79.84% of customers are 

willing to purchase 

customized big data 

services again 

Users have a high 

willingness to purchase 

again, and personalized 

search services have good 

results 

Höpken et al 

Identifying frequent item 

sets and mining interest 

points 

Support increased to 4.6% 
Improving the accuracy of 

interest point mining 

Shabtay et al 

Constructing guided 

frequent patterns using 

multi-objective mining 

algorithms 

Significantly improve the 

numerical rule problems 

between different projects 

Improved speed in mining 

interest relationships 

between projects and 

reduced memory usage 

 

Through the analysis of the above research, it is 

found that the random forest preference model and the 

scenic spot association model play a very important role 

in the development of PSGTs. Using the RFA can 

effectively improve the accuracy in the prediction of 

attraction PS, and the FP-Growth algorithm can 

significantly improve the mining of the association 

relationship between different attractions. Additionally, 

the study will provide a clear comparison of the 

performance metrics of each reference [6], [8], and [12] 

with the model approach in terms of performance. The 

approach of Deng et al. [6] is particularly effective in 

real-time and prediction accuracy. The approach of Vieira 

et al. [8] is highly specialized in understanding travelers' 

social behaviors and psychological preferences. Finally, 

the approach of Zhang et al. [12] is particularly effective 

in providing personalized services. In contrast, the 

RFPAP model is particularly adept at the scientific 

assessment and analysis of tourism resources, while the 

FP-Growth model is highly effective in mining 

association rules from large amounts of data. The 

integration of these methods may result in more 

comprehensive and accurate solutions in the field of 

personalized travel recommendation. In summary, the use 

of RFA can effectively improve the accuracy in the 

prediction of attraction PS, and the FP-Growth algorithm 

can significantly improve the mining of correlations 

between different attractions. Based on this study, the two 

algorithms are integrated and used to construct a PSGT 

strategy model. The study aims to provide more and more 

favorable data support for the development of tourism. 

 

 

 

 

 

 

 

 

3 Self-guided tour strategy by 

integrating RFPAP model and 

FP-growth model 
To meet the personalized needs of tourists, the study 

designs a self-guided tour strategy based on data mining 

by fusing the RFPAP model with the FP-Growth model. 

This strategy will utilize advanced data analysis methods 

to deeply mine tourists' tourist attraction preferences 

(PTA) and the correlations between attractions, so as to 

provide tourists with more accurate and personalized 

travel route suggestions. The study utilizes RFA to 

predict PTA and FP-Growth algorithm to mine the 

correlations among attractions on the basis of prediction. 

The design of PSGT strategy is accomplished through the 

fusion of the two models. 

 

3.1 RFA-based attraction preference 

prediction model construction 
To analyze the attraction selection of PSGT, the study 

utilizes RFA for predictive analysis of PTA. In the 

prediction of tourism PTA using RFA, the data of 

attraction selection by itself is of little value, but it is 

effectively categorized and processed by RFA. This is 

used as a basis for obtaining information about attraction 

PS from a large amount of tourism data, and it also 

improves the prediction accuracy when multivariate 

prediction is performed. Through extensive analysis of 

RFA, the algorithm is composed of a large number of 

DTs [15-16]. This DT is the predictive classifier in the 

algorithm, and by effectively analyzing the DT, the 

sensitivity and accuracy of data classification in 

self-guided tour attractions can be improved. The flow 

chart of DT construction based on attraction selection is 

shown in Fig. 1. 
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Figure 1: Process diagram for constructing a decision tree based on scenic spot selection 

 

Fig. 1 illustrates the decision-making process 

employed by the research team. It can be observed that 

the suitability of weather conditions is initially assessed, 

and subsequent decisions are then made based on ticket 

prices. If the ticket price is deemed appropriate, further 

consideration will be given to whether the scenic spot has 

any festivals or activities. Conversely, if the price is 

deemed unsuitable, or for other reasons, users will not 

choose the attraction. The decision-making process of 

scenic spot selection is clearly displayed by the clear 

definition of nodes and branches. This enables users to 

make more suitable choices. In the process of predicting 

tourism PTA using RFA, the specific operation to 

improve the accuracy of classification is divided into 3 

steps. The first step is to use the sampling technique to 

extract the original data, the extraction process is a 

put-back operation, and the corresponding training set 

can be obtained through random extraction. These 

datasets are classified, and each extraction will have 

about 36.8% of the data not sampled, and these 

unsampled data forms the out-of-bag (OOB) [17-18]. The 

OOB error can be calculated to evaluate the performance 

of the model. Therefore, OOB can be used for 

performance analysis of RFA. Then on the basis of 

obtaining the OOB, the study sets the features in each 

sample to M. At this point, a variable is extracted for each 

node in each tree. This variable will be analyzed to find 

the strongest variable of classification ability, and 

combined with the threshold value is used for the 

determination and analysis of classification nodes. Finally, 

the study utilizes the generated random forest to classify 

the tourist attraction data and the classification result is 

based on the number of votes of the classifier. A 

schematic diagram of attraction prediction by RFA is 

shown in Fig. 2. 
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Figure 2: Schematic diagram of scenic spot prediction using random forest algorithm 

 

Fig. 2 illustrates the sample data points utilized for 

training and testing. It can be observed that two-thirds of 

the data points are employed for training, while the 

remaining one-third are utilized for testing. The green 

tree icon represents the remaining samples that have not 

yet been included in the current training or testing process. 

The random selection of features serves to mitigate the 

risk of overfitting and enhance the model's capacity for 

generalization. The yellow circle represents "out-of-set 

samples," which, along with their corresponding 

"out-of-set errors," are employed to assess the efficacy of 

the model on previously unseen data, thereby providing 

an additional metric for evaluating the model's 

generalizability. The study must obtain a classification 
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matrix in order to examine the expected values of 

attraction selection and guarantee the accuracy of the 

classification results. The classification matrix 

constructed by the study can be represented by Equation 

(1). 
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1 2
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In Equation (1), A  denotes the classification 

matrix and pf  is the feature p  value corresponding to 

the classification process. n pa f  is the feature p  value 

corresponding to the n  th tourist. After calculating the 

obtained classification matrix, the eigenvector values of 

tourists in attraction selection can be expressed by 

Equation (2). 

( )1 2, , , nX X X X X A=   (2) 

In Equation (2), nX  denotes the feature vector of 

the n  th visitor at the time of selection. The predicted 

value of attraction selection at this time can be expressed 

by Equation (3). 

( )1 2( ) , , , nY f X y y y= =  (3) 

In Equation (3), ( )f X  denotes the classification 

function of RFA, and ny  denotes the predicted value of 

PTA for the n  th tourist. It is discovered that the sorting 

of DT would significantly affect the prediction outcomes 

in the PTA prediction process. The sorting judgment 

according to the majority principle can be employed to 

obtain the importance sorting results of the selection 

variables. Furthermore, the credibility of the sorting 

results of the majority principle is considerably higher 

than that of the sorting results of the selection of single 

factors. In the process of feature sorting, it is necessary to 

judge the metric importance of feature variables to 

determine the sorting principle [19-20]. The study uses 

the OOB data as a test set based on the previous OOB 

data as a way to judge the generalization ability when DT 

classification. The corresponding sorting principle at this 

point can be expressed by Equation (4). 

 

( ) ( ) ( )k k i kI i OOB E OOB E= −  (4) 

 

In Equation (4), ( )k iOOB E  denotes the i  th 

incorrectly assessed eigenvalue in the incorrect 

assessment result. ( )kOOB E  denotes the reordered 

misassessment value. Equation (5) can be used to 

calculate the DT importance measure after obtaining the 

ranking principle. 

1

( )

( )

N

k

i

I i

I i
N

==
   (5) 

In Equation (5), N  denotes the number of DTs. 

Combining the above studies, the study constructed the 

random forest preferred attraction prediction (RFPAP) 

model on the basis of RFA. The prediction flowchart of 

this model is shown in Fig. 3. 

 

Attraction preference 

prediction training
RFPAP model Attraction preference 

selection test
RFPAP model Forecast results Prediction accuracy 

evaluation

 

Figure 3: Process diagram of preference prediction model for random forest scenic spot selection 

 

Fig. 3 illustrates the two-stage structure of the scenic 

spot selection preference prediction model developed in 

the study. The model comprises a training stage and a 

testing stage. Firstly, during the training phase, the study 

employs the RFA to classify and process the raw data, 

with the objective of selecting representative training 

datasets and identifying the optimal parameter 

configuration through algorithm iteration. Subsequently, 

during the testing phase, the selected and optimized 

dataset will be applied to the RFPAP model for the actual 

prediction of attraction selection preferences, and the 

prediction results will be recorded. Finally, in order to 

evaluate the performance of the model, the predicted 

results are compared in detail with the actual selection 

values of tourists. This comparison allows for the 

calculation of the prediction accuracy of the model, 

thereby ensuring its accuracy and reliability. 

 

3.2 Design of attraction association model 

based on FP-Growth algorithm 
Through the study of PTA prediction, it is found that 

PSGT tourists do not choose a single attraction in the 

process of attraction selection. Instead, they will choose 
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based on the association between attractions and 

attractions. To better analyze the self-guided tour strategy, 

the study utilizes ARMA to mine the association 

relationship between different attractions, so as to get 

more accurate PS prediction results [21-22]. The study 

chooses FP-Growth as the ARMA between attractions. 

This algorithm is a class of mining algorithms obtained 

by improving on the basis of Apriori algorithm. The 

effectiveness of correlation mining between attractions 

can be greatly increased by reducing the need for 

repetitively scanning the attraction database while also 

preventing the production of candidate datasets 

throughout the mining process. In the process of 

attraction correlation mining using the FP-Growth 

algorithm, the attraction database needs to be compressed 

first, and then the compressed database is divided into a 

complete set of correlation database [23-24]. Through the 

compression of the database, it can effectively reduce the 

amount of computation when attraction data relevance 

mining. The flowchart of attraction relevance data mining 

based on FP-Growth algorithm is shown in Fig. 4. 
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FP Tree 

mining

Output 

mining 

results
 

Figure 4: Flowchart of attraction association data mining based on FP-Growth algorithm 

 

In Fig. 4, the FP-Growth algorithm mines the 

attraction association data in the process of traversing the 

database twice to search for the data information it needs. 

This can significantly reduce the database scanning time 

and improve the efficiency of the relationship mining. 

The quantity of attraction data information will have a big 

influence on how accurate associative mining is in the 

attraction associative relationship mining process. 

Therefore, the study uses web crawler technology to 

obtain the attraction data in a tourism website under 

authorized circumstances. By obtaining the data of 

tourists in selecting multiple attractions to visit, the 

FP-Growth algorithm is able to obtain the likelihood of 

tourists selecting the next tourist attraction through data 

mining [25-26]. The research of PSGT attraction 

recommendation strategy is carried out on this basis. 

When organizing and correlation mining the data of 

tourist attractions, it is necessary to design the 

corresponding correlation mining table according to the 

goal of mining. As shown in Table 2 is the research based 

on a city's tourist attractions designed inter-attraction 

association rule mining information table. 

 

 
Table 2: Information on mining association rules between scenic spots 

Attraction and tourist selection 

association number 
Attraction ID Attraction associated markers 

G1 J1 Y 

G2 J2 Y 

G3 J3 Y 

G4 J4 Y 

G5 J5 Y 

G6 J6 Y 

G7 J7 N 

G8 J8 Y 

G9 J9 N 

G10 J10 N 

 

 

 

 

 

 

 

 

 

 

Equation (6) illustrates how the study created an 

evaluation matrix utilizing the association rule mining 

data in Table 1 in order to assess the correctness of 
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association connection mining through the collection of 

mining information. 
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In Equation (6), V  indicates each indicator value, 

1,2, ,i m= , 1,2, ,k n= , m =4, n =17. After the 

indicators are constructed, they must be normalized in 

order to be compared and analyzed. Equation (7) can be 

used to calculate the standardized values. 

min

max min

ik ik
k

ik

ik
ii

V V
X

V

−
=

−
  (7) 

In Equation (7), ikV  is the normalized k  value 

corresponding to the i  th indicator. After normalizing 

the data, the correlation of the data can be calculated and 

analyzed on the basis of the normalization process, and 

the formula for the correlation can be expressed in 

Equation (8). 

0 0

0 0

min min max max

max max

k ik k ik
i k i k

ik

k ik k ik
i

k

X X X X

X X X X






− + −
=

− + −
(8) 

In Equation (8), 0 iX k X k−  denotes the absolute 

value corresponding to the sequences 0X  and iX  at 

point k . 0min min i
i k

X k X k−  denotes the minimum 

value of the bipolar absolute value of the two sequences. 

0max max i
i k

X k X k−  denotes the maximum value of the 

bipolar absolute value of the two sequences.   denotes 

the coefficient. At this point, it is necessary to confirm 

the weight value of each evaluation index, which can be 

expressed by Equation (9). 
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  (9) 

After obtaining the weight values of the assessment 

indicators at all levels, the attraction association model 

can be constructed by utilizing the mining results of the 

correlation rules between attractions. The purpose of 

constructing the attraction association model is to 

improve the accuracy of the correlation judgment 

between attractions and attractions, and the attraction 

association process of the model is shown in Fig. 5. 
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Figure 5: Flow chart of attraction association based on FP-Growth algorithm 

 

Fig. 5 illustrates the process of constructing a scenic 

spot association model using the FP-Growth. The data 

processing and setting stage involves obtaining scenic 

spot data, analyzing the correlation degree betweenscenic 

spots, using the algorithm to mine the correlation degree, 

setting confidence and support, designing the correlation 

coefficient matrix, mining scenic spot rules, and finally 

outputting the correlation degree model. 
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3.3 SM design of personalized self-guided 

tours based on RFPAP and FP-Growth 
By utilizing the RFPAP model for the preference study of 

attraction selection and the FP-Growth model for the 

mining of attraction association relationships, the study 

completes the design of a tourism strategy for PSGT. The 

goal of the plan is to offer travelers a more precise and 

customized travel experience to cater to their individual 

needs and tastes. First, the RFPAP model is used to study 

tourists' preferences in the attraction selection process. 

The model mines the characteristics and influencing 

factors of tourists' preferences for attractions by 

analyzing tourists' historical behavioral data. When using 

the model to analyze personalized self-help tours, it is 

necessary to set the relevant parameters, and the steps of 

parameter setting are as follows: ① Data preprocessing: 

cleaning and integrating tourism data, and conducting 

necessary transformation and standardization. ② 

Determine the FP-Growth model parameters: Set the 

minimum support to filter out frequent and complex 

items. ③ Set RFPAP model parameters: Set relevant 

parameters based on model definition and business 

requirements. ④  Fusion strategy parameter setting: 

Determine the fusion method and set weight or priority 

parameters. ⑤ Model training and validation: Train and 

validate models using historical data, evaluate parameter 

settings. ⑥ Parameter optimization: Utilize automation 

tools to optimize parameters and improve model 

performance. ⑦ Record: Record parameter settings and 

optimization processes, and write documentation to 

explain. ⑧  Continuous adjustment: Monitor model 

performance after going live and adjust parameters based 

on actual conditions [27-28]. By understanding tourists' 

preferences, attraction recommendations and travel route 

suggestions can be provided to tourists that better meet 

their needs. Second, the FP-Growth model is used to 

mine the associative relationships among attractions. The 

model analyzes a large amount of attraction data to 

discover potential connections and common features 

between attractions. By understanding the associative 

relationships among attractions, it can provide tourists 

with more systematic and comprehensive travel route 

suggestions, and promote tourists' in-depth visit and 

experience of attractions [29-30]. Finally, based on the 

output of the RFPAP model and FP-Growth model, the 

study designed a PSGT strategy. The strategy takes into 

account tourists' preferences and the correlation between 

attractions to provide tourists with personalized tour 

itinerary suggestions. By optimizing the tour sequence, 

attraction recommendations and activity arrangements, it 

improves tourists' travel experience and satisfaction. The 

specific strategy content is: according to the tourists' 

personalized needs and time schedule, develop a 

self-guided tour strategy that meets the needs of tourists. 

The strategies include tour order, attraction 

recommendations, and activity arrangements to improve 

tourists' travel experience and satisfaction. In the practical 

application, feedback and evaluation of tourists' 

self-guided tour strategies are collected. The preference 

model and association model are updated and adjusted 

according to the feedback data to adapt to the changing 

market demand and tourists' preferences. Regularly 

evaluate the performance of the models and make 

necessary optimizations and improvements to maintain 

the accuracy and effectiveness of the models. 

In the PSGT strategy formulation process, in order 

to evaluate the strategies effectively, the study used 

strategy support, strategy confidence and strategy 

enhancement as measures for the performance evaluation 

of the formulated strategies. Strategy support is the 

percentage of the formulated strategy that can satisfy the 

sample, and the support can be calculated using Equation 

(10). 

( )
sup ( )

q C D
port C D

N


→ =  (10) 

In Equation (10), C  and D  denote data that are 

not intersected in the strategy. ( )q C D  denotes the 

data that contain the same attractions in the strategy at the 

same time. Strategy confidence refers to the proportion of 

different attractions appearing in the strategy. The higher 

the confidence rating, the more likely it is that the same 

attractions would recur, and hence the more reliable the 

approach that is developed. The strategy confidence can 

be expressed by Equation (11). 

( )
( )

( )

q C D
confidence C D

q C


→ =  (11) 

In Equation (11), ( )q C  denotes the minimum 

confidence level. The strategy enhancement degree can 

be expressed in Equation (12). 

( )
( )

( )

q C D
life C D

q D


→ =  (12) 

In Equation (12), ( )q D  denotes the probability 

value of the degree of enhancement. By analyzing and 

summarizing the design process of PSGT strategy, the 

study successfully completed the design of PSGT strategy. 

The flowchart of SM design of PSGT based on RFPAP 

and FP-Growth is shown in Fig. 6. 
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Figure 6: Design flowchart of personalized self-service travel strategy model based on RFPAP and FP-Growth 

 

Combined with the analysis of Fig. 6, it can be 

noticed that the research utilizes the crawler technology 

to obtain the data information of tourist attractions, and 

uses the RFPAP model to complete the PS of attraction 

selection. The attraction association model is then created 

by mining the association relationship between attractions 

using the FP-Growth algorithm. Finally, the two models 

are fused and used to construct the design of PSGT 

strategy and complete the self-guided tour strategy 

output. 

4 Performance analysis of 

self-guided tour strategic model 

integrating RFPAP model and 

FP-Growth model 
To validate the performance of the PSGT strategy design 

that incorporates the RFPAP model and the FP-Growth 

model, the study compares the support vector machine 

(SVM), back propagation neutral network (BPNN) with 

the RFPAP+FP-Growth model. The comparison of the 

three models is used to validate the specific performance 

of the SM for PSGT constructed by the study. To design 

a reliable, PSGT strategy, the study obtains data from 

tourism websites and official government websites. The 

content of the tourism website reflects the preferences of 

tourists, while the official government website provided 

accurate basic information. To ensure the accuracy of the 

data, measures are taken to remove duplicates and 

erroneous data, as well as to deal with missing values. 

Finally, a dataset comprising 100 data points on 

attractions in the same province is constructed for the 

purpose of evaluating the performance of the PSGT 

strategy model. These measures ensure the accuracy, 

consistency, and professionalism of the data, thereby 

providing a solid foundation for the design of PSGT 

strategies. 

 

4.1 Performance analysis of RFPAP model 

for attraction preference prediction 
The study compares SVM, BP, and SM in order to 

validate the prediction models' performance in the PTA 

prediction process. As demonstrated by the comparison 

findings of predictive accuracy and recall in various 

extracted data ratios for the three models in Fig. 7, these 

metrics are employed as validation measures for 

performance testing. 
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Figure 7: Comparison results of prediction accuracy and recall in three different models with different data extraction 
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ratios 

 

In Fig. 7(a), the SM has the highest prediction 

accuracy of 92.07% for attraction data among different 

attraction extracted data. In addition, the prediction 

accuracy of SVM and BP model for attraction data is 

78.95% and 83.76% respectively. In Fig. 7(b), in the 

comparison of the recall of data extracted from different 

attractions, the recall of attraction data of SM is 93.07%. 

The attraction data recall of SVM and BP models are 

81.26% and 88.61%, respectively. This suggests that the 

prediction model is more resilient and reliable in terms of 

recall rate and accuracy of data prediction. In order to 

further validate the processing ability of SM in tourist 

attraction data, the study takes the precision rate and F1 

value of PTA prediction as the validation indexes. Fig. 8 

displays the comparative findings of the three models' F1 

value and precision rate in PTA prediction data 

processing. 
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Figure 8: Comparison of accuracy and F1 value of three models in processing tourist attraction preference prediction 

data 

 

There are some variations in the three models' 

capacities to handle PTA data when processing PTA 

projection data, as shown in Fig. 8(a). The SVM model 

has the lowest accuracy, while the SM model has the best 

accuracy. SVM, BP, and SM have data processing 

accuracy of 81.06%, 89.73%, and 93.58%, in that order. 

The F1 values of SVM, BP, and SM are 0.81, 0.86, and 

0.92 in Fig. 8(b), in that order. This suggests that the 

study's SM may provide more useful data and has a 

greater accuracy in PTA data processing. Additionally, 

the model's performance is noticeably superior to that of 

the comparative model. To verify the attraction coverage 

ability of the SM in the attraction PS process, the study 

used the attraction coverage as a validation index and 

selected regional attractions, specialty attractions, popular 

attractions and niche attractions. In addition, it is used to 

verify the coverage ability of SM during PS. The 

comparison results of attraction coverage of the three 

models in attraction PS are shown in Fig. 9. 
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Figure 9: Comparison of attraction coverage rates among three models in attraction preference selection 

 

Attraction coverage plays an important role in 

forecasting preferences for tourist attractions. It can 

represent the diversity of attractions and shows how 

many tourist attractions there are in an area relative to all 

the attractions. Attraction coverage can influence the 

attraction recommendation results, help synthesize user 

needs, and plan travel routes. By considering attraction 

coverage, user preferences for tourist attractions can be 

better met. This indicates that the higher the attraction 

coverage, the greater the tourists' preference for choosing 

attractions may be when predicting preferences for tourist 

attractions. In Fig. 9, the attraction coverage of SM in the 

prediction process of PTA is significantly higher than that 

of BP model and SVM model. The coverage rates of SM, 

BP model, and SVM model in regional attractions, 

specialty attractions, popular attractions, and niche 

attractions are 78.09%, 85.61%, 63.26%, and 72.05%, 

72.55%, 69.83%, 58.66%, and 47.81%, 57.0%, 54.22%, 

43.93%, and 40.15%, respectively. This suggests that the 

study's constructed SM performs more steadily in PTA 

prediction. 

 

4.2 Performance analysis of attraction 

association for FP-Growth modeling 
To validate the performance of SM in attraction 

association mining, the study uses the visitor's visit and 

stay time as validation metrics for exploring the 

performance of association mining. The comparative 

findings of the three models in the attraction association 

process are displayed in Fig. 10 with regard to visit 

volume and association prediction time. 
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Figure 10: Comparison results of visit volume and association prediction time of three models in the process of scenic 

spot association 

 

In Fig. 10(a), there is still a gap between the mining ability of the three models in the process of mining the 
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visits to the attractions' associative relationships. The 

average visits through the correlation mining SVM model 

is 62 people/time, the average number of visits of BP 

network is 68 people/time, and the average visits of SM is 

73 people/time. In Fig. 10(b), in the process of attraction 

correlation mining, the three models' correlation 

prediction time shows an increasing trend of time 

consuming with the increase of the experiments. The 

average of prediction time consuming of SM in the 

process of attraction correlation prediction is 15.8 s. The 

average of prediction time consuming of BP model is 

18.9 s. The average of prediction time consuming of 

SVM model is 22.9 s. This shows that the SM designed 

by the research is capable of finding the correlation 

between attractions in correlation mining to find the 

association between attractions, thus increasing the 

number of attraction visits and reducing the prediction 

time consumed. To verify the application effect of the 

SM, the real value of the attraction association conversion 

rate is compared with the predicted value of the SM. As 

shown in Fig. 11, the results of the comparison between 

the real and predicted values of the association 

conversion rate are shown. 
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Figure 11: Comparison results between actual and predicted values of association conversion rate 

 

In Fig. 11(a), in the training set, the average of the 

true association conversion rate is 88.32% and the 

average of the SM predicted association conversion rate 

is 80.05%. In Fig. 11(b), in the test set, the average value 

of the true association conversion rate is 77.29% and the 

average value of the SM predicted association conversion 

rate is 73.61%. The comparison reveals that although the 

performance evaluation index value of the modeling 

approach in the test samples is not as good as that in the 

training samples, it has some performance advantages. In 

addition, the difference with the real value is not big, 

8.27% in the training set and 3.68% in the test set. This 

suggests that SM is highly applicable. SVM, BP, and SM 

are used for comparison in order to confirm the accuracy 

of SM in the attraction association relationship mining 

process. Fig. 12 displays the findings of a comparison of 

the three models' associative relationship accuracy. 
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Figure 12: Comparison of accuracy of correlation relationships among three models 

 

The errors of all three models in the correlation 

prediction process in Fig. 12 exhibit notable changes as 

the number of iterations rises. The SVM method has a 

-0.29 negative prediction error and a 0.34 positive 

prediction error. The BP model's negative prediction error 

is -0.21 and its positive prediction error is 0.24. The SM 

has a -0.15 negative prediction error and a 0.08 positive 

prediction error. This suggests that the SM has the 

smallest error range of the three models in performing 

correlation mining has the smallest error range, followed 

by BP, and the worst is SVM. The positive and negative 

errors of SM are 0.26 and 0.14 lower than those of SVM. 

This indicates that SM has a stronger mining ability in the 

correlation mining process, which can provide richer data 

results for attraction strategy development. 

 

4.3 Strategic model application performance 

analysis of personalized self-guided tours 
To verify the application performance of the SM of PSGT, 

the study takes the policy support, policy confidence, and 

policy enhancement as the verification indexes, and 

compares the analyzed values of the SM with the real 

values. Additionally, Table 3 displays the comparison 

results. 

 

 
Table 3: Comparison of support, confidence, and improvement results 

Attraction and tourist 

selection association 

number 

Strategy model analysis value True value 

Support 
Confidence 

level 

Enhancement 

degree 
Support Confidence level 

Enhancement 

degree 

1 0.18 0.65 1.08 0.16 0.71 1.37 

2 0.16 0.61 1.13 0.4 0.68 1.26 

3 0.21 0.6 1.09 0.13 0.69 1.29 

4 0.19 0.61 1.07 0.12 0.66 1.4 

5 0.21 0.59 1.08 0.15 0.63 1.35 

6 0.16 0.57 1.09 0.12 0.67 1.28 

7 0.17 0.60 1.12 0.13 0.65 1.31 

8 0.18 0.57 1.05 0.14 0.62 1.28 

9 0.21 0.59 1.07 0.13 0.70 1.33 

10 0.16 0.58 1.15 0.11 0.65 1.29 

 

In Table 3, the mean support, confidence and 

enhancement of the analytical value of the  

 

attraction-tourist choice association of the SM are 0.183, 

0.597 and 1.093, respectively. The mean support, 
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confidence and enhancement of the real value of the 

attraction-tourist choice association of the SM are 0.159, 

0.666 and 1.316. The difference between the analytical 

value and the real value of the support, confidence and 

enhancement is 0.024, 0.069 and 0.223. The differences 

are 0.024, 0.069 and 0.223. This indicates that the gap 

between the SM of PSGT designed by the study using the 

RFPAP model and the FP-Growth model and the tourists' 

actual appearance of attraction choices is not large, and 

has a strong feasibility. The study contrasts the traditional 

model, the SM with the real value, and uses the success 

rate of attraction strategy suggestion and the feasibility of 

excursion strategy recommendation as the validation 

indexes in order to further validate the practical 

application effect of the SM of PSGT. Fig. 13 shows the 

results of attraction strategy recommendation success rate 

and feasibility comparison. 
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Figure 13: Successful recommendation of tourist attraction strategies and feasibility comparison results 

 

In Fig. 13(a), during self-guided tour, the success 

rate of real recommendation is 79.26%, the predicted 

value of SM recommendation is 82.17%, and the 

predicted value of recommendation of traditional model 

is 73.68%. In Fig. 13(b), in the feasibility of attraction 

tour, the real feasibility is 63.86%%, the predicted value 

of SM feasibility is 65.94%, and the predicted value of 

feasibility of traditional model is 59.87%. The difference 

between the predicted value and the feasibility prediction 

value of SM and traditional model is smaller compared 

with the true value, which indicates that SM has some 

enhancement performance and can improve the success 

probability of attraction selection. The comparison results 

of adaptability and robustness validation for different 

scenic spots are shown in Table 4. 

 

 
Table 4: Comparison results of adaptability and robustness validation for different scenic spots 

Types of attractions Sample quantity 
RFPAP+FP-Growth model prediction 

accuracy/% 

Cultural attractions 100 93.15 

Natural attractions 100 92.63 

Urban attractions 100 89.94 

 

Table 4 analysis indicates that the prediction 

accuracy of the strategy model for cultural, natural, and 

urban attractions is 93.15%, 92.63%, and 89.94%, 

respectively, for the same number of attractions. With 

regard to the adaptability of the RFPAP+FP-Growth 

model, it is evident that the model demonstrates excellent 

adaptability, enabling it to adjust prediction strategies in 

accordance with the distinctive characteristics of different  

 

types of attractions. This allows for the provision of 

personalized self-service travel suggestions for tourists. 

In terms of robustness, the RFPAP+FP-Growth model is 

capable of maintaining stable predictive performance in a 

variety of scenarios. The results of the 

RFPAP+FP-Growth model in the personalized 

self-service travel process are presented in Table 5. 
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Table 5: Feedback results of RFPAP+FP-Growth model in personalized self-service travel process 

Feedback metrics 
Prediction 

accuracy/% 

User 

Satisfaction/Score 

Average 

feedback 

time/day 

Repeated 

booking 

rate/% 

Complaint 

rate/% 

Recommendation 

rate/% 

RFPAP+FP-Growth 

model 
90.67 8.7 2.8 75.92 2.08 86.15 

 

In Table 5, the model exhibits an accuracy of 

90.67% in predicting user preferences and travel needs, 

while concurrently achieving a high user satisfaction 

score of 8.7. Users provided feedback on the model's 

recommendations with a median time of 2.8 days. 

Conversely, the model's complaint rate is a mere 2.08%, 

indicating its high reliability and stability. In conclusion, 

the RFPAP+FP-Growth model demonstrates efficacy in 

PSGT planning, consistently providing users with 

accurate and satisfactory personalized recommendations. 

5 Discussion 

The preceding research indicates that the RFPAP 

model prioritizes user behavior analysis and personalized 

recommendations, whereas the FP-Growth model 

emphasizes the extraction of frequent item sets and 

association rules. The integration of the two models 

allows for the analysis of the correlation between services 

while considering the user's personalized needs, thereby 

enhancing the comprehensiveness of the recommendation 

system. In self-guided tours, RFPAP is based on users' 

historical recommendations, while FP-Growth analyzes 

destination and activity associations to discover users' 

potential points of interest and provide accurate 

recommendations. The discrepancies in data can 

influence the outcomes of the models, including the user 

behavior, destination, and activity data. When integrating 

models, it is essential to ensure the effective integration 

of different data sources and features to guarantee 

optimal performance. In the field of research pertaining to 

the development of personalized self-service travel 

strategy models, the innovative integration of the RFPAP 

model and the FP-Growth model has the potential to 

bring about revolutionary progress in the realm of 

personalized services within the tourism industry. The 

RFPAP model provides tourists with comprehensive 

resource information by employing scientific analysis of 

the mechanical properties and evolutionary laws of 

tourism resources. The FP-Growth model employs big 

data mining techniques to accurately capture the travel 

preferences and consumption habits of tourists. The 

combination of the two not only addresses the 

shortcomings of traditional methods in terms of the 

provision of personalized services, but also offers tourists 

a more accurate and efficient travel experience through 

the precise evaluation of tourism resources, the provision 

of personalized recommendations regarding tourism plans, 

and the optimization of tourism services. This integration 

method not only reflects the scientific and progressive 

nature of the approach, but also meets the needs of the  

 

personalized tourism era, injecting new vitality into the 

development of the tourism industry. 

6 Conclusion 

The study aims at the problem of ignoring the user's 

personal preference and the low accuracy of the feature 

selection of tourist destinations in traditional personalized 

recommendation algorithms. The study constructed the 

SM for PSGT by integrating the RFA preference model 

and FP-Growth association model. Through the 

construction of the SM, it is expected to formulate a 

PSGT recommendation strategy for tourists that is more 

in line with their needs, and to improve the travel 

experience and satisfaction. The results indicated that the 

mean value of support, mean value of confidence and 

mean value of enhancement of SM in attraction 

associative relationship research were 0.183, 0.597 and 

1.093, respectively. The recommended predictive value 

was 82.17% and the feasibility predictive value was 

65.94%, which were all small gaps from the true values, 

which indicated that all the SM constructed in the study 

had a strong practicality. The method not only 

significantly improves the PS capability of attractions, 

but also enhances the mining capability of correlations, 

thus improving the formulation and achievement of 

PSGT strategies. Although the study achieved good 

results, there are still some shortcomings. The dataset 

used in the study is small, covering only a limited sample 

of self-guided tour destinations and users. The next step 

of the study can consider expanding the size of the 

dataset to improve the accuracy and generalization ability 

of the model. 
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