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As cyber attacks become more sophisticated, identifying and mitigating bad domain names has become
critical to assuring the security of online environments. This paper presents a framework for detecting
malicious domain names using a feature selection strategy and a majority vote method. The suggested
methodology begins with the extraction of important features from domain names and their related charac-
teristics, followed by a rigorous feature selection procedure to determine the most discriminating attributes.
To accomplish feature selection, a variety of feature selection techniques are used, including chi-square
statistics, information gain, gain ratio, and correlation-based feature selection, to analyse the value of
each characteristic in distinguishing benign and malicious domain names. In addition, a majority voting
strategy is utilised to improve the detection system’s overall accuracy and reliability by combining the pre-
dictions of different classifiers such as AdaBoost, logistic regression, k-nearest neighbours, naive bayes,
and multilayer perceptron. The ensemble of classifiers is trained on the ideal features, yielding a complete
and robust model capable of accurately recognising malicious domain names while minimising false pos-
itives. The proposed approach is evaluated against real-world examples of harmful domain names. The
suggested framework employing Chi-square feature selection and majority voting detects malicious domain
names with an accuracy of 99.44%, precision of 99.44%, recall of 99.44%, and f-measure of 99.44%. The
use of feature selection and a majority voting technique improves the system’s adaptability and resilience
in the face emerging cyber threats.

Povzetek: Raziskava predstavlja okvir za zaznavanje zlonamernih domen, ki uporablja statistično selekcijo
značilnosti in pristop večinske izbire ter strojno učenje.

1 Introduction
In an era characterized by the pervasive influence of the dig-
ital landscape, the escalating sophistication of cyber threats
poses a significant challenge to the security of online envi-
ronments. Malicious actors exploit various avenues to com-
promise the integrity and confidentiality of information,
and one such vector is the utilization of malicious domain
names. These deceptive entities serve as a pivotal compo-
nent in orchestrating cyber-attacks, making their timely de-
tection an imperative aspect of cybersecurity. As per the
Cybercrime Information Center, there has been a substan-
tial rise in the utilization of domain names within malware
URLs. A study conducted by Interisle revealed a signifi-
cant surge, indicating a 121% increase in the prevalence of
domain names in the fourth quarter of 2022 [1].
Additionally, as outlined in the CSC Domain Security

2023 report [2]:

– 43% of .AI domains are registered by entities not as-
sociated with the original owners.

– 21% of DNS records from subdomains direct to unre-
solvable content, exposing organizations to the risk of

Figure 1: Interisle malicious domain names statistics 4Q
2022. Source: https://www.cybercrimeinfocenter.
org/malware-andscape-2023

https://www.cybercrimeinfocenter.org/malware-andscape-2023
https://www.cybercrimeinfocenter.org/malware-andscape-2023
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subdomain hijacking.

– 79% of registered domains bearing resemblance to
global 2000 brands (homoglyphs) are under the own-
ership of third parties.

– 46% of enterprises employing enterprise-class regis-
trars have also implemented registry locks.

– A noteworthy 112 companies exhibit a domain secu-
rity score of 0%.

– Domain-based message authentication, reporting, and
conformance have grown by 6%, the greatest increase
in the past four years.

This study focuses on the design of a detection system
for fraudulent domain names that takes advantage of the
synergy between optimal feature selection and a majority
voting technique. The rising complexity of cyber threats
needs new and adaptable methods for identifying and miti-
gating possible dangers. By tackling the issues of detecting
bad domain names, this study helps to improve the over-
all resilience of online systems to online attacks. To build
a strong framework, the suggested methodology combines
machine learning concepts, feature selection, and ensem-
ble classifiers. It is the goal of a careful feature selection
procedure to uncover the most discriminatory qualities that
discriminate between benign and malicious domain names.
This ideal feature subset not only improves the detection
system’s performance, but it also helps it adapt to chang-
ing threat landscapes. Furthermore, using a majority vot-
ing mechanism strengthens the detection system’s depend-
ability. By aggregating several classifier predictions, the
model improves its ability to make accurate decisions, re-
duce false positives, and improve overall system perfor-
mance. The ensemble of classifiers, trained on the opti-
mal characteristics chosen, forms a cohesive defence sys-
tem against the ever-changing nature of cyber attacks. The
suggested framework, which uses Chi-square feature selec-
tion and majority voting, detects malicious domain names
with an accuracy of 99.44%, precision of 99.44%, recall of
99.44%, and f-measure of 99.44%. The main outcomes of
this study are as follows:

– This study introduces a strongmethodology for detect-
ing fraudulent domain names, providing a solution to
the expanding issues provided by cyber attacks in on-
line environments.

– The proposed system includes an optimal feature se-
lection strategy based on modern machine learning al-
gorithms and statistical techniques. Using Chi-square
feature selection and majority voting, the framework
achieves exceptional performance, with accuracy, pre-
cision, recall, and f-measure all registering at 99.44%.

– The proposed framework’s efficacy is carefully eval-
uated using a variety of datasets, including real-world
examples of malicious domain names. This extensive

test assures the detection system’s practical usefulness
and resilience in a variety of tough settings.

The remaining sections of this work are organised as fol-
lows. Section 2 presents the motivation for the malicious
domain names detection. Section 3 offered a brief summary
of pertinent past studies. Section 4 described the method-
ology that included feature selection techniques and super-
vised batch machine learning algorithms. Section 5 has a
full account of the findings. Section 6 presents the conclu-
sive findings.

2 Motivation

The identification and mitigation of malicious domain
names are crucial cybersecurity efforts. With an increased
reliance on the internet for different parts of everyday life,
ranging from communication and commerce to critical ser-
vices and infrastructure, the threat presented by hostile ac-
tors using domain names for evil purposes has grown dra-
matically. Malicious domain names serve as a conduit for
a variety of cyber dangers, such as phishing attempts, mal-
ware distribution, and botnet command and control infras-
tructure. As a result, comprehensive and effective proce-
dures for detecting and combating these threats are urgently
required to protect persons, organisations, and the integrity
of the digital ecosystem.
Traditional techniques to malicious domain name iden-

tification frequently depend on human analysis or static
rule-based systems, both of which are fundamentally con-
strained in their capacity to react to the dynamic and com-
plex nature of current cyber threats. Furthermore, the sheer
amount of domain names produced everyday renders hu-
man examination impracticable and resource-intensive. As
a result, there is a rising need to create automated, data-
driven approaches for detecting malicious domain names
while minimising false positives and reacting to changing
threat environments.
The proposed approach is motivated by the need to solve

these difficulties by using the capabilities of machine learn-
ing, feature selection approaches, and ensemble methods
to improve the accuracy and scalability of malicious do-
main name identification. Our approach seeks to distin-
guish benign and malicious domain names with high pre-
cision and efficiency by utilising powerful algorithms and
relevant data retrieved from domain name properties, DNS
traffic, and contextual information. Furthermore, the use of
a majority voting strategy allows for the combining of pre-
dictions from several classifiers, enhancing robustness and
resilience against adversarial evasion tactics. This ensem-
ble technique not only improves detection accuracy but also
provides a mechanism for responding to emergent threats in
real time.
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3 Related work

The field of malicious domain name identification has re-
ceived a lot of interest in recent years, with academics and
practitioners working to build efficient solutions to tackle
emerging cyber threats. This section provides a quick sum-
mary of important past research, emphasising major contri-
butions and approaches used in the topic.
Hong Zhao et al. devised anN-Gram-based technique for

identifying fraudulent domain names. The method makes
use of Alexa’s top 100,000 domain names from 2013, with
N-Gram segmentation applied to each domain name except
the top-level domain. Substrings of varying lengths (3 to 7)
are then formed based on the domain levels. A substring set
is defined, and the weight of each substring is calculated by
its frequency in the set. To detect malicious assaults, the N-
Gram technique is used to segment a given domain name,
and its reputation value is calculated using the weights of its
substrings. Thresholding determines the domain’s harmful
character. Experiments using Alexa 2017 and the Malware
domain list showed that the algorithm was successful, with
an accuracy rate of 94.04%, a false negative rate of 7.42%,
and a false positive rate of 6.14%. Notably, the suggested
technique demonstrates reduced temporal complexity than
existing current fraudulent domain name identification al-
gorithms [3].
Ali Soleymani et al. investigated the DNS network pro-

tocol usingmachine learningmethods and text mining tech-
niques, with a special focus on botnet detection. The in-
vestigation involves extracting and labelling domain name
datasets that contained both healthy and contaminated Do-
main Generation Algorithm botnet data. To support this
research, text-mining-based data preparation methods such
as n-gram analysis and Principal Component research were
used. The use of PCA includes the extraction of statis-
tical characteristics to improve model performance. The
suggested model’s performance was evaluated using a vari-
ety of machine learning classifiers, including decision tree,
support vector machine, random forest, and logistic regres-
sion. Experimental results reveal that the random forest al-
gorithm demonstrates significant efficacy in botnet identi-
fication, demonstrating the greatest accuracy across classi-
fiers [4].
Luhui Yang et al. presented a domain name syntaxmodel

to improve the identification accuracy of algorithmically
created domain names. This approach examines many as-
pects inside domain names and their syntactic links. An
adaptive embedding approach is presented to make domain
name element processing more efficient. The authors also
provide a parallel convolutional model with a feature selec-
tion module and an upgraded dynamic loss function based
on curriculum learning. This approach performs well in
recognising multi-element fraudulent domain names. In a
series of tests, the suggested model is tested against five
current methods. The findings show that the suggested
model outperforms the comparison methods in recognising
multiple-element malicious domain names [5].

Shaojie Chen et al. implemented a meaningful word seg-
mentation technique to define the structure of dictionary-
based Algorithmically Generated Domains (AGDs). In this
study, they propose using standard deviation to improve
the assessment of word distribution properties. In addi-
tion, an 11-dimensional statistical feature set is created to
enhance the findings of word segmentation. The authors
then improve detection performance for both character-
and dictionary-based AGDs by using 3-gram and 1-gram
sequence characteristics. The final phase is feature fu-
sion, which combines the four types of features stated
above, resulting in an end-to-end detection approach for
both character-based and dictionary-based AGD. The pro-
posed technique achieved an overall accuracy of 97.24%
based on experimental assessments. Specifically, it beat
previous approaches in terms of accuracy and F1 values
on both dictionary-based and character-basedAGDdatasets
[6].
Atif AliWagan et al. have developed a new unified learn-

ing technique that uses both numerical and linguistic as-
pects of domain names to determine if a particular domain
name combination is harmful. The trials were conducted
on a benchmark dataset of 90,000 domain names. The ex-
perimental findings show that the suggested strategy out-
performs six comparative approaches in terms of accuracy,
precision, recall, and F1-Score. This study makes a signifi-
cant addition to domain name categorization by presenting
a unified learning framework that outperforms previous al-
gorithms across several performance measures [7].
Leyla Bilge et al. introduced EXPOSURE, a system

aimed to detect rogue domains using large-scale, passive
DNS analysis techniques. The method is based on 15
unique characteristics retrieved from DNS data, which al-
low for the characterisation of various DNS name attributes
and querying patterns. The approach’s scalability was eval-
uated using a large real-world dataset including 100 billion
DNS queries. A two-week practical implementation within
an ISP also confirmed the system’s capacity to automati-
cally detect previously undiscovered harmful domains used
in different malicious activities, such as botnet command
and control, spamming, and phishing. This work demon-
strates the scalability and efficiency of the EXPOSURE
system in detecting and mitigating harmful domains across
varied malicious actions [8].
Zhaoshan Fan et al. have presented PUMD, a unique

framework for detecting malicious domains. To solve the
issue of insufficient label information, this system uses a
novel Positive and Unlabeled (PU) learning method. To
address class imbalance, a customised sample weight tech-
nique is used, and evidence features are efficiently built
using resource overlapping to reduce the intra-class dis-
tance of malicious samples. Furthermore, a feature selec-
tion technique based on permutation significance and bin-
ning is given to discover themost informative detection fea-
tures. Experiments on the open-source actual DNS traffic
dataset given by QI-ANXIN Technology Group evaluate
the PUMD framework’s usefulness in collecting probable
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C&C domains for harmful activity. These trials show that
PUMD consistently provides higher detection performance
across various label frequencies and class imbalance ratios
[9].
Luhui Yang et al. investigated inter-word and inter-

domain correlations using semantic analysis methods, with
a special emphasis on word embedding and part-of-speech
considerations. The researchers provide a detection frame-
work customised for word-based Domain Generation Algo-
rithms, which incorporates word frequency distribution and
part-of-speech into feature set creation. To assess the sug-
gested technique, the ensemble classifier, which includes
Naive Bayes, Extra-Trees, and Logistic Regression, is used
with both malicious and valid domain samples retrieved
from publicly available datasets. When compared to three
state-of-the-art DGA detection techniques, the experimen-
tal results show that the suggested scheme is much more
accurate in identifying word-based DGAs [10].
Yong Shi et al. presented a machine learning frame-

work for detecting malware domain names that makes use
of the Extreme Learning Machine (ELM). Their technique
is built on ELM, which is well-known for its high accu-
racy and quick learning capabilities. The researchers used
ELM to categorise domain names based on information de-
rived from several sources. Experiments reveal that the
suggested detection approach has a high detection rate and
accuracy, exceeding 95%. Furthermore, comparison trials
demonstrate the quick learning pace of their ELM-based
technique. As a result, the researchers say that their ap-
proach using ELM is not only successful but also efficient
in identifying fraudulent sites [11].
Yu Fu et al. developed two Domain Generation Algo-

rithms that use Hidden Markov Models and Probabilistic
Context-Free Grammars , respectively. Their experimental
results indicate that traditional DGA detection metrics such
as KL, JI, and ED, as well as detection tools such as BotDig-
ger and Pleiades, have difficulties in recognising domain
names formed using these methods. To overcome this, the
researchers use game theory to optimise methods for bot-
masters and security professionals. The findings show that,
for optimal DGA detection, security personnel should pri-
oritise ED detection with a probability of 0.78 and JI detec-
tion with a probability of 0.22.Botmasters should choose
the HMM-based DGA with a probability of 0.67 and the
PCFG-based DGA with a probability of 0.33, respectively.
This study improves DGA detection tactics by using game
theory ideas to optimise detection methodologies for both
security staff and botmasters [12].
Xiaochun Yun et al. proposed Khaos, a unique Domain

GenerationAlgorithm that uses neural languagemodels and
the Wasserstein Generative Adversarial Network to pro-
vide strong anti-detection capabilities. The researchers’
major finding concerns the construction of genuine domain
names, which frequently consist of legible syllables and
acronyms. Using this knowledge, Khaos organises sylla-
bles and acronyms in neural language models to simulate
genuine domain names. Using the Khaos framework, the

researchers first determine the most prevalent n-grams in
actual domain names. They then tokenize these domain
names into n-grams and create new domain names by learn-
ing n-gram arrangements from existing domain names. Ex-
perimental assessments were carried out employing a vari-
ety of cutting-edge DGA detection methodologies, includ-
ing statistics-based, distribution-based, LSTM-based, and
graph-based methods. The experimental results show that
Khaos poses significant challenges for existing detection
approaches, with an average distance of 0.64 for detect-
ing Khaos using the distribution-based detection approach,
AUCs of 0.76 and 0.57 for the statistics-based and LSTM-
based detection approaches, and a precision of 0.68 for
Khaos using the graph-based detection approach. This em-
phasises Khaos’ greater anti-detection performance com-
pared to state-of-the-art DGAs [13].
Luhui Yang et al. examined the character-level proper-

ties of Sub-domain Domain Generation Algorithm) domain
names and suggested a new detection framework called
Heterogeneous Deep Neural Network. The HDNN frame-
work employs a novel Improved Parallel Convolutional
Neural Network architecture that incorporates multi-sized
convolution kernels to extract multi-scale local informa-
tion from domain names. The system also includes a rev-
olutionary Self-Attention-based Bidirectional Long Short-
Term Memory architecture, which uses an attention mech-
anism to extract bidirectional global information from do-
main names. Furthermore, the researchers adopt a focused
loss function to overcome the sample quantity imbalance
during the training period. Benchmark studies were car-
ried out on a database of benign domain names, real-world
DGAs, and SDGAs. Six popular deep-learning-basedDGA
detection techniques were compared. The findings show
that the suggested technique outperforms state-of-the-art
detection for SDGAs while also excelling in binary and
multiclass classification for standard DGAs. This research
adds to the improvement of DGA detection by presenting a
unique framework suited exclusively for SDGAs, demon-
strating higher performance in comparison to previous ap-
proaches [14].
Congyuan Xu et al. devised a unique strategy by in-

tegrating n-gram analysis with deep convolutional neu-
ral networks, resulting in the establishment of a novel
n-gram combined character-based domain classification
model. This model is end-to-end, therefore nomanually ex-
tracted characteristics or domain name system (DNS) con-
textual information are required. It just requires the do-
main name as input, allowing for the automated assess-
ment of the chance that the domain name was generated
by Domain Generation Algorithms (DGAs). Experiments
on real-world data show that the proposed technique effec-
tively detects domain names created by DGAs, with an av-
erage detection rate of 98.69% and an average F-measure
of 0.9829. The suggested method outperforms state-of-the-
art algorithms in recognising pronounceable and wordlist-
based DGA domain names, with a detection rate of over
93.89%. Thus, the suggested detection approach is resilient
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and versatile in recognising various forms of domain names
created by DGAs. This study marks a substantial leap in
DGA detection strategies [15].

R. Vinayakumar et al. obtained DNS logs only from
client PCs on a local area network (LAN) and stored them
on a central server. The researchers recommended us-
ing deep learning to determine if a domain name is be-
nign or harmful. They performed a comparison analy-
sis to assess the performance of several deep learning ap-
proaches, such as recurrent neural networks (RNN), long
short-term memory (LSTM), and classic machine learning
classifiers. The study found that deep learning-based tech-
niques outperformed standard machine learning classifiers.
This advantage is due to deep learning algorithms’ inher-
ent ability to implicitly collect significant characteristics.
Notably, LSTM outperformed other deep learning algo-
rithms in terms of malicious detection rate across all stud-
ies. This study highlights the effectiveness of deep learning
approaches in DNS log analysis for detecting malicious do-
mains within LAN settings [16].

Luhui Yang et al. constructed a semantic element rep-
resentation model for domain names using a probabilistic
context-free grammar model and a collection of seman-
tic components linked with domain names. The model
starts by analysing and categorising the domain names’
basic parts. It then proposes a syntax tree analysis ap-
proach for establishing semantic links between these com-
ponents, allowing for the efficient encoding of many items
inside domain names. This methodology classifies harm-
ful domain names into four types: random character-based,
word-based, predicted character-based, and multi-element
hybrid. The researchers discovered considerable differ-
ences between harmful and normal domain names, as well
as between other types of malicious domain names, using
tests aimed to analyse anomalies and concealing patterns
in domain names. The comparative experimental findings
demonstrate the efficiency of the suggested methodology
in improving the accuracy of malicious domain name de-
tection. This study adds to the improvement of domain
name analysis approaches by presenting a semantic element
representation model that efficiently distinguishes between
malicious and lawful domain names based on their struc-
tural properties [17].

4 Methodology

Figure 2 depicts the suggested architecture for detecting
malicious domain names. The framework consists of many
steps, including data collection and preprocessing, feature
selection, model creation, and the use of a majority voting
technique. Each phase substantially improves the overall
effectiveness of the malicious domain name detection sys-
tem.

Figure 2: Proposed Framework for Malicious Domain
Name Detection System

4.1 Data collection and preprocessing
This study uses the Mendeley Dataset, which includes both
benign and malicious domains retrieved from DNS logs
[18]. This dataset is especially designed for supervised
machine learning research to differentiate between harm-
ful and non-malicious domain names. It was rigorously
curated by combining publicly accessible DNS logs from
both sorts of domain names. Each domain name is used
as an input in the dataset, resulting in 34 characteristics.
Domain name properties such as entropy, the occurrence
of unique characters, and domain name length are exam-
ples of features that are directly extracted. Furthermore,
supplemental details such as domain creation date, related
IP address, open ports, and geolocation were obtained by
data enrichment methods that used Open Source Intelli-
gence methodologies. This collection of 90,000 domain
names is rigorously balanced, providing an equal mix of
50% non-malicious and 50% malicious domains.
Five features are removed from the training and test-

ing datasets during the preparation stage: DNSRecord-
Type, CountryCode, RegisteredCountry, RegisteredOrg,
and TLD. As a result, the final experimental dataset has 29
characteristics that will be used for model training and test-
ing.

4.2 Feature selection techniques used for
malicious domain names detection

Feature selection strategies are used to determine the most
discriminating characteristics. To determine the relevance
of features to the classification job, many approaches were
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used, including Chi-square, Gain Ratio, Information Gain,
and Correlation-based feature selection. These strategies
were used to rank the significance of traits based on their
discriminating potential. As a result, we chose a collection
of attributes that offer the most important contributions to
detecting fraudulent domain names while reducing repeti-
tion. We use the Weka implementation of the aforemen-
tioned feature selection approaches [19].

4.2.1 Chi-square (χ2) feature selection technique

Chi-square (χ2) feature selection is an effective strategy
for selecting the most informative features in classification
problems. It computes the chi-square statistic to assess the
relationship between each characteristic and the target vari-
able. This statistic measures the amount of correlation be-
tween categorical variables, allowing us to determinewhich
traits are most relevant for predicting the target variable
[20]. The chi-square statistic is computed using the formula
below.

χ2 =
∑ (O − E)2

E
(1)

Where:

– χ2 is the chi-square test statistic.

– O is the observed frequency (actual count) of each cat-
egory or combination of categories in the dataset.

– E is the anticipated frequency (theoretical count) of
each category or combination of categories, assuming
feature and target variable independence.

Once computed, the chi-square statistic is used to de-
termine the degree of independence between the feature
and the target variable. A greater chi-square value im-
plies a stronger link between the characteristic and the goal,
whereas lower values imply a weaker connection. In the
context of feature selection, characteristics with higher chi-
square values are judged more meaningful for predicting
the target variable. Table 1 shows the results of the Chi-
square (χ2) Feature Selection, which highlights the most
important traits. The Chi-square Feature Selection ap-
proach has a threshold of 26067.5297. According to Table
1, a thorough selection procedure resulted in the identifica-
tion of the 12 most relevant attributes from a total of 28 in
the Mendeley DNS dataset.

4.2.2 Gain ratio feature selection technique

Gain Ratio feature selection stands out as a useful strategy
for prioritising characteristics that contribute the most to
classification problems. This approach evaluates each fea-
ture’s importance by computing the gain ratio, which con-
siders its inherent qualities and capacity to minimise uncer-
tainty in predicting the target variable [21]. It is computed
using the formula below.

IGR(X,Y ) =
IG(X,Y )

H(X)
(2)

Where:

– IG(X,Y ) is the Information Gain between featureX
and target variable Y .

– H(X) is the entropy of feature X .

The entropyH(X) for a discrete featureX is calculated
as:

H(X) = −
∑
i

P (xi) · log2(P (xi)) (3)

Where:

– P (x_i) represents the likelihood of a featureX having
a value xi.

In the area of Information Gain Ratio, the intrinsic in-
formation of characteristics is taken into account, yield-
ing a normalised measure. This normalisation is useful
when dealing with characteristics that have varied sizes or
numbers of possible values. The Information Gain Ra-
tio balances any bias towards features with a large num-
ber of different values, which may have a high Information
Gain owing to variability. Table 2 illustrates how the in-
formation gain ratio is used to identify the most relevant
attributes. The information gain ratio feature selection ap-
proach, which has a threshold of 0.105, helps with this pro-
cedure. A rigorous selection procedure resulted in the iden-
tification of the 12 most significant characteristics from the
Mendeley DNS Dataset displayed in Table 2.

4.2.3 Information gain feature selection technique

Among the several feature selection approaches, Informa-
tion Gain feature selection is a crucial way for determining
the most significant qualities in classification problems. It
uses information theory ideas to measure how much infor-
mation is acquired about the target variable by incorporat-
ing a certain feature into the model. This strategy priori-
tises characteristics that reduce uncertainty about the target
variable, increasing the model’s predictive power [22]. The
Information Gain (IG) for a given characteristicX with re-
gard to a target variable Y is commonly computed using the
following formula:

IG(X,Y ) = H(Y )−H(Y |X) (4)

Where:

– H(Y ) represents the entropy of the target variable Y
without regard for any special attribute.

– H(Y |X) represents the conditional entropy of Y in
the presence of the feature X .
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Feature No. Chi-square Statistic Feature Name
f1 90000 Domain
f2 73423.4809 NumericSequence
f3 72239.5233 NumericRatio
f4 70611.0287 IP
f5 59096.0642 StrangeCharacters
f6 59074.1194 ASN
f7 55600.5647 ConsoantRatio
f8 51850.5355 DomainLength
f9 45977.5991 VowelRatio
f10 43233.5773 SubdomainNumber
f11 27028.8843 HasSPFInfo
f12 26067.5297 TXTDnsResponse

Table 1: Feature selection using Chi-square Statistic on Mendeley DNS Dataset

Feature No. Gain Ratio Feature Name
f1 0.437532 NumericSequence
f2 0.393146 NumericRatio
f3 0.364636 SubdomainNumber
f4 0.257425 ConsoantRatio
f5 0.22911 HasSPFInfo
f6 0.220428 TXTDnsResponse
f7 0.218858 StrangeCharacters
f8 0.213575 VowelRatio
f9 0.162423 CreationDate
f10 0.148529 ASN
f11 0.129045 IP
f12 0.105742 DomainLength

Table 2: Feature selection using Gain Ratio method on Mendeley DNS Dataset

The entropy H(Y ) is calculated as:

H(Y ) = −
∑
i

P (yi) · log2(P (yi)) (5)

Where:

– P (yi) represents the probability of class yi in the target
variable Y .

The conditional entropyH(Y |X) is calculated as:

H(Y |X) =
∑
j

P (xj) ·H(Y |X = xj) (6)

Where:

– P (xj) is the probability of the occurrence of feature
X having value xj .

– H(Y |X = xj) is the target variable’s entropy when
the feature X has the value xj .

In practice, Information Gain is used as a metric to
analyse the efficacy of a certain characteristic in distin-
guishing between distinct classes within the target variable.

Higher information gain values indicate more discriminat-
ing power. As a result, the feature with the largest Informa-
tion Gain is judged the most useful and is usually prioritised
for further analysis or model training. Table 3 illustrates
how information gathering was used to pick the most rele-
vant attributes. The selection of information gain features
is guided by a predefined criterion of 0.220. After exam-
ining the Mendeley DNS Dataset presented in Table 3, a
thorough selection procedure resulted in the identification
of the 12 most relevant attributes.

4.2.4 Correlation-based feature selection (CFS)
technique

Correlation-based Feature Selection is an important ap-
proach in machine learning that helps identify the most rel-
evant variables from a dataset. This approach uses correla-
tion to determine the degree of link between characteristics
and the target variable, making it easier to pick the features
that contribute the most to predictive modelling tasks. CFS
is especially useful in situations when datasets include both
numerical and categorical information and are used for clas-
sification or regression tasks. CFS prioritises features with
significant predictive potential and minimises duplication
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Feature No. Information Gain Feature Name
f1 1.000000000000000256 Domain
f2 0.777969675090184576 NumericSequence
f3 0.75109695664116224 NumericRatio
f4 0.749260387531234944 IP
f5 0.606173981999299456 ASN
f6 0.5782910953568256 StrangeCharacters
f7 0.55113539106572576 ConsoantRatio
f8 0.499455615169670976 DomainLength
f9 0.44302627161621632 SubdomainNumber
f10 0.413287777249203968 VowelRatio
f11 0.229060631434872096 HasSPFInfo
f12 0.22041276495032848 TXTDnsResponse

Table 3: Feature selection using Information Gain method on Mendeley DNS Dataset

among selected characteristics by evaluating their correla-
tion with the target variable [23]. The CFS algorithm gen-
erally consists of two basic steps:

– Determine the correlation between each attribute and
the target variable.

– Evaluating the redundancy among selected features.

DefineX as the feature set, Y as the target variable, and
S as the chosen subset of features. Find the correlation be-
tween each characteristicXi and the target variable Y . The
Pearson correlation coefficient, which is calculated as:

ρXi,Y =

∑n
j=1(Xij − X̄i)(Yj − Ȳ )√∑n

j=1(Xij − X̄i)2
∑n

j=1(Yj − Ȳ )2
(7)

where:

– Xij represents the value of feature Xi in the jth ob-
servation.

– X̄i represents the mean of the feature Xi.

– Yj represents the target variable’s value in the jth ob-
servation.

– Ȳ represents the mean of the target variable.

– n denotes the number of observations.

Rank the features by their correlation coefficients with
the target variable.

– Add features to the selected subset S in a stepwise
manner.

– At each step, add the feature with the highest cor-
relation coefficient that is not highly correlated with
features already in S (to minimize redundancy). One
common criterion to measure redundancy is to com-
pute the average pairwise correlation between features
in S.

– Repeat step 3 until a stopping requirement is satisfied.

Feature selection prioritises features with better abso-
lute correlation coefficients for predicting the target vari-
able. Positive correlation values imply that when the fea-
ture value increases, so does the target variable, whilst neg-
ative correlation coefficients indicate the reverse. After cal-
culating correlation coefficients for all characteristics, the
top k features with the highest absolute correlation coef-
ficients are selected. The chosen attributes are then used
as input for machine learning models. After painstakingly
analysing the Mendeley DNS Dataset, as shown in Table 4,
selected the four most relevant attributes.

Feature No. Feature Name
f1 LastUpdateDate
f2 SubdomainNumber
f3 NumericRatio
f4 NumericSequence

Table 4: Feature selection using Correlation-based Feature
Selection (CFS) method on Mendeley DNS Dataset

4.3 Machine learning techniques used for
malicious domain names detection

Because of their capacity to analyse enormous datasets and
uncover patterns indicating harmful behaviour, machine
learning techniques have emerged as viable tools for de-
tecting rogue domain names. These methods use various
algorithms and models to categorise domain names as be-
nign or dangerous based on attributes gathered from their
properties. Supervised learning is a typical machine learn-
ing strategy for detecting harmful domain names, in which
models are trained on labelled datasets that include both be-
nign and malicious domain names. These models learn to
distinguish between the two groups by extracting character-
istics including domain age, length, lexical qualities, and
historical DNS information. Several supervised learning
approaches were used in this work, including AdaBoost,
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Logistic Regression, K-nearest Neighbours, Naive Bayes,
Multilayer Perceptron, and Majority Voting. Additional in-
formation on every approach is provided below.

4.3.1 AdaBoost

AdaBoost, or Adaptive Boosting, is a pioneering ensemble
learning algorithm commonly used in machine learning for
categorization applications. Its innovation stems from its
capacity to train a sequence of weak learners consecutively,
iteratively concentrating on cases that were misclassified
in prior rounds. AdaBoost emphasises difficult-to-classify
occurrences by providing larger weights to misclassified
examples, resulting in a robust and accurate classification
model [24].
AdaBoost is a sort of ensemble learning that combines

numerous weak learners to create a robust learner. A math-
ematical representation of theAdaBoost algorithm is shown
here. AdaBoost uses a number of rounds to train weak clas-
sifiers and apply weights based on their performance. The
final prediction is calculated as the weighted sum of the
weak classifiers’ predictions. Consider a training dataset
written as (X, y), whereX signifies the feature vectors and
y represents the labels (usually encoded as −1 and 1 for
binary classification). The mathematical description of the
AdaBoost method is as follows:
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors.

– Y = {y1, y2, ..., yn} : Corresponding labels.

– T : Number of boosting rounds (iterations).

– ht(x) :Weak classifier at iteration t.

– αt :Weight for the weak classifier ht(x) at iteration t.

– H(x) : Final strong classifier.

– wt
i :Weight of instance xi at iteration t.

– ϵt :Weighted error of weak classifier ht(x).

Algorithm:

1. Initialize weights: Set initial weights w1
i = 1

n , i =
1, 2, ..., n.

2. For t = 1 to T :

– Train weak classifier: Train weak classifier
ht(x) using weights wt

i .
– Calculate error: Calculate weighted error ϵt =∑n

i=1 w
t
i · 1{ht(xi) ̸= yi}, where 1 is the indi-

cator function.
– Calculate weight for classifier: Compute αt =

1
2 ln

(
1−ϵt
ϵt

)
.

– Update instance weights: Update weights for
next iteration: wt+1

i =
wt

i ·exp(−αt·yi·ht(xi))
Zt

,
where Zt is a normalization factor to ensure
weights sum up to 1.

– Construct final model: H(x) =

sign
(∑T

t=1 αt · ht(x)
)

AdaBoost offers additional weight to misclassified cases
with each iteration, pushing weak classifiers to focus more
on them. The weight αt of each weak classifier is given by
its weighted error rate. The final modelH(x) combines the
weak classifier predictions using weighted majority voting.
AdaBoost is a strategy that combines predictions from sev-
eral weak classifiers, giving preference to those with supe-
rior performance. It uses weighted voting to aggregate the
individual classifier results, resulting in a final prediction.
The main idea behind AdaBoost is to prioritise difficult
cases and change data weights during training to highlight
misclassified samples. This iterative method is intended to
improve the overall performance of the ensemble model.

4.3.2 Logistic Regression

Logistic Regression stands as a fundamental and widely
used statistical technique for binary classification tasks.
Despite its name, logistic regression is a classification algo-
rithm rather than a regression one. It models the probability
of a binary outcome by fitting the data to a logistic function,
allowing for efficient estimation of the likelihood of a sam-
ple belonging to a particular class. LR is a statistical model
used for binary classification. Here’s the mathematical rep-
resentation of logistic regression [25].
Notations:

– m : Number of training examples.

– n : Number of features.

– X :Matrix of input features with dimensionsm×(n+
1) (including the intercept term).

– y : Vector of labels with dimensionsm× 1.

– θ : Vector of parameters (weights) with dimensions
(n+ 1)× 1.

– hθ(x) : Hypothesis function for logistic regression.

– g(z) : Sigmoid function g(z) = 1
1+e−z .

.
Algorithm:

1. Initialize Parameters: Initialize the parameter vector θ
to zeros or small random values.

2. Hypothesis Function: Define the hypothesis function,
hθ(x) = g(θTx), where g(z) is the sigmoid function.

3. Cost Function: Define the logistic cost function,
J(θ) = − 1

m

∑m
i=1[y

(i) log(hθ(x
(i))) + (1 −

y(i)) log(1− hθ(x
(i)))].
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4. Gradient Descent:

– Repeat until convergence: θj := θj − α∂J(θ)
∂θj

,
for j = 0, 1, ..., n, where α is the learning rate.

– Update rule for each parameter θj : θj := θj −
α 1

m

∑m
i=1(hθ(x

(i))− y(i))x
(i)
j

5. Feature Scaling:Scale the features to improve conver-
gence speed if needed.

6. Prediction: Given a new input x, predict the probabil-
ity that y = 1 using hθ(x): hθ(x) = g(θTx).

Logistic regression uses gradient descent to minimise the
logistic cost function and optimise the parameters θ. The
sigmoid function g(z) reduces input to the range (0, 1),
making it appropriate for describing probabilities. During
training, the algorithm iteratively modifies the parameters θ
to obtain the appropriate decision boundary. After training,
the model may use the hypothesis function hθ(x) to esti-
mate the likelihood of an input belonging to the positive
class (y = 1).

4.3.3 K-nearest Neighbours

K-nearest Neighbours is a powerful and easy-to-use tech-
nique for machine learning classification and regression. It
falls under the domain of instance-based learning, in which
predictions are produced based on the similarity between
the input instance and its neighbours in the feature space.
KNN works on the assumption that instances with compa-
rable feature values are likely to belong to the same class
or have similar target values. KNN is a basic and effec-
tive machine learning technique that may be used for both
classification and regression. Here’s the mathematical de-
piction of the KNN algorithm: KNN is a nonparametric,
instance-based technique that predicts the majority class or
the average of the k-nearest data points in the feature space
[26].
Notations:

– D : Training dataset consisting of n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– K : Number of nearest neighbors to consider.

– x : Input feature vector for which prediction is to be
made.

Algorithm:

1. Calculate Distance: For each instance xi in the train-
ing set, Compute the distance between x and xi using
a distance metric (e.g., Euclidean distance, Manhattan
distance).

2. Find K Nearest Neighbors: Select the K instances
with the smallest distances to x.

3. Majority Vote: For classification, assign the class label
that is most frequent among theK nearest neighbors.

KNN is considered a lazy learning method since it does
not explicitly construct a model during the training phase.
Instead, it saves the whole training dataset. During predic-
tion, it locates theK closest neighbours to the input instance
and makes predictions based on them. The distance met-
ric (e.g., Euclidean, Manhattan, Minkowski) and the value
ofK are critical hyperparameters that determine algorithm
performance. Since KNN is sensitive to feature scale, fea-
ture scaling is frequently used to normalise the features.

4.3.4 Naive Bayes

Naive Bayes is a basic yet strong probabilistic classifica-
tion method commonly employed in machine learning due
to its efficiency and efficacy in dealing with huge datasets.
It is founded on Bayes’ theorem, which describes the likeli-
hood of a hypothesis given the data. Despite its ”naive” as-
sumption of independence between features, Naive Bayes
frequently works extremely well in practice, notably in text
classification and spam filtering tasks [27].
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– Y = {y1, y2, ..., yn} : Corresponding class labels in
the dataset.

– x : Input feature vector for which prediction is to be
made.

– Xi : Value of the i-th feature.

– P (Xi|Y ) : Probability of feature Xi given class Y .

– P (Y ) : Prior probability of class Y .

– P (Y |X) : Posterior probability of class Y given fea-
tures X .

Algorithm:

1. Compute Class Priors: Calculate the prior probabili-
ties P (Y = y) for each class y in the dataset. P (Y =
y) = number of instances with class y

total number of instances .

2. Compute Feature Likelihoods: For each feature Xi

and each class y, Calculate the likelihood P (Xi|Y =
y) of featureXi given class y. This can be done using
different probability density functions (e.g., Gaussian
distribution, multinomial distribution for discrete fea-
tures).

3. Compute Posterior Probabilities: For a new input
feature vector x. For each class y, calculate the
posterior probability P (Y = y|X = x) us-
ing Bayes’ theorem: P (Y = y|X = x) =

P (Y=y)·
∏n

i=1 P (Xi=xi|Y=y)∑
y′ P (Y=y′)·

∏n
i=1 P (Xi=xi|Y=y′) .

4. Predict the Class: Assign the class label ŷ with the
highest posterior probability: ŷ = argmaxy P (Y =
y|X = x).
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Based on the class, Naive Bayes assumes that the features
are conditionally independent. This is a strong and fre-
quently impractical assumption, yet it simplifies the com-
putation and typically works well in practice. The approach
calculates the class priors (prior probability for each class),
the feature likelihoods (conditional probabilities for each
feature given each class), and then uses Bayes’ theorem to
obtain the posterior probabilities. The input feature vec-
tor’s output class is anticipated to be the one with the high-
est posterior probability. Naive Bayes is efficient and per-
forms well with high-dimensional data, but it is sensitive
to the independence assumption’s quality and may overfit
with small datasets.

4.3.5 Multilayer Perceptron

The Multilayer Perceptron is a basic artificial neural net-
work design that has been widely applied to machine learn-
ing applications such as classification, regression, and pat-
tern recognition. MLPs are made up of several layers of
linked neurons, each with one or more neurons that execute
calculations on the input data. MLPs are well-known for
their capacity to learn complicated patterns from data using
the supervised learning method [28]. A Multilayer Percep-
tron (MLP) is a form of artificial neural network made up of
numerous layers of nodes (neurons), with each layer com-
pletely linked to the next. Here is the method in several
notations:
Notations:

– D : Dataset with n instances.

– X = {x1, x2, ..., xn} : Feature vectors in the dataset.

– Y = {y1, y2, ..., yn} : Corresponding labels in the
dataset.

– L : Number of layers in the network.

– W(l) :Weight matrix for layer l.

– b(l) : Bias vector for layer l.

– a(l) : Activation vector for layer l.

– z(l) : Pre-activation vector for layer l.

– ypred : Predicted output vector.

– σ(·) : Activation function, e.g., sigmoid, ReLU, tanh.

– J :Loss function, e.g., cross-entropy for classification,
mean squared error for regression.

Algorithm:

1. Initialize Weights and Biases: Initialize the weights
W(l) biases b(l) for each layer l in the network.

2. Forward Propagation:

– For each instance xi in the dataset:

– Set the input layer’s activation a(1) = xi.
– For l = 2, 3, ..., L :

– Compute the pre-activation z(l) = W(l) ·a(l−1)+
b(l),

– Compute the activation a(l) = σ(z(l)).

3. Compute Loss: Compute the loss J based on the pre-
dicted output ypred and the true labels Y .

4. Backpropagation:

– Compute the gradient of the loss function with
respect to the weights and biases using backprop-
agation.

– Update the weights and biases to minimize the
loss function using gradient descent or its vari-
ants (e.g., Adam, RMSprop): W(l) := W(l) −
α ∂J

∂W(l) , b(l) := b(l) − α ∂J
∂b(l) where, α is the

learning rate.

5. Repeat steps 2-4 until convergence or for a fixed num-
ber of iterations.

6. Prediction: For a new input x , perform forward prop-
agation to compute the predicted output ypred.

Forward propagation is the process of sending input
through a network to get the expected outcome. Backprop-
agation calculates the loss function’s gradients with respect
to the weights and biases, which are then utilised to up-
date the parameters. This is done iteratively until the model
converges or a predetermined stopping threshold is satis-
fied. MLPs can have numerous hidden layers (thus the
term ”multilayer”) with various activation functions in each
layer.Training an MLP entails determining the best weights
and biases to minimise the loss function, which is com-
monly accomplished through the use of gradient-based op-
timisation techniques.

4.3.6 Majority Voting

Majority Voting is a popular ensemble learning approach
that combines predictions from numerous base classifiers
to increase overall prediction accuracy and resilience. It
works on the premise that combining the decisions of nu-
merous classifiers can result in higher performance than any
single classifier alone. Majority Voting is especially use-
ful when the basis classifiers are varied and produce un-
correlated mistakes. Majority voting is a basic ensemble
approach in which the final prediction is chosen by the ma-
jority of individual classifier votes. Here’s the algorithm
with several notations [29, 30, 31, 32, 33].
Notations:

– C : Set of classifiers.

– n : Number of classifiers in C.

– yi : Predicted label of the i-th classifier.
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Algorithm:

1. Predictions: For each instance in the dataset, each
classifier in C predicts the label for the instance.

2. Majority Vote:

– For each instance:
– Count the number of votes for each class label
across all classifiers.

– Choose the class label with the highest count as
the final prediction.

– In case of ties, break the tie using a predefined
rule (e.g., randomly, based on class probabilities,
etc.).

Classification problems are generally solved by major-
ity vote. The label for each event is predicted individually
by each classifier in the ensemble. The final prediction for
each instance is made by picking the class label with the
highest votes from all classifiers. Majority voting may be
applied to any classifier, such as decision trees, logistic re-
gression, support vector machines, and so on. It is a basic
but effective ensemble approach that frequently increases
classification accuracy, particularly when the various clas-
sifiers have varying predictions. Majority voting may alter-
natively be converted into soft voting, in which the proba-
bilities predicted by each classifier are averaged rather than
calculating the hard votes.

5 Experimental results

5.1 Dataset
This study uses the Mendeley Dataset, a large database of
benign and malicious domains retrieved from DNS records
[18]. This dataset, specifically designed for supervised ma-
chine learning research targeted at distinguishing between
dangerous and non-malicious domain names, was method-
ically produced by pooling publically available DNS logs
belonging to both types of domain names. Each domain
name in the dataset serves as input, yielding a total of
34 characteristics. These characteristics include direct at-
tributes taken from domain names, such as entropy, the
occurrence of uncommon characters, and domain length.
Additional information, such as domain creation date, re-
lated IP address, open ports, and geolocation, were gath-
ered using data enrichment methods that employed Open
Source Intelligence methodologies. This dataset, consist-
ing of 90,000 domain names, is carefully balanced to pro-
vide an equal distribution of 50% non-malicious and 50%
malicious domains. During the preprocessing step, five
characteristics are omitted from both the training and test-
ing datasets: DNSRecordType, CountryCode, Registered-
Country, RegisteredOrg, and TLD. As a consequence, the
final dataset used for experimentation has 29 characteristics
that serve as inputs for model training and testing.

5.2 Measures used for performance
evaluation of learning classifiers on
mendeley DNS dataset

The usefulness of different machine learning models, in-
cluding AdaBoost, Logistic Regression, K-Nearest Neigh-
bours, Naive Bayes, Multilayer Perceptron, and Majority
Voting, in detecting fraudulent domain names was investi-
gated. The following metrics are used to measure the pro-
posed approach’s success in detecting malicious domain
names. Figure 3 depicts the confusion matrix, which in-
cludes True Positives (TP), TrueNegatives (TN), False Pos-
itives (FP), and False Negatives (FN). These criteria, which
provide a measurable evaluation of accuracy, precision, re-
call, and overall performance, are often used to evaluate the
success of classification algorithms [34].

Figure 3: Confusion Matrix for malicious domain names
detection

– Accuracy: Accuracy is a statistic that measures a clas-
sification model’s overall efficacy. It expresses the
proportion of accurately predicted cases to the total
number of examples in the dataset. It is computed us-
ing the equation shown below.

Accuracy =
TP + TN

TP + TN + FP + FN
(8)

– Precision: Precision evaluates the accuracy of the
model’s favourable predictions. It is computed as the
ratio of genuine positive predictions to total positive
forecasts.

Precision =
TP

TP + FP
(9)

– Recall: Recall measures the model’s ability to prop-
erly identify positive cases. It is the ratio of genuine
positive forecasts to all instances of positive events. It
is computed using the equation shown below.

Recall =
TP

TP + FN
(10)
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– F-Measure (F1-Score): TThe F1-score, which is the
harmonic mean of accuracy and recall, gives a fair
evaluation of the model’s performance. It is computed
using the equation shown below.

F1-Measure =
2 · Precision ·Recall

Precision+Recall
(11)

5.3 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using full feature set

Table 5 compares the performance of each machine learn-
ing classifier against a comprehensive feature set consist-
ing of 29 characteristics from the Mendeley DNS Dataset.
AdaBoost outperformed other classifiers, with 99.96% de-
tection accuracy, precision, recall, and F-measure. Further-
more, the AdaBoost classifier has fast training and testing
durations, taking 3.581 seconds to train and 0.225 seconds
to test. Figure 4 and 5 shows the performance evaluation
and ROC curve for the classifiers.

Figure 4: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Full Feature
Set

5.4 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using Chi-square (χ2) feature
selection technique

Table 6 demonstrates the performance evaluation of indi-
vidual machine learning classifiers on the Mendeley DNS
Dataset, using 12 features and the Chi-square Feature Se-
lection Method. The AdaBoost, Naive Bayes, Multilayer
Perceptron, and Majority Voting classifiers outperformed
each other in detecting malicious DNS, as indicated by bet-
ter accuracy, precision, recall, and F-measure. This in-
crease is accomplished while employing only 12 features
as opposed to the complete set of 29 features, resulting in
low system overhead. The AdaBoost classifier obtained
99.97% accuracy, precision, recall, and F-measures. Sim-
ilarly, the KNN classifier achieved 99.67% accuracy, pre-

Figure 5: ROC Curve of Machine Learning Classifiers on
Mendeley DNS Dataset using Full Feature Set

cision, recall, and F-measure. Figure 6 and 7 illustrates the
classifiers’ performance evaluation and ROC curves.

Figure 6: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Chi-squared
(χ2) Feature Selection Technique

5.5 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using GainRatio feature
selection technique

Table 7 compares the performance of individual machine
learning classifiers on the Mendeley DNS Dataset using
12 features and the GainRatio Feature Selection technique.
The AdaBoost classifier had the maximum detection accu-
racy, precision, recall, and F-measure (all at 96.96%). Most
classifiers showed gains in training and testing time, with
the exception of the Multilayer Perceptron and Majority
Voting classifier. Figure 8 and 9 shows the performance
evaluation and the ROC curve for the classifiers.
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Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.96 99.96 99.96 99.96 3.581 0.225
LR 96 96.04 96 96 1.035 0.0103
KNN 99.67 99.67 99.67 99.67 0.0195 6.337
NB 94.06 94.15 94.06 94.06 0.04 0.012
MLP 99.61 99.61 99.61 99.61 92.504 0.032
MV 99.15 99 99 99 106.222 5.003

Table 5: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Full Feature Set

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.97 99.97 99.97 99.97 2.73 0.186
LR 93.81 93.97 93.81 93.81 0.757 0.007
KNN 99.67 99.67 99.67 99.67 0.144 2.957
NB 94.1 94.15 94.1 94.1 0.0246 0.007
MLP 99.74 99.74 99.74 99.74 67.467 0.0456
MV 99.44 99.44 99.44 99.44 48.468 5.299

Table 6: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Chi-square (χ2) Fea-
ture Selection Technique

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 96.96 96.96 96.96 96.96 2.247 0.1889
LR 90.01 90.37 90.01 89.99 0.8859 0.0071
KNN 94.44 94.52 94.44 94.44 0.1465 6.3003
NB 90.62 90.74 90.62 90.61 0.0244 0.00688
MLP 97.9 97.9 97.9 97.9 123.188 0.058
MV 96.55 96.55 96.55 96.55 112.42 6.377

Table 7: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using GainRatio Feature
Selection Technique

5.6 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using information gain feature
selection technique

Table 8 shows the performance evaluations of individual
machine learning classifiers on theMendeley DNSDataset,
using 12 features and the Information Gain Feature Selec-
tion Method. The AdaBoost, KNN, Multilayer Perceptron,
and Majority Voting classifiers all performed better at de-
tecting malicious DNS. This improvement is demonstrated
by higher accuracy, precision, recall, and F-measure mea-
sures. Interestingly, these classifiers achieve these results
while using only 12 characteristics rather than the entire set
of 29, reducing system overhead. The AdaBoost classifier
performs with 99.97% accuracy, precision, recall, and F-
measure. Figure 10 and 11 shows the performance evalua-
tion and the ROC curve for the classifiers.

5.7 Performance evaluation of machine
learning classifiers on Mendeley DNS
dataset using correlation based feature
selection (CFS) technique

Table 9 compares the performance of individual machine
learning classifiers on the Mendeley DNS Dataset, using
4 features and the Correlation-based Feature Selection ap-
proach. The AdaBoost classifier outperformed others with
94.91% detection accuracy, 95.10% precision, 94.91% re-
call, and 94.91% F-measure. Except for the Multilayer Per-
ceptron classifier, most classifiers improved their training
and testing times. Figure 12 and 13 shows the performance
evaluation and ROC curve for the classifiers.

5.8 Comparative performance evaluation
with available approaches

To verify the effectiveness of the proposed approach com-
parative performance evaluation is performed with other
available approaches [3, 5, 6, 9, 16]. Table 10 shows the
comparative performance evaluation of our proposed ap-
proach with available approaches in terms of accuracy, pre-
cision, recall and F-measure.
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Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 99.97 99.97 99.97 99.97 2.7555 0.19073
LR 92.96 93.07 92.96 92.95 0.472 0.007
KNN 99.69 99.69 99.69 99.69 0.144 2.897
NB 94.04 94.12 94.04 94.04 0.0235 0.006
MLP 99.75 99.75 99.75 99.75 97.564 0.0555
MV 99.4 99.4 99.4 99.4 61.0559 5.264

Table 8: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Information Gain
Feature Selection Technique

Classifier Accuracy (%) Precision (%) Recall (%) F-measure (%) Train Time (s) Test Time (s)
AdaBoost 94.91 95.10 94.91 94.91 1.221 0.1704
LR 93.13 93.13 93.13 93.13 0.8254 0.0045
KNN 94.16 94.16 94.16 94.16 0.0513 5.913
NB 91.68 91.68 91.68 91.68 0.0182 0.0041
MLP 95.41 95.52 95.41 95.41 101.938 0.1046
MV 94.73 94.73 94.73 94.73 62.4239 4.751

Table 9: Performance Evaluation of Machine Learning Classifiers on Mendeley DNS Dataset using Correlation based
Feature Selection (CFS) Technique

Approach Accuracy (%) Precision (%) Recall (%) F-measure (%)
Zhao, Hong et al. [3] 94.04 – – –
Luhui Yang et al. [5] 89.20 93.20 84.07 88.40
Shaojie Chen et al. [6] 97.24 97.22 97.25 97.23
Zhaoshan Fan et al. [9] 99.61 87.76 96.84 92.08
Vinayakumar, R. et al. [16] 97.4 87.8 99.3 93.2
Proposed Approach 99.44 99.44 99.44 99.44

Table 10: Comparative Performance Evaluation with Available Approaches

5.9 Limitations
This paper proposes a method for detecting malicious do-
main names using a combination of feature selection and a
majority voting approach among different classifiers. Here
are some potential limitations of such a framework:

– Feature Dependence: The effectiveness of the model
heavily relies on the quality and relevance of the se-
lected features. If important features are omitted or
irrelevant features are included, the detection perfor-
mance may degrade.

– Class Imbalance: Malicious domain datasets often
suffer from class imbalance, where the number of be-
nign domains significantly outweighs the number of
malicious ones. This can lead to biased models that
perform well on benign domains but poorly on mali-
cious ones.

– Evasion Techniques: Attackers continually develop
new evasion techniques to avoid detection. A frame-
work based on static features may become less effec-
tive over time as attackers adapt their strategies.

– Data Quality and Availability: The availability of
high-quality labeled data for training and testing the

models is crucial. In practice, obtaining such datasets
can be difficult, and models trained on outdated or in-
complete data may not generalize well to new threats.

– Dynamic Nature of Domains: Domain names can
change rapidly, and new malicious domains can ap-
pear at any time. The framework needs to be regularly
updated to maintain its effectiveness.

6 Conclusions
This paper describes a method for identifying harmful do-
main names that combines feature selection approaches
with a majority vote approach. Several approaches, in-
cluding Chi-square, Gain Ratio, Information Gain, and
Correlation-based feature selection, are used to discover
the most relevant information for detecting harmful domain
names while minimising repetition. The experimental re-
sults demonstrate the usefulness of the proposed frame-
work, notably the majority voting strategy, which uses sev-
eral classifiers to improve detection accuracy. The results
show impressive performance metrics, including accuracy,
precision, recall, and F-measure, which are more accept-
able compared to individual classifiers, of 99.44%. This
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Figure 7: ROCCurve for classifiers using Chi-squared (χ2)
Feature Selection Technique

Figure 8: Performance Evaluation of Machine Learning
Classifiers onMendeleyDNSDataset usingGainRatio Fea-
ture Selection Technique

was achieved through the combination of Majority Voting
and Chi-squared Feature Selection Method, using only 12
domain name features. This demonstrates the framework’s
ability to correctly identify malicious domain names while
minimising system overhead. Furthermore, a comparison
of various feature selection approaches and machine learn-
ing classifiers provides useful insights into the best com-
binations for obtaining higher detection performance. The
framework’s adaptability to various forms of malicious do-
main names is proved by thorough experimentation on real-
world datasets.

List of abbreviations
The following abbreviations are used in this manuscript:

URL Uniform Resource Locator

AI Artificial intelligence

DNS Domain Name System

Figure 9: ROCCurve of classifiers usingGainRatio Feature
Selection Technique

Figure 10: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Information
Gain Feature Selection Technique

PCA Principal Component Analysis

AGD Algorithmically Generated Domains

PUMD Positive and Unlabeled Malicious Domain

DGA Domain Generation Algorithms

ELM Extreme Learning Machine

KL Kullback-Leibler

ED Edit Distance

JI Jaccard Index

HMM Hidden Markov Models

PCFG Probabilistic Context-Free Grammars

LSTM Long short-term memory

AUC Area under the ROC Curve

HDNN Heterogeneous Deep Neural Network
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Figure 11: ROC Curve for classifiers using Information
Gain Feature Selection Technique

Figure 12: Performance Evaluation of Machine Learning
Classifiers on Mendeley DNS Dataset using Correlation
based Feature Selection (CFS) Technique

SDGA Sub-domain Domain Generation Algorithm

LAN Local Area Network

RNN Recurrent Neural Networks

IP Internet Protocol

TLD Top-level Domain

IGR Information Gain Ratio

IG Information Gain

CFS Correlation-based Feature Selection

AdaBoost Adaptive Boosting

LR Logistic Regression

KNN K-nearest Neighbours

NB Naive Bayes

Figure 13: ROC Curve for classifiers using Correlation
based Feature Selection (CFS) Technique

MLP Multilayer Perceptron

MV Majority Voting

TP True Positives

TN True Negatives

FP False Positives

FN False Negatives

ROC Receiver Operating Characteristic
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