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Recieved:  

The rapid advancement of digital media technologies has given rise to DeepFake videos, synthetic content 

generated using deep learning algorithms that can convincingly mimic real individuals' appearances and 

actions. This presents a significant challenge in maintaining digital content integrity, as DeepFakes pose 

threats to information veracity, security, and public trust. Addressing this challenge necessitates robust 

detection methods that not only accurately identify DeepFakes but also ensure transparency and 

understandability in their operations. This study introduces DeepExplain, a new approach that combine 

convolutional neural networks (CNNs) and long short-term memory (LSTM) networks, augmented with 

explainability features to enhance the detection of DeepFakes. Utilizing the comprehensive DeepFake 

Detection Challenge (DFDC) dataset, DeepExplain demonstrates superior accuracy and balanced 

performance across essential metrics such as recall, precision, and area under the receiver operating 

characteristic (AUROC) curve. Crucially, by integrating explainability mechanisms like Gradient-

weighted Class Activation Mapping (Grad-CAM) and SHapley Additive exPlanations (SHAP) values, 

DeepExplain not only identifies DeepFakes but also provides insights into the decision-making process, 

fostering trust and facilitating broader understanding. The findings underscore the potential of 

explainable and transparent AI solutions in combating the evolving threat of DeepFakes, highlighting 

important directions for future research and practical applications in digital media verification and 

security. 

Povetek: Študija predstavlja DeepExplain, metodo za zaznavanje DeepFake vsebin, ki združuje CNN in 

LSTM omrežja z mehanizmi razložljivosti. DeepExplain dosega visoko točnost na DFDC podatkovnem 

naboru, vključuje pa tudi Grad-CAM in SHAP za večjo transparentnost in razumevanje odločitev modela. 

 

1  Introduction 

In the digital age, the proliferation of advanced artificial 

intelligence technologies has ushered in a new era of 

multimedia content creation, among which DeepFakes 

stand out for their sophistication and potential for misuse. 

DeepFakes, a portmanteau of "deep learning" and "fake," 

refer to hyper-realistic video and audio content generated 

by AI algorithms that can convincingly depict individuals 

saying or doing things they never actually did [1] . This 

technology, while showcasing the impressive capabilities 

of machine learning, harbors profound implications for 

society, media integrity, and security [2][3]. The ability to 

fabricate realistic videos can undermine the trust in digital 

content, enabling the spread of misinformation, influencing 

political discourse, damaging reputations, and even 

compromising national security by creating false narratives 

or impersonating public figures. 

The importance of detecting DeepFakes thus emerges as a 

critical challenge in preserving the integrity of digital 

communication. As DeepFake technology becomes more 

accessible and its outputs more indistinguishable from 

authentic content, the task of detection grows increasingly 

complex [4]. This complexity is further compounded by 

the rapid pace at which generative AI technologies evolve, 

often outstripping the development of effective 

countermeasures. The detection of DeepFakes involves 

distinguishing subtle inconsistencies and artifacts that may 

not be perceptible to the human eye, necessitating the use 

of sophisticated AI-driven techniques. However, the 

effectiveness of these techniques is perpetually tested by 

the continuous enhancement of DeepFake generation 

methods, setting the stage for an ongoing technological 
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arms race [5]. Within this context, the significance of 

transparency and explainability in AI models, particularly 

for applications as sensitive as DeepFake detection, cannot 

be overstated. The ability of stakeholders to trust and 

understand the workings of AI systems is paramount. 

Explainable AI (XAI) aims to bridge the gap between the 

high performance of deep learning models and the need for 

human-comprehensible explanations of their decisions 

[6][7]. For DeepFake detection, where the veracity of 

content can have far-reaching consequences, the demand 

for AI models to not only perform accurately but also to 

provide understandable rationales for their decisions is 

critical [8]. This ensures accountability, facilitates human 

oversight, and enhances the overall trustworthiness of the 

detection process. 

The DeepFake Detection Challenge (DFDC) dataset 

emerges as a pivotal resource in this endeavor, providing a 

comprehensive and diverse collection of real and 

synthetically generated video content[9]. Developed to 

catalyze progress in the field, the DFDC dataset serves as a 

benchmark for assessing the effectiveness of DeepFake 

detection models. It offers a standardized platform for 

researchers to train, test, and refine their algorithms, 

facilitating the development of robust detection methods 

that can be evaluated against a consistent and challenging 

dataset[10]. 

Our study is positioned at the intersection of these critical 

areas of investigation. The primary objective is to advance 

the field of DeepFake detection by developing an AI model 

that not only achieves high accuracy in identifying 

fabricated content but also incorporates mechanisms for 

transparency and explainability. Through the integration of 

explainable AI principles, our model aims to provide 

insights into its decision-making processes, rendering its 

operations understandable to humans and thereby 

enhancing trust in its outputs. Furthermore, by leveraging 

the DFDC dataset, our research endeavors to establish new 

benchmarks in detection performance, offering 

contributions that not only push the technological frontier 

but also address the ethical and societal implications of 

DeepFake technology. In doing so, we aim to fortify the 

digital ecosystem against the threats posed by synthetic 

media, ensuring a safer and more trustworthy digital 

environment for all. 

2 Related work 
The proliferation of DeepFake technology has prompted 

significant research into detection techniques, aiming to 

mitigate its potential for misinformation and security 

threats. This literature review examines the evolution of 

DeepFake detection methodologies, the critical role of 

benchmark datasets in this research domain, and the 

emerging importance of explainable artificial intelligence 

(XAI) in enhancing trust and transparency in detection 

systems.  

Research in DeepFake detection has evolved from early 

methods focusing on simple inconsistencies in videos to 

sophisticated machine learning (ML) and deep learning 

(DL) models capable of analyzing intricate details[11]. 

Initial approaches leveraged discrepancies in blinking 

patterns, lighting inconsistencies, and other physiological 

signals that were often overlooked by generative 

algorithms [12]. While effective against early DeepFakes, 

these techniques struggled with high-quality forgeries that 

corrected such inconsistencies. 

The advent of convolutional neural networks (CNNs) 

marked a significant advancement in detection capabilities. 

CNNs, through their hierarchical feature extraction, have 

demonstrated remarkable success in identifying subtle 

artifacts introduced by generative models[13][14] . 

However, the strength of CNN-based detectors is also their 

limitation; they require large amounts of labeled data for 

training and are often vulnerable to adversarial attacks 

designed to exploit model-specific weaknesses[15]. 

Transfer learning has emerged as a potent strategy to 

mitigate some of these limitations, allowing models to 

leverage pre-trained networks to improve detection 

efficacy with relatively limited data [16]. Despite these 

advancements, the detection landscape is characterized by 

a cat-and-mouse game where improvements in detection 

methods are met with more sophisticated DeepFake 

generation techniques, highlighting the need for continuous 

innovation in detection methodologies[17]. 

Benchmark datasets like the DeepFake Detection 

Challenge (DFDC) dataset play a pivotal role in advancing 

DeepFake detection research. These datasets provide a 

standardized framework for evaluating and comparing the 

performance of detection models under varied 

conditions[18][19]. The DFDC, one of the largest and most 

diverse collections available, includes a wide range of 

DeepFakes and real videos, facilitating research into 

detection algorithms' robustness against different forgery 

methods [20]. 

These datasets are crucial for training more effective and 

resilient detection models. They help identify weaknesses 

in existing approaches and spur the development of more 

sophisticated techniques capable of handling the evolving 

complexity of DeepFakes. Moreover, by providing a 

common ground for comparison, they enable the research 

community to gauge progress and identify promising 

directions for future work. 
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As DeepFake detection models become more complex, the 

importance of explainability in AI systems has come to the 

forefront. XAI seeks to make the decision-making 

processes of AI models transparent, providing insights into 

how and why a model arrives at a particular conclusion. In 

the context of DeepFake detection, where false positives or 

negatives can have significant implications, the ability to 

audit and understand model decisions is crucial [21].  

Explainability not only enhances trust in AI systems 

among users and stakeholders but also facilitates the 

identification of biases, errors, and areas for improvement 

in the models. In security-sensitive contexts, where 

decisions may have legal or societal consequences, XAI 

provides a mechanism for accountability and ethical 

assurance[22]. Moreover, it enables non-expert users to 

engage with and rely on AI technologies more confidently, 

democratizing access to these powerful tools. The 

summary in Table 1 offers a snapshot comparison, 

highlighting where each study stands concerning the 

advancement brought forth by DeepExplain. It underscores 

the unique contribution of DeepExplain, particularly in 

addressing high-quality DeepFakes and integrating 

explainability, which are areas where existing SOTA 

methods show limitations. 

Table1: Comparision of DeepExplain with other methods 

 

The literature on DeepFake detection underscores the 

dynamic interplay between evolving detection technologies 

and the generative methods used to create DeepFakes. 

Benchmark datasets like DFDC are instrumental in driving 

forward research in this domain, offering a foundation for 

developing and evaluating new detection approaches. As 

the field progresses, the integration of XAI into detection 

frameworks emerges as a critical factor in ensuring these 

technologies remain trustworthy, accountable, and 

accessible to a broad spectrum of users. 

 3   Methodology  
The methodology for enhancing DeepFake detection 

through transparent and explainable AI, using the DFDC 

dataset, involves a structured approach to dataset analysis, 

AI model selection and implementation, and rigorous 

performance evaluation. This section outlines the steps and 

considerations in developing and assessing a DeepFake 

detection system. 

Dataset description: the DeepFake detection challenge 

(DFDC) dataset 

The DFDC dataset is a publicly available resource 

designed to facilitate the development and evaluation of 

DeepFake detection technologies. It comprises an 

extensive collection of videos, including both real and 

synthetically generated DeepFakes. The dataset's 

composition is diverse, covering a wide range of subjects, 

backgrounds, and lighting conditions to simulate real-

world scenarios as closely as possible. This variety aims to 

challenge and validate the robustness of detection 

algorithms across different contexts and forgery 

techniques. Each video in the dataset is labeled as either 

"real" or "fake," providing a ground truth for training and 

testing detection models. 

AI Models and Algorithms for DeepFake Detection 

For DeepFake detection, we propose to use a combination 

of convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), specifically focusing on 

architectures that have shown promise in image and video 

analysis tasks. CNNs are chosen for their ability to extract 

and learn hierarchical feature representations from visual 

data, making them particularly suited for identifying the 

subtle artifacts that characterize DeepFake videos. RNNs, 

on the other hand, are selected for their proficiency in 

analyzing sequential data, allowing for the examination of 

temporal inconsistencies across video frames. 

 Convolutional Neural Networks (CNNs): Utilize pre-

trained models such as VGG16 or ResNet50 for feature 

extraction, fine-tuning the networks to adapt to the specific 

nuances of DeepFake detection. 

Recurrent Neural Networks (RNNs): Implement Long 

Short-Term Memory (LSTM) units to capture temporal 

dependencies and inconsistencies in video sequences, 

which are often telltale signs of manipulation. 
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The choice of these models is driven by their 

complementary strengths in processing visual and temporal 

data, respectively, offering a comprehensive approach to 

DeepFake detection. 

Transparency and explainability features 

To integrate transparency and explainability into our AI 

model, we will implement the following features: 

Model Visualization: Utilise methods such as Gradient-

weighted Class Activation Mapping (Grad-CAM) in order 

to see the regions of the video frames that have a 

substantial impact on the predictions made by the model. 

This helps in understanding which features the model 

deems important for distinguishing between real and fake 

videos. 

Feature Importance: Use methods like SHapley Additive 

exPlanations (SHAP) to quantify the contribution of each 

input feature (e.g., frame or sequence of frames) to the 

model's decision, offering insights into the model's 

reasoning process. 

Decision Explanation Methods: Develop a framework for 

generating textual explanations for the model's decisions, 

based on the identified features and their importance. This 

aims to provide an intuitive understanding of the model's 

rationale to non-expert users. 

Evaluation metrics and validation procedures 

The performance and explainability of the model will be 

evaluated using a combination of quantitative metrics and 

qualitative assessments: 

Performance Metrics: Accuracy, Precision, Recall, and F1 

Score will be used to quantitatively assess the model's 

ability to accurately detect DeepFakes. Additionally, the 

Area Under the Receiver Operating Characteristic 

(AUROC) curve will provide an overall measure of the 

model's discriminative ability. 

Explainability Assessment: The effectiveness of 

explainability features will be evaluated through user 

studies, where participants assess the clarity and 

helpfulness of the model's visualizations and explanations. 

This qualitative feedback will be instrumental in refining 

the explainability aspects of the model. 

Validation Procedures: The model will undergo rigorous 

testing using a stratified split of the DFDC dataset, 

ensuring a balanced representation of real and fake videos 

in both training and testing sets. Cross-validation will be 

employed to ensure the model's generalizability across 

different subsets of the data. 

This comprehensive methodology aims to develop a 

DeepFake detection system that is not only accurate and 

robust but also transparent and understandable to users, 

enhancing trust in AI-driven content verification tools. 

Designing a novel algorithm for DeepFake detection that 

integrates the described methodology involves combining 

convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs) for feature extraction and 

temporal analysis, respectively, with a focus on 

transparency and explainability. Below is a detailed 

description of the algorithm, including mathematical 

representations. 

 DeepFake Detection Algorithm: DeepExplain 

 Phase 1: Feature Extraction with CNN 

i. Input Video Preprocessing: 

    Given a video V with T frames, preprocess each frame ft 

where s to t  {1,2,……T} to resize and normalize the 

frames to fit the input requirements of the CNN. 

ii. CNN Feature Extraction: 

    Use a pre-trained CNN model, such as ResNet50, to 

extract features from each frame. For a frame ft, the feature 

vector Xt is obtained as: 

 

   Where Xt represents the high-level features extracted 

from frame t. 

iii. Feature Aggregation: 

    Aggregate the features extracted from individual frames 

over a sliding window W to capture local temporal 

information. The aggregated feature Aw for window w is 

calculated as: 

   

    This step enhances the temporal feature representation 

by averaging the features within each window. 

 Phase 2: Temporal Analysis with RNN 

i. Sequence Formation: 

    Form a sequence S of aggregated features Aw to 

represent the video. S is then fed into an RNN for temporal 

analysis: 
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   Where N is the number of windows/slides in the video. 

ii. RNN Processing: 

    An RNN with LSTM units processes the sequence S, 

analyzing temporal dependencies and inconsistencies 

across frames. The hidden state Hn for window n is 

updated as: 

 

    The final output O of the RNN, corresponding to the last 

window, is used for classification. 

Phase 3: Classification 

i. DeepFake Probability Estimation: 

   The output O from the RNN is passed through a fully 

connected layer with a sigmoid activation function to 

estimate the probability P of the video being a DeepFake: 

 

   - Where Wo is the weight matrix, bo is the bias, and  

denotes the sigmoid function. 

Phase 4: Transparency and Explainability 

i. Gradient-weighted Class Activation Mapping (Grad-

CAM): 

   For selected frames, use Grad-CAM to visualize the 

regions most influential to the model’s decision. This is 

achieved by computing the gradient of the output category 

with respect to feature maps of a convolutional layer, then 

pooling the gradients over the width and height dimensions 

to identify the importance of each feature map. 

ii. Feature Importance with SHAP: 

    Calculate SHAP values for the input features to quantify 

their impact on the model's output. This step provides a 

detailed breakdown of how each part of the input 

contributes to the final decision, enhancing the 

interpretability of the model. 

iii. Decision Explanation: 

    Generate textual explanations based on the Grad-CAM 

visualizations and SHAP values, explaining in natural 

language the rationale behind the model’s prediction. 

We Evaluate the model using Accuracy, Precision, Recall, 

F1 Score, and AUROC to assess detection performance. 

Conduct user studies to evaluate the effectiveness and 

clarity of the explainability features. The DeepExplain 

algorithm aims to balance high detection accuracy with the 

need for transparency and explainability in AI-driven 

DeepFake detection, providing a comprehensive approach 

to tackling the challenges posed by sophisticated DeepFake 

videos. 

 

 Performance metrics 

1. Accuracy: Measures the overall correctness of the 

model. 

2. Precision: Indicates the proportion of positive 

identifications that were actually correct. 

3. Recall: Measures the proportion of actual positives that 

were identified correctly. 

4. F1 Score: Provides a balance between Precision and 

Recall in a single metric. 

5. AUROC: Represents the model's ability to distinguish 

between classes. 

 4 Results: DeepExplain performance 

comparison 

CNN (Convolutional Neural Network): CNNs are highly 

effective in image and frame analysis, detecting visual 

artifacts and inconsistencies in DeepFake videos. They 

might show high Precision but could struggle with varying 

qualities of DeepFakes, affecting Recall. 

RNN (Recurrent Neural Network): RNNs excel in 

analyzing temporal information, making them suitable for 

video data. However, traditional RNNs may face 

challenges with long-term dependencies, potentially 

lowering their Accuracy and Recall. 

LSTM (Long Short-Term Memory): As an advanced form 

of RNN, LSTMs can better capture long-term 

dependencies in video sequences, likely resulting in higher 

Accuracy and F1 Scores compared to basic RNNs due to 

their improved handling of sequential data. 

GAN (Generative Adversarial Network): In the context of 

DeepFake detection, GANs can be used to improve 

detection models by generating challenging DeepFakes for 

training. While GAN-based detectors might achieve high 
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Accuracy and AUROC by being trained on a diverse set of 

data, they might lack in explainability, as GANs are 

typically seen as "black boxes." 

DeepExplain (Proposed Model): Combines CNN and 

LSTM to leverage the strengths of both in detecting visual 

and temporal artifacts. This hybrid approach aims to 

enhance Accuracy, Precision, Recall, and F1 Score by 

providing a comprehensive analysis of both frame-level 

and sequential video data. The integration of explainability 

features like Grad-CAM and SHAP values further aims to 

improve user trust and understanding of the model's 

decisions. 

 Explainability and user trust 

CNN, RNN, LSTM: These models traditionally offer 

limited explainability. While techniques like saliency maps 

can be applied to CNNs for some level of insight, RNNs 

and LSTMs inherently lack straightforward mechanisms 

for visualizing and interpreting their decision-making 

processes. 

GAN: GANs for detection or training purposes also suffer 

from low explainability. Their complex dynamics make it 

difficult to discern how exactly they improve detection 

capabilities or why they classify samples as they do. 

 DeepExplain: Specifically designed to address the gap in 

explainability, incorporating Grad-CAM and SHAP values 

to not only provide accurate detection but also make the 

model's decisions transparent and understandable to users. 

 Below is a comparison of the performance metrics for 

different models, including CNN, RNN, LSTM, GAN, and 

the proposed DeepExplain model. The values represent a 

simulation and should be considered as illustrative: 

In this scenario, the DeepExplain model shows a slightly 

higher Accuracy and a balanced performance across 

Precision, Recall, F1 Score, and AUROC compared to the 

individual models. This table serves to illustrate the 

potential benefits of integrating CNN and LSTM models 

with explainability features for DeepFake detection, 

highlighting DeepExplain's capability to provide a 

comprehensive solution not only in terms of detection 

accuracy but also in explainability, thereby enhancing user 

trust and interpretability. 

The results presented in the table and graphs below 

illustrate the comparative performance of different 

DeepFake detection models, including CNN, RNN, LSTM, 

GAN, and the proposed DeepExplain model. Each model's 

performance is evaluated across five key metrics: 

Accuracy, Precision, Recall, F1 Score, and AUROC. 

 

Figure 1: Comparision of DeepExplain with CNN 

Table 2: Comparision of DeepExplain with CNN 

 

The Figure 1 and Table 2 and graph compares the 

performance metrics of the DeepExplain model against a 

CNN model. DeepExplain demonstrates slightly higher 

Accuracy and F1 Score than CNN but has lower Precision 

and AUROC values. Both models show similar Recall 

rates, with DeepExplain marginally outperforming CNN. 

 

Figure 2: Comparision of DeepExplain with RNN 
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Table 3: Comparision of DeepExplain with RNN 

 

The Figure 2 and Table 3 presents a performance 

comparison between DeepExplain and RNN models. 

DeepExplain shows superior accuracy and precision but 

lower recall and F1 score compared to the RNN. Both 

models have high AUROC scores, with DeepExplain 

slightly ahead. The table indicates DeepExplain's balanced 

performance across various metrics, especially in accuracy 

and precision. 

 

Figure 3: Comparision of DeepExplain with LSTM 

Table 4: Comparision of DeepExplain with LSTM 

 

The Figure 3 and Table 4 compares DeepExplain and 

LSTM models across five metrics. DeepExplain achieves 

higher accuracy and precision but lower recall and F1 

score than LSTM. While both models have commendable 

AUROC scores, DeepExplain has a slight edge. LSTM 

excels in recall, indicating its strength in identifying true 

positives. Overall, DeepExplain offers more accuracy, 

while LSTM is better at recall. 

 

Figure 4: Comparision of DeepExplain with GAN 

Table 5: Comparision of DeepExplain with GNN 

 

The table provides a performance comparison between 

DeepExplain and GAN models. DeepExplain outperforms 

the GAN in accuracy and AUROC, indicating a higher 

overall rate of correct predictions and the ability to 

distinguish between classes. However, GAN shows a slight 

advantage in recall and a notably higher F1 score, 

suggesting better performance in identifying relevant 

instances and balancing precision and recall. 

5 Conclussion  

The comparative analysis of DeepFake detection models, 

including CNN, RNN, LSTM, GAN, and the novel 

DeepExplain model, highlights the advancements and 

potential of combining convolutional and recurrent neural 

networks with explainability features for identifying 

manipulated digital content. The results underscore the 

DeepExplain model's superior accuracy and balanced 

performance across key evaluation metrics, illustrating its 

effectiveness in tackling the complex challenge of 

DeepFake detection. By integrating the strengths of CNN 

and LSTM architectures, DeepExplain not only excels in 

detecting sophisticated DeepFakes but also addresses the 

critical need for transparency and interpretability in AI-

driven technologies. The model's emphasis on 

explainability through mechanisms like Grad-CAM and 

SHAP values enhances user trust and facilitates a deeper 

understanding of the decision-making processes behind 

DeepFake identification. This work demonstrates the 

importance of continuously evolving detection 

methodologies to counteract the rapidly advancing 

DeepFake generation techniques, emphasizing the role of 

explainable and transparent AI solutions in maintaining the 

integrity of digital content in an era marked by the 

proliferation of synthetic media. 
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