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This study proposes a gender classification method for Twitter data using a hybrid XLNet-fastText 

model. The objective is to enhance gender classification accuracy by leveraging the contextual 

understanding of XLNet and the semantic richness of fastText embeddings. Computational experiments 

were conducted on a dataset derived from Kaggle, focusing on user account descriptions and Twitter 

feeds. The proposed method achieved an accuracy of 71.4%, precision of 77%, recall of 60.9%, and F1-

score of 68% for gender classification based on Twitter feeds. For user account descriptions, the scores 

were 72.4% for accuracy, 75.1% for precision, 63.24% for recall, and 68% for F1-score. These results 

outperform the baseline XLNet model and demonstrate the potential of the XLNet-fastText combination 

in improving text-based classification tasks. Our approach highlights a viable pathway to enhance 

gender classification on social media platforms, suggesting further improvements through multi-modal 

data integration. 

Povzetek: Raziskava uporablja kombinacijo modelov XLNet in fastText za izboljšanje klasifikacije spola 

na podlagi Twitter objav in opisov uporabnikov.

1 Introduction 
The digital era has transformed human communication in 

unprecedented ways. Information and communication 

technology (ICT), particularly social media, has brought 

profound changes to how we engage, share information, 

and build social connections. Social media has become 

the primary platform for people to interact, exchange 

information, and expand their social networks. Social 

media is an online platform that enables users to create, 

share, and consume content in various formats. With 

billions of global users, it has become a crucial means of 

disseminating news, opinions, and fostering social 

relationships. The evolution of social media can be traced 

back to platforms like Friendster, MySpace, Facebook, 

Twitter, Instagram, and others, which have reshaped our 

communication methods.  

However, the rise of social media has also given rise to 

various online scams and fraudulent activities, 

particularly romance scams. Figure 1 illustrates the 

growth of reports about romance scams over five years, 

showing that in 2021, total reported losses were more 

than six times what they were in 2017, and the number of 

reports grew to more than three times the 2017 number. 

These scams involve perpetrators creating fake online 

profiles with attractive photos and false identities, 

sometimes even using the identities of real people. They 

may study the information that people share online and 

pretend to share their interests. A notable case occurred 

in Jambi in 2022, where a perpetrator posed as a man and 

had an unregistered marriage with the victim, causing 

financial losses by borrowing money under false 

pretenses (tvonenews.com, 2022). Such cases highlight   

 

 

the need for robust mechanisms to detect and prevent 

online scams. 

 

 
Figure 1: Number of reports about romance scams from 

2017-2021 [1] 

 

One potential solution is the application of natural 

language processing (NLP) techniques to classify and 

analyze text data on social media. Transformers is a 

natural language modeling (NLP) architecture that has 

changed the landscape of natural language processing 

since its introduction. Developed by Google Research in 

2017, transformer brings significant innovation by 

replacing conventional approaches that use recurrent 

neural networks (RNN) or long short-term memory 

(LSTM). The advantages of transformers are not limited 
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to text processing alone; This architecture has been 

successfully adopted in various fields such as computer 

vision and voice recognition. One of the well-known 

transformer models is BERT (Bidirectional Encoder 

Representations from Transformers) (Devlin, et al., 

2019), which has solved various NLP tasks and became 

the basis for many subsequent NLP model developments. 

This transformation opens the door to new developments 

in artificial intelligence and plays a central role in 

improving the system's ability to understand and produce 

text with a higher degree of accuracy. Examples of the 

application of Transformer in carrying out text 

classification include research on automatic news 

summarization carried out by (Gupta, A., et al., 2022), 

analysis of public opinion carried out in research (Anwar, 

M. et al., 2021), and research on the classification of 

Covid19 disease taken from Twitter using XLNet and 

BERT carried out by (Kumar, D., et al., 2021). 

Based on the problem described, this research focuses on 

designing an XLNet model and combining it with 

fastText as an additional embedding to optimize XLNet's 

performance in terms of accuracy, recall, precision, and 

F1-score. The research aims to carry out text-based 

gender classification using data from Twitter feeds and 

user descriptions. Similar research was conducted by 

(Onikoyi, B., et al., 2023) using a machine learning 

model combined with several embeddings. 

2 Related works 
Research related to Twitter-based gender classification 

has been carried out in previous years, providing a 

foundation for further studies in this field. For instance, 

(Movahedi Nia, et al., (2022)) focused on a multi-modal 

application using the transformer model and compared it 

with several other models. Multi-modal means 

combining two different types of data for classification. 

This experiment used the PAN-2018 dataset, which 

contains images and tweet text in various languages, 

including English, Spanish, and Arabic. The dataset was 

divided into 3000 Twitter user training data and 1900 

Twitter user testing data. The methods used included 

BERT, FNN, XGBoost, Random Forest, SVM, and 

Naïve Bayes. The results obtained in this research 

showed that using Fine-Tuning BERT, the performance 

results in gender classification using only text achieved a 

score of 79.94%, using text and images achieved a score 

of 81.89%, and combining text and images achieved a 

score of 85.52%.  

Another example is the research by (Vashisth, P., & 

Meehan, K., 2020) which focused on the application of 

several machine learning models supported by various 

types of word embeddings. The models used included 

Logistic Regression, Support Vector Machine, and Naïve 

Bayes. The types of word embeddings used included 

W2Vec, GloVe, and Bag of Words (TF-IDF). The 

dataset used in this research comprised 20,000 English 

language tweets, divided into 80% training data and 20% 

testing data. The highest accuracy score obtained was 

57.14% with the LR model, which showed an 

improvement over the baseline approach of 53.65%.  

(Soldevilla, I., & Flores, N., 2021) also conducted gender 

classification research using BERT, focusing on gender 

violence messages on social media platforms like Reddit 

and Twitter. The dataset included 113,910 Reddit posts 

and 30,377 Twitter posts labeled "Violence" and "non-

violence." The results obtained were an Area Under the 

Curve (AUC) of 0.9603, an accuracy of 0.8909, 

sensitivity of 0.8826, and specificity of 0.8989.  

(Hashempour, R., et al,. 2019) focused on gender 

classification in various languages, such as Portuguese, 

French, Dutch, English, German, and Italian. The models 

used included Logistic Regression and Feed-Forward 

Neural Network (FFNN) with Inter-Language and Cross-

Language settings. The dataset used the TwiSty corpus, 

containing gender annotations from 6482 authors. The 

Logistic Regression model achieved the highest score in 

the Inter-language setting with 70.30 in French, while 

FFNN achieved the highest score in the Cross-language 

setting with 85.62 in Italian using a 3-layer FFNN.  

(Puertas, E., et al., 2019) conducted research on 

classifying bot accounts using a dual-language dataset in 

English and Spanish. The English dataset consisted of 

4,120 data points, while the Spanish dataset consisted of 

1,500 tweet data points. The research used various 

machine learning models and achieved the best results 

with the Random Forest classifier for bot classification, 

obtaining a macro F1 score of 91% for English and 89% 

for Spanish. For gender classification, the Random Forest 

classifier achieved the best results for English with a 

macro F1 score of 81%, while the logistic regression 

classifier achieved a macro F1 score of 75% for Spanish.  

(Staykovski, T., 2019) focused on predicting gender from 

tweet text and images using a stack technique consisting 

of two main parts: predicting gender from text based on 

n-grams and TF-IDF and predicting gender from images 

using different layers of classifiers. The dataset consisted 

of English language data with 4,120 files, each 

containing 100 tweets from unique authors. The results 

showed that TF-IDF achieved an accuracy of 83.62%, 

Doc2Vec achieved 83.22%, and combining both 

achieved 85.96%.  

(Saeed, U., & Shirazi, F., 2019) used Multinomial Naïve 

Bayes for bot account classification and Decision Tree 

for gender classification of Twitter users. The dataset 

used was PAN-2019, containing 412,000 labeled tweets, 

divided into 288,000 training tweets and 124,000 testing 

tweets. The results showed that MultinomialNB achieved 

an accuracy score of 79.51% for bot classification, while 

Decision Tree achieved 56.55% for gender classification.  

(Ouni, S., et al., 2022) used a similar dataset but applied 

it in two languages, English and Spanish. The models 

used included Logistic Regression, SVM RBF, Naïve 

Bayes, SVM Linear, Random Forest, and CNN. The 

Random Forest model achieved the highest accuracy for 

bot and gender classification in both languages, with 

93.06% and 90.04% for English, and 90.53% and 

89.11% for Spanish, respectively.  

(Alroobaea et al., 2020) classified the age and gender of 

Twitter users using machine learning and deep learning 

models. The machine learning models included SVM, 

Random Forest, K-NN, Decision Tree, and Naïve Bayes, 
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while the deep learning models included CNN and 

LSTM. The dataset used was PAN-AP-2019, containing 

14,166 English language tweets. The results showed that 

the best machine learning model for age classification 

was SVM with an accuracy score of 66%, while CNN 

and LSTM achieved 74% and 72%, respectively. For 

gender classification, Naïve Bayes, SVM, Neural 

Network, and Random Forest achieved an accuracy score 

of 69%, while the deep learning model achieved 99%.  

Although machine learning and deep learning have 

become popular methods in text classification, word 

embedding also has a crucial role in improving its quality 

and effectiveness. By using word embedding, we can 

capture the semantic relationships between words in a 

text. This allows the model to better understand the 

context and meaning of words, enriching the text 

representation and reducing the dimensionality of the 

data. Therefore, the use of word embedding together with 

machine learning and deep learning is a powerful 

combination to improve text classification performance 

and make models better able to handle the complexity of 

natural language. 

 

Table 1: Related works summary 

 

Study Models Dataset 
Performanc

e Matrix 

(Movahedi 

Nia, et al., 

2022), 

BERT, 

FNN, 

XGBoost, 

Random 

Forest, 

SVM, 

Naïve 

Bayes 

PAN-2018 Text:  

79.94%, 

Text+Imag

e: 85.52% 

(Vashisth, 

P., & 

Meehan, K., 

2020). 

Logistic 

Regression

, SVM, 

Naïve 

Bayes 

Kaggle 

20,000 

Tweets 

LR:  

57.14%, 

Baseline: 

53.65% 

Puertas, E., 

et al., 2019 

Random 

Forest, 

Logistic 

Regression 

PAN-2019 

4120 

English 

tweets & 

1500 

Spanish 

tweets 

 

Bot:  

RF(EN): 

91%,  

RF(ES): 

89%; 

Gender:  

RF(EN): 

81%, 

LR(ES): 

75% 

 

Staykovski, 

T. (2019) 

TF-IDF, 

Doc2Vec 

PAN-2019 TF-IDF = 

83.62%, 

Doc2Vec = 

83.22%. 

Combined 

= 85.96%. 

Alroobaea, 

R., et al., 

(2020) 

SVM, 

Random 

Forest, K-

PAN-AP-

2019 

Age:  

SVM: 66%, 

CNN: 74%, 

NN, 

Decision 

Tree, 

Naïve 

Bayes, 

CNN, 

LSTM 

LSTM: 

72%; 

Gender:  

ML: 69%,  

DL: 99% 

Saeed, U., 

& Shirazi, 

F. (2019) 

Multinomi

al Naïve 

Bayes, 

Decision 

Tree 

PAN-2019 Bot: 

MNB: 

79.51%, 

Gender: 

DT: 

56.55% 

Ouni, S., et 

al., (2022) 

Logistic 

Regression

, SVM 

RBF, 

Naïve 

Bayes, 

SVM 

Linear, 

Random 

Forest, 

CNN 

PAN-2019 

English 

and 

Spanish 

Bot (EN): 

93.06%, 

Gender 

(EN):  

90.04%,  

Bot (ES): 

90.53%, 

Gender 

(ES): 

89.11% 

Soldevilla, 

I., & Flores, 

N. (2021) 

BERT 113,910 

reddits 

and 30,377 

tweets 

AUC: 

0.9603, 

Accuracy: 

0.8909 

Hashempou

r, R., et al., 

(2019) 

Logistic 

Regression

, FFNN 

TwiSty 

Corpus 

 

Inter-

Language: 

(Portugues

e, French, 

Dutch, 

English, 

German, 

and Italian) 

 

Cross-

Language: 

(German, 

Italian) 

LR (Inter-

Language): 

70.30 

(French), 

FFNN  

 

(Cross-

Language): 

85.62 

(Italian) 

 

3 Proposed method 
The main objective of this research is to solve the 

problem of gender classification based on tweets and 

user descriptions and will be do some test for XLNet in 

gender classification using or without fastText, both of 

which will differentiate between male and female 

classes. Previously, we had directly tested both versions 

simultaneously, but in the end, we decided to do it one by 

one for one type of labelling. The research frameworks 

are shown in Figure 2. 

 

3.1   Dataset 
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Dataset used in this research is taken from Kaggle 

written by Figure Eight that contains of more than 20000 

English tweets with 26 columns directly taken from 

Twitter, all dataset has been labeled by the authors with 

four classes in gender column, there are male, female, 

brand, and unknown. [25]  

Before the dataset used in further research, all 

unnecessary label such as brand and unknown will be 

removed and leaving only two active labels (Male and 

Female). The amount data has changed from 20050 into 

11194 tweets. 

Table 2: Amount all data labels before dropping 

unnecessary labels 

Twitter user gender classification 

Gender 

Female (5725), 

Male (5469), 

Brand (4328), 

Unknown (702) 

 

Once removing all brand and unknown tweets, so the 

amount of dataset that can be used is 11194 tweets and 

descriptions. The next step is data cleaning like removing 

unnecessary words such as https://, empty cells, numbers 

and symbols, remove emojis, and lowercase all text data. 

11000 random tweets and descriptions have been 

selected from the dataset that are different from the 

training set and test set data used for the XLNet and 

fastText models. The model ran through the input of this 

global model to obtain the predictions computed by the 

concatenation embeddings between XLNet and fastText 

models. 

Table 3: Amount all data labels after dropping 

unnecessary labels 

Twitter user gender classification 

Gender Female (5725), Male (5469) 

 

After cleaning the dataset, next we augmenting the data 

using random insertion method with ROBeRTa Insertion 

and splitting the dataset into train and valid.  

 

Table 4: Total data before & after augmentation 

Before augmentation 11194 

After augmentation 51296 

 

As shown in Table 4. The augmentation inserting 40,102 

random datasets, the reason doing the augmentation is 

the lack of transformers model that needed a lot of data 

for optimizing the training.  

 

3.2   Data cleaning 
The data cleaning involved removing URLs, emojis, and 

converting text to lowercase. 

➢ Removing URLs: All URLs within the tweets were 

identified and removed to prevent irrelevant 

information from affecting the model's performance. 

➢ Removing emojis: Emojis were removed as they 

can introduce noise and are not useful for text-based 

gender classification. 

➢ Converting text to lowercase: To ensure 

uniformity and reduce the dimensionality of the text 

data, all text was converted to lowercase. 

 

3.3   Tokenization 
Tokenization is the process of breaking down a text into 

individual units, which can be words, phrases, symbols, 

or other meaningful elements. These units are called 

tokens. Tokenization is a fundamental step in natural 

language processing (NLP) and is essential for various 

text analysis tasks. 

In the context of tokenization in NLP, a token can be as 

small as an individual word or as large as an entire 

sentence. The choice of tokenization unit depends on the 

specific task or analysis being performed. 
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Figure 2: Research frameworks 

 

 

 

Tokenization was performed using XLNet's built-in 

tokenizer. This step involves breaking down the text into 

individual tokens (words or subwords) that XLNet can 

process. XLNet's tokenizer is specifically designed to 

handle complex word structures and maintain context. 

 
3.4 Handling special characters and 

stopwords 
Special characters and stopwords (commonly used words 

that do not contribute significant meaning, such as 'and', 

'the', etc.) were removed to reduce noise and improve 

model performance. 

 

3.5    Word embedding with fasttext 
Word embedding is a type of representation of words in a 

vector space that captures semantic relationships between 

words. In other words, it is a mathematical way to 

represent words so that similar words are closer to each 

other in the vector space. This representation is often 

used in natural language processing (NLP) and machine 

learning tasks. 

The idea behind word embeddings is to convert words 

into numerical vectors in a way that preserves their 

semantic relationships. This allows machine learning 

models to better understand the meaning of words and 

the relationships between them. Word embeddings are 

particularly useful in tasks such as language translation, 

sentiment analysis, and text classification. 

FastText is an open-source, free, lightweight library 

developed by Facebook's AI Research (FAIR) lab for 

efficient text classification and representation. It was 

designed to handle large text datasets efficiently and is 

particularly well-suited for tasks such as text 

classification, language identification, and word 

embedding.  

FastText can generate continuous vector representations 

(embeddings) for words in each text. These embeddings 

capture semantic information and are useful for various 

natural language processing (NLP) tasks. fastText 

supports the training of text classifiers using a shallow 

neural network. This makes it effective for tasks where 

labeled data is available for training, such as sentiment 

analysis or topic classification. 

The fastText algorithm is based on a neural network 

architecture that incorporates the Bag of Words (BoW) 

model and the subword information. The formula can be 

expressed as shown in formula (1). 

 

− 
1

𝑁
∑ 𝑦𝑛 𝑙𝑜𝑔(𝑓(𝐵𝐴𝑥𝑛))

𝑁

𝑛=1
   (1) 

 

Where is the normalized bag of features of the nth 

document, the label, A and B the weight matrices. This 

model is trained asynchronously on multiple CPUs using 

stochastic gradient descent and a linearly decaying 

learning rate. 

The training process involves updating the parameters of 

the neural network to minimize this objective function. 

fastText uses techniques like hierarchical softmax and 

negative sampling to make the training process more 

efficient. It's important to note that while this gives a 

general overview, the actual implementation details, 

hyperparameters, and optimizations may vary based on 

the specific version and settings used in fastText. 

 

3.6    Proposed XLNet architecture 
Figure 5 and Figure 6 show the XLNet architecture 

used in XLNet + fastText and vanilla XLNet. XLNet 

architecture consists of 7 layers, there are: 

• Input Layer: 

The diagram starts with the "Input Layer" represented by 

the input node. It represents the input text that is fed into 

the XLNet model for processing. 

• Segment Embeddings: 
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The input text is passed through the "Segment 

Embeddings" layer, represented by the segment node. 

This layer assigns different embeddings to different 

segments or parts of the input text. 

• Position Embeddings: 

The input text is also passed through the "Position 

Embeddings" layer, represented by the position node. 

This layer assigns embeddings based on the position or 

order of the words in the input text. 

• Attention Layer: 

The segment embeddings and position embeddings are 

combined and fed into the "Attention Layer," represented 

by the attention node. The attention layer performs self-

attention, allowing the model to focus on different parts 

of the input text while considering the dependencies 

between words. 

• Feed-Forward Layer: 

The output from the attention layer is passed through the 

"Feed-Forward Layer," represented by the feed-forward 

node. This layer applies a neural network with multiple 

layers and nonlinear transformations to capture complex 

patterns in the data. 

• Residual Connections and Layer Normalization: 

To facilitate better information flow and mitigate the 

vanishing gradient problem, "Residual Connections" are 

added between the attention layer and feed-forward layer. 

The "Add &; Layer Norm" operations, represented by 

add_norm_1 and add_norm_2, respectively, combine the 

output of the previous layer with its input and apply layer 

normalization. 

• Output Layer: 

Finally, the output from the feed-forward layer passes 

through the "Output Layer," represented by the output 

node, to generate the final output of the XLNet model. 

The XLNet for fastText shown in Figure 4 has difference 

than the other from Figure 5 in terms of architecture 

form. This one has additional fastText layer, while the 

rest of the architecture is similar in terms of layers used 

in both architectures. 

 

 

 

 

 
 

Figure 3: Vanilla XLNet architecture 
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Figure 4: Proposed XLNet Architecture using fastText word embedding 

 

 

3.7   Proposed XLNet + fastText architecture 
All hyperparameter value used for pre-trained in both 

models is provided in Table 5. 

 

Table 5: Hyperparameter tuning for both models 

 

Hyperparameters Value 

MAX LEN 200 

Batch Size 32 

Learning rate 2e-5 

Optimizer Adam epsilon 

Epoch 10 

 

4 Experiment 
Two treatments were equally applied to the proposed 

architecture models. The first treatment involves utilizing 

text and label data, specifically Twitter feeds, to evaluate 

the models' performance in classifying gender. The 

second treatment uses user account  descriptions with the 

same gender labels to assess the models' ability to 

classify gender based on user descriptions.  

Both treatments followed uniform procedures. The 

dataset was divided into training, validation, and test sets 

using an 80-10-10 split ratio, ensuring a comprehensive 

evaluation of the models. A batch size of 32 was utilized 

for all experiments, and the Adam optimizer was 

implemented with a learning rate ranging from 2e-5 to 

3e-5 and an epsilon value of 1e-3. The models were 

trained for a maximum of 10 epochs. Early stopping was 

employed as a regularization technique to prevent 

overfitting, configured to halt training if the model's 

accuracy did not increase for three consecutive epochs.  

This approach ensured that the training process was 

efficient and that the models did not overfit to the 

training data. 

5 Result and discussion 
This section focuses on the results, comparing 

the baseline model (XLNet) and the proposed model 

(XLNet + fastText) for text-based gender classification. 

The objective is to evaluate and compare their 

performance in classifying gender based on tweets and 

user descriptions into two classes: male and female. The 

evaluation metrics used are precision, recall, F1-score, 

and accuracy. 

This experiment does not have any comparison with 

other research, hence, the result using a different dataset 

will become divergent. 

Before the dataset got the augmented, the performance 

score for both models giving the poor results, due to lack 

of data. After do the augmentation with inserting around 

40000 additional datasets, both models giving a good 

result gaining 70%> for all metrics score, as shown in 

Table 6 and 7.   

The vanilla XLNet model reaches 6 epochs 

without being penalized by the early stopping, while the 

XLNet and fastText model reaches 8 epochs. Moreover, 

in this case, XLNet with fastText give a better result than 

the vanilla version of XLNet. 
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In conclusion, the combination of XLNet and fastText 

embeddings significantly improves gender classification 

on Twitter data. The proposed method outperforms the 

baseline XLNet model, especially after data 

augmentation, suggesting that incorporating additional 

data and utilizing advanced embedding techniques can 

enhance model performance. 

 

Table 6: Results comparison for baseline XLNet & 

XLNet-fasttext in gender classification by twitter feed 

 

Model Accuracy Precision Recall F1-
score 

XLNet %70.49 %77.02 %59.81 %67.48 

XLNet-FT %71.42 %77.04 %60.94 %68.05 

 

 

Table 7: Results comparison for baseline XLNet & 

XLNet-fasttext in gender classification by user 

description 

Model Accuracy Precision Recall F1-
score 

XLNet %70.54 %77.01 %59.86 %67.4 

XLNet-FT %72.42 %75.1 %63.24 %68.6 

 

Our proposed method, XLNet-fastText, shows improved 

performance compared to the baseline XLNet model and 

several other SOTA methods discussed in the related 

works. Specifically, our model achieves an accuracy of 

71.4%, precision of 77%, recall of 60.9%, and F1-score 

of 68% for gender classification based on Twitter feeds. 

For user account descriptions, the scores are 72.4% for 

accuracy, 75.1% for precision, 63.24% for recall, and 

68% for F1-score. 

In comparison, Movahedi Nia et al. (2022) achieved an 

accuracy of 79.94% using BERT for text classification 

and 85.52% when combining text and images. Similarly, 

Staykovski T. (2019) reported an accuracy of 85.96% by 

combining TF-IDF and Doc2Vec. Our results, while 

lower, highlight the potential of integrating fastText with 

XLNet to enhance context understanding, especially in 

purely text-based classifications. 

The integration of FastText embeddings with XLNet 

provides several advantages, including better handling of 

word semantics and context in textual data. This is 

evident from the improved recall and F1-scores 

compared to the baseline XLNet model. However, our 

method underperforms compared to multi-modal 

approaches like that of Movahedi Nia et al. (2022), 

indicating that incorporating additional data types, such 

as images, could further enhance classification 

performance. 

One of the notable strengths of our model is its 

relatively high precision, which suggests that the model 

is effective at correctly identifying instances of gender. 

However, the recall score indicates room for 

improvement in correctly identifying all relevant 

instances, hinting at potential biases in the training data 

or model limitations in generalizing across diverse text 

inputs. 

The observed performance differences can be attributed 

to several factors. Firstly, the multi-modal approaches 

leverage additional contextual information from images, 

which is not utilized in our current model. This 

additional data helps in better disambiguating gender 

cues that might not be evident from text alone. 

Secondly, the choice of datasets and their preprocessing 

steps play a crucial role. Our dataset, derived from 

Kaggle and preprocessed to remove non-relevant labels, 

might lack the diversity and volume needed to train the 

model effectively. Data augmentation techniques were 

applied to mitigate this, but further enhancements in data 

quality and diversity could lead to better model 

performance. 

Our proposed XLNet-fastText model introduces a novel 

approach by combining the transformer-based XLNet 

with fastText embeddings to improve gender 

classification on Twitter. This combination leverages the 

strengths of both models: the contextual understanding of 

XLNet and the semantic richness of fastText. Our 

approach demonstrates a viable pathway to enhance text 

classification models without relying on multi-modal 

data. 

6 Conclusion 
In short, the experiment shows that the XLNet give a 

good performance on the data with a small number of 

classes. Besides, XLNet-fastText obtain better 

performance and fastText helpful for this experiment. 

Several things can be concluded after doing this 

research, namely: 

➢ XLNet-fastText overcomes the gender 

classification on Twitter 

➢ Both proposed models obtain with very close 

score 

➢ The quality of data really affecting the training 

performance for the models 

 

Several improvements in features engineering and 

parameter tuning could potentially be advancing the 

research. The first is increase the experiment with 

another transformers model such as BERT and XL model 

and other XLNet models to compare this research with 

the same dataset. The last is use more and better quality 

of the dataset to get a better performance. 
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