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Artificial intelligence technology is becoming increasingly popular. The introduction of this technology 

into classroom teaching becomes an important way to improve teaching quality. However, traditional 

methods for student behavior recognition suffer from low efficiency and insufficient accuracy. 

Therefore, a student classroom teaching behavior recognition scheme based on a dual stream 

convolutional neural network model was proposed. The research focused on the visual geometry group 

and the Res-Net method of convolutional neural networks and introduced knowledge distillation 

technology to optimize model efficiency. An attention mechanism combined with a dual stream 

convolutional neural network model was ultimately constructed to further improve the performance of 

the model. The results confirmed that the recognition accuracy of the model reached 88.1% on the 

UCF-101 data set and 89.4% on the STUDENT data set. The accuracy rates of classroom teaching 

behavior recognition for students using mobile phones, writing, chatting, raising hands, and sleeping 

were 97.0%, 87.9%, 90.7%, 89.2%, and 96.1%, respectively. The processing speed of this model on the 

UCF-101 and STUDENT data sets was more than twice and 1.5 times that of traditional DSCNN 

models, respectively. Therefore, the proposed attention mechanism combined with the dual stream 

convolutional neural network model has demonstrated excellent recognition ability. This study 

provides key technical support for the intelligent transformation of the education industry. 

Povzetek: Članek obravnava prepoznavanje vedenja učencev med poukom z uporabo DSCNN modela 

in s tem podpira inteligentno preobrazbo izobraževanja.

1 Introduction 

In recent years, artificial intelligence shows significant 

influence in various aspects of daily life. It has penetrated 

into every aspect of work and life, from speech 

recognition and image recognition to smart homes. In 

education, the application of artificial intelligence has 

also received widespread attention. Especially in the 

construction of smart campuses, its potential for 

improving teaching efficiency and quality is highly 

anticipated [1-3]. However, a major challenge is how to 

effectively apply these technologies to identify and 

analyze student classroom behavior. In traditional 

classroom teaching models, the identification and 

analysis of student behavior often rely on the teacher's 

intuitive observation. This method is not only 

time-consuming and labor-intensive, but also difficult to 

ensure the objectivity and consistency of the evaluation. 

With the classroom environment becoming increasingly 

dynamic and diverse, the limitations of traditional 

methods in terms of speed and accuracy become more 

apparent. For example, in a large classroom, it is difficult 

for teachers to simultaneously pay attention to the 

behavioral details of all students. Each student's 

behavioral characteristics and ways of expression are 

different. This diversity and complexity increase the 

difficulty of behavior recognition, especially when timely 

feedback and personalized teaching strategy adjustments 

are needed [4-6]. In addition, traditional image 

recognition techniques mainly target static images. Due 

to the dynamic video streaming, the processing speed and 

adaptability face challenges, which are particularly 

important in classroom teaching behavior analysis. 

Therefore, the study proposes a new solution. The study 

first explores the Visual Geometry Group (VGG) and 

Res-Net of Convolutional Neural Network (CNN). On 

this basis, Dual Stream Convolutional Neural Networks 

(DSCNN) are further developed, and knowledge 

distillation technology is introduced to improve the 

efficiency of this model. In addition, the study also 

integrates attention mechanisms into DSCNN to further 

enhance the performance of the model. The overall 

structure of the study consists of four parts. Firstly, the 

relevant research achievements and shortcomings of 

CNN and behavior recognition at home and abroad are 

summarized. Secondly, DSCNN is proposed and 

knowledge distillation techniques are introduced to 

improve efficiency. In addition, the study also constructs 

a DSCNN with integrated attention mechanisms to 

further enhance performance. The third part of the 

research experiment compares and analyzes the proposed 

model. Finally, the experimental results are summarized, 

the shortcomings of the research are pointed out, and 

future research directions are proposed. 
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2 Research backgrounds 

CNN, as an advanced image processing technology, 

becomes a key player in the behavior recognition. This 

method effectively recognizes and analyzes behavioral 

patterns in images by simulating the processing 

mechanisms of the human visual system. On a global 

scale, many scholars are exploring the application of 

CNN in behavior recognition to achieve more efficient 

and accurate recognition results in multiple fields [7]. The 

following introduces some related research by scientists 

and scholars, and the core content of their research is 

shown in Table 1. 

 

Table 1: Results and key content of references 

Reference Title Key content Finding 

[8] 

Human activity recognition 

and embedded application 

based on convolutional 

neural network 

The author designed a 

hybrid improved CNN 

and random gradient 

descent method to extract 

human activity features 

from images 

The performance of the improved algorithm 

in indicators such as loss function value and 

confusion matrix is better than that of the 

comparative model. 

[9] 

Shallow convolutional 

neural networks for human 

activity recognition using 

wearable sensors 

The author used various 

common machine learning 

frameworks to compare 

their designed Live One 

Subject Out Cross 

Validation (LOS OCV) 

The method designed by the author performs 

well in dealing with new theme images that 

are not present in the data set. 

[10] 

3D dual-stream 

convolutional neural 

networks with simple 

recurrent unit network: A 

new framework for action 

recognition 

The author proposed an 

improved image 

recognition algorithm 

based on 3D CNN and 

dual stream deep fusion 

framework. 

The designed algorithm can effectively 

identify video information from the selected 

data set. 

[11] 

A dual stream model for 

activity recognition: 

exploiting residual-CNN 

with transfer learning 

The author constructed an 

improved image 

pre-training model using 

deep residual networks 

The image quality annotated by the design 

model is higher than that of the 

pre-improved model 

[12] 

Learning spatio-temporal 

representations with a 

dual-stream 3-D residual 

network for non-driving 

activity recognition 

The author used a spatial 

residual network for 

structural optimization to 

enhance the spatial feature 

learning ability of the 

model. 

The model designed by the author performs 

better than all comparison algorithms on 

data sets with complex spatial structures. 

[13] 

Dual-stream structured 

graph convolution network 

for skeleton-based action 

recognition 

The author designed a 

bone action recognition 

model based on CNN. 

The designed model performs significantly 

better than the basic algorithm before 

improvement on five multimodal benchmark 

data sets. 

[14] 

Linear dynamical systems 

approach for human action 

recognition with 

dual-stream deep features 

The author improved the 

CNN algorithm using 

linear dynamic systems 

and pre-training methods 

and applied it to human 

action recognition. 

The test results on three public data sets 

show that the designed algorithm has a 

higher recognition accuracy than the latest 

image recognition algorithms. 

[15] 

Hybrid handcrafted and 

learned feature framework 

for human action 

recognition 

The author combined 

discrete wavelet transform 

technology with dense 

trajectory models to 

design an accelerated 

action recognition 

method. 

The test results show that the design model 

can accurately recognize the acceleration 

actions of objects. 
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Specifically, Y. Xu et al. proposed CNN in deep 

learning, which effectively recognized behaviors in 

human daily life. The network parameters were optimized 

using a random gradient descent algorithm. The training 

model was compressed on the STM32CubeMX-AI 

platform. Six common activities were identified using 

neural networks on embedded devices: sitting, standing, 

walking, jogging, going upstairs, and going downstairs. 

These results confirmed that the model had accurate 

recognition ability for these daily activities [8]. Huang et 

al. proposed a shallow CNN suitable for human activity 

recognition. This method utilized graph neural networks 

to achieve interaction between different channels. This 

method promoted the effective deployment of lightweight 

deep models by eliminating redundant information 

between channels. Experiments on multiple standard data 

sets such as UCI-HAR showed that this method enabled 

the shallow CNN to aggregate more useful information. 

The performance of this method surpassed the 

performance of multiple baseline deep networks [9]. 

Zhao et al. proposed a framework that combined dual 

stream deep fusion to effectively utilize the long-term 

information of videos. A spatiotemporal feature stream 

containing time series was obtained by preprocessing the 

video into static frames and optical flow maps and 

applying 3D CNN. Subsequently, these feature flows 

learned time-series features through a simplified recurrent 

network and were classified using a SoftMax classifier. 

These results confirmed that the model outperformed 

existing methods in terms of performance [10]. Singh et 

al. proposed a dual stream pre-training model by fusing 

the deep residual networks to perform behavior 

recognition on video streams. The standard video action 

benchmarks of UCF-101 and HMB-51 were utilized for 

further training and evaluation. The performance of 

depth-based residual network variants was analyzed in 

the experiment. This method not only provided 

competitive results, but also better utilized pre-trained 

models and annotated image data [11]. 

Yang et al. proposed a dual stream 3D residual 

network aimed at enhancing the learning of 

spatiotemporal features and improving behavior 

recognition performance. This network adopted a parallel 

dual stream structure, focusing on learning short-term 

spatial representation and small-scale temporal 

representation, respectively. Adual feed driver behavior 

monitoring framework was constructed based on this 

network, which could classify driver head and hand 

movements. The results indicated that this method was at 

least 5% higher than the other three advanced methods 

[12]. Xu et al. proposed a new method called dual flow 

structure graph convolutional network to solve the 

skeleton-based behavior recognition problem. This 

method integrated the spatiotemporal coordinates and 

appearance context of skeletal joints into the graph 

convolutional learning. The dynamic interaction of 

different body parts was simulated by constructing local 

inter graph. The end-to-end prediction of human behavior 

categories was performed by integrating two graph 

convolutional response flows. These results confirmed 

that the framework performed well on behavior 

recognition tasks [13]. Du et al. proposed a CNN-based 

dual stream deep feature extraction framework for 

processing temporal relationships. This framework 

modeled the temporal relationship between adjacent 

video slices through a linear dynamic system. They were 

manifested as linear dynamic background features and 

linear dynamic differential features, respectively. 

Experiments on multiple data sets validated the 

effectiveness and robustness of this method, 

demonstrating its competitive performance with current 

advanced methods [14]. Zhang et al. proposed a 

DSCNN-RNN that combined learned features with 

handcrafted features to meet strict spatiotemporal 

analysis requirements. This hybrid feature framework 

generated efficient FISHER vectors through a novel 

temporal feature packet scheme. This framework encoded 

video events and accelerated action recognition in 

real-world applications. The evaluation of the design 

indicated that its recognition performance was superior to 

existing benchmark methods [15]. 

In summary, although previous research has made 

significant progress in image and behavior recognition, 

there are still many limitations. For example, the 

application of traditional models in complex scenes is 

limited. Because these studies only focus on analyzing 

static images rather than dynamic videos and they fail to 

effectively combine spatial and temporal information 

features. To this end, the study proposes CNN's VGG and 

Res-Net network methods and further develops DSCNN 

to improve the accuracy of student behavior recognition. 

This study introduces knowledge distillation technology 

and integrates attention mechanisms to improve speed 

and efficiency. This study provides innovative solutions 

for improving the effectiveness of smart campus 

education, especially in enhancing the accuracy of 

behavior recognition and enhancing the quality of 

teaching interaction. 

3 Student classroom teaching 

behavior recognition based on 

dscnn model in intelligent campus 

education 
The study preliminarily explored the VGG and Res-Net 

methods of CNN. DSCNN is further developed to 

improve the accuracy of student behavior recognition. 

Although this model is enhanced in functionality, it still 

faces challenges in processing speed, especially in 

extracting optical flow from dynamic videos. To address 

this issue, knowledge distillation technology is introduced 

to optimize the efficiency of the model. In addition, a 

DSCNN that combines attention mechanisms is formed to 
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further improve the performance of the model. 

3.1 Construction of VGG and Res-Net 

network methods based on convolutional 

neural networks 
The application of CNN is increasing in many application 

fields of behavior recognition. CNN mainly includes 

input, output, convolutional, and pooling layers in Figure 

1. Convolutional and pooling layers are closely connected 

and arranged alternately. CNN converts the features of an 

image into the output of the network. Then these features 

are transmitted to the fully connected layer to achieve 

effective image classification. 

 

Convolution operation
Pooling operation

Full join operation

Identification operation

Convolution kernel (also 

called filter)

Pooled nucleus (also 

called downsampling)

 

Figure 1: CNN structure diagram 

 

The convolutional layer structure consists of a set of 

convolutional kernels, each responsible for capturing 

different features of the image and forming a unique 

feature map. These convolutional kernels have 

specialized weights and bias values, and their working 

principle is similar to that of neurons in traditional neural 

networks [16-18]. Within the convolutional layer, 

neurons are connected to multiple neurons in the upper 

layer. The range of neuron connections is determined by 

the size of the convolutional kernel, forming a receptive 

field. The key parameters that affect the performance of 

convolutional layers include the size of the convolutional 

kernel, the step size of movement, and the edge filling 

method. The pooling layer, located between continuous 

convolutional layers, mainly functions to reduce 

parameters by reducing the size of feature maps. Pooling 

operations include max pooling and average pooling. 

These operations are performed without parameters and 

are usually performed at specific window sizes to 

improve processing efficiency and control overfitting. 

The specific calculation process is shown in equation (1). 
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In neural networks, the nonlinear activation 

functions are introduced to handle complex models. 

These functions, such as Sigmoid and ReLU, enable 

neurons to convert input signals into outputs and pass 

them on to the next layer. The fully connected layer 

closely follows the convolutional and pooling layers. The 

main function of the fully connected layer is to integrate 

the features extracted by the previous layers. The fully 

connected layer achieves higher-level learning through 

nonlinear fusion. Each neuron establishes connections 

with all neurons in the fully connected layer, thereby 

integrating information from each layer. Next, the 

VGG-Net model is proposed. VGG-Net consists of five 

layers of convolution and two layers of pooling, plus a 

fully connected layer. The network depth is enhanced and 

performance is improved by using a small 3×3 

convolution kernel [19-21]. VGG-Net demonstrates 

excellent generalization ability on multiple data sets 

through this design, especially in extracting deep features 

from images. Figure 2 is a schematic diagram of the 

VGG-Net network structure. 
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Figure 2: VGG-Net network structure diagram 

 

An increase in the layers in deep neural networks 

may lead to increased training difficulty, therefore a 

Res-Net residual network model is proposed. The design 

of this model allows the network to optimize the training 

by learning the differences between input and output. 

Learning residual ( ) ( )F x H x x− −  in the Res-Net 

architecture simplifies the learning objectives. This 

method reduces the complexity of model learning, 

especially when dealing with deeper networks. Res-Net 

significantly improves the training efficiency and 

accuracy of deep networks through this structure. The 

specific calculation of residual units is represented by 

equation (2). 

 
1
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In equation (2), f  represents the ReLU activation 

mechanism. F  refers to the residual mapping process. 

( )lh x  is used to describe identity transformations. lx  

represents the initial data entering the residual unit. 1lx +  

is the processed output data. Based on these definitions, 

the transformation of features between shallow and deep 

networks is represented by equation (3). 
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As mentioned above, the construction of Res-Net 

residual network is based on the optimization of 

VGG-Net architecture. The core innovation of Res-Net 

lies in the introduction of a fast connection mechanism 

and the addition of residual units to enhance network 

performance. Res-Net specifically adopts advanced 

convolution strategies to implement down-sampling 

operations. A key point of Res-Net design philosophy is 

that as the feature map size is reduced to half of its 

original size. Meanwhile, the number of feature maps 

doubles accordingly to maintain the comprehensive 

processing capability of the network. 

 

3.2 Identification of student classroom 

teaching behavior based on DSCNN 

The recognition of student classroom behavior is 

particularly important in intelligent campus education. 

DSCNN is proposed to further improve the accuracy of 

student behavior recognition. The innovation of DSCNN 

lies in the parallel analysis of spatial and temporal 

information in videos, which can effectively improve the 

accuracy of behavioral analysis. However, the model 

faces challenges in processing speed, especially when 

extracting optical flow from dynamic videos. Therefore, 

the study introduces knowledge distillation technology, 

which transfers key knowledge from the teacher network 

to a simpler student network. This not only optimizes the 

deployment process of behavior recognition, but also 

reduces the need for complex computing. The knowledge 

distillation is similar to teaching activities. The teacher 

network has a huge structure and parameter quantity, 

while the student network is relatively simplified. Student 

networks can achieve considerable recognition results 

while maintaining a small scale through the guidance of 

teacher networks. Knowledge distillation essentially 

combines transfer learning and model compression, 

which can remove unnecessary complexity while 

retaining decisive predictive information. Efficient and 

accurate knowledge transfer can be achieved through this 

distillation process. Therefore, the student networks can 

maintain high performance even under a simplified 

architecture in Figure 3 [22-24]. 
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Figure 3: Schematic diagram of knowledge distillation architecture 

 

In Figure 3, the teacher network optimizes the 

predicted probability distribution by adjusting a specific 

parameter T . Through this method, the student network 

maintains effective recognition ability while simplifying 

its structure. In this framework, iQ  refers to the 

prediction probability of the teacher network for each 

category. iS  is the class prediction probability formed 

by the student network under the guidance of the teacher 

network. The iQ  of teacher networks is seen as a soft 

target for richer information. Compared to hard targets, 

soft targets can provide more information on the 

relationships between categories. The specific calculation 

of iQ  is represented by equation (4). 
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In equation (4), iz  is the probability score for each 

category. When adjusting the parameter T  to a higher 

value, the probability distribution of the obtained soft 

target becomes more average. In standard training 

scenarios, i.e. using hard targets, T  is set to 1. The 

training of student networks can be effectively monitored 

through KL divergence, represented by equation (5). 

 ( || ) log i

i i i

i

Q
KL Q P Q

P
=  (5) 

In the knowledge distillation, the similarity between 

teacher and student networks is measured by KL  

divergence. The decrease of KL indicates that the 

probability distribution of the two networks tends to be 

consistent. A cross entropy loss function is used to further 

supervise the training of student networks, represented by 

equation (6). 

 

ro
ˆ ˆ ˆ( , ) [ log (1 )log(1 )]C ssEntropyL y y y y y y= − + − −  (6) 

 

In equation (6), y  and ŷ  represent the true and 

predicted values. It is crucial to correctly extract features 

in the task of teaching behavior recognition in student 

classrooms, as it directly affects the accuracy of 

recognition results. Firstly, a teacher network with optical 

flow as input is developed. Subsequently, the network is 

used to guide another student network using RGB images 

as input. This method allows student networks to learn 

relevant features even without performing optical flow 

calculations [25-27]. The study introduces motion 

simulation RGB stream and motion enhanced RGB 

stream. The motion enhanced RGB flow combines mean 

square error and cross entropy loss to transfer knowledge 

between the teacher and student networks in Figure 4. 
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Figure 4: Motion augmented RGB stream network structure diagram 

 

The loss calculation of the entire network depends 

on the backpropagation algorithm in the implementation 

of motion-enhanced RGB streams. A linear mixture 

combining mean square error and cross-entropy loss is 

mainly used to evaluate the difference between the 

predicted and actual values of the model, represented by 

equation (7). 
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In equation (7), N  refers to the number of samples. 

In motion-enhanced RGB streams, the loss calculation 

uses a combination of two loss functions, namely mean 

square error and cross-entropy loss, represented by 

equation (8). 

 
2ˆ( , ) || ||MARS CrossEntropy MARS cMARS cFLOWL L S y a f f= + −  (8) 

 

In equation (8), MARSS  is the predicted probability 

output of the motion-enhanced RGB stream processed by 

Softmax. cMARSf  and cFLOWf  represent the feature 

outputs of motion enhanced RGB flow and optical flow 

network, respectively. a  refers to adjusting the weights 

of motion features. The network feature learning adopts a 

hierarchical average absolute error loss function. 

Therefore, the deep information of the trained optical 

flow model can be extracted. This loss function is 

represented by equation (9). 
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In equation (9), i  refers to the hierarchy in the 

network. ( )DS if  and ( )FLOW if  are the feature outputs of 

the dual acting flow and optical flow networks at the i th 

layer, respectively. By using this equation, each 

convolutional layer of the dual action flow can match the 

corresponding layer's features of the optical flow network 

during training and backpropagation. This effectively 

mimics the motion information captured by optical flow 

networks. 

3.3 Recognition of student classroom 

teaching behavior using attention mechanism 

combined with DSCNN model 

Two independent networks are combined for processing 

RGB and optical flow images in advanced research on 

human behavior recognition. Ultimately, the outputs of 

these networks are integrated to obtain more accurate 

recognition results. Although DSCNN has significantly 

outperformed traditional models in this field, the 

effectiveness of traditional DSCNN is becoming limited 

as the demand for recognition accuracy increases. 

Attention mechanism is introduced in the study to 

improve the effectiveness. Attention mechanism is 

initially applied in natural language processing and is 

now effectively integrated into DSCNN. Based on the 

previous two sections, the study further proposes the 

combination of attention mechanism and DSCNN. This 

model can focus on key features more effectively while 

ignoring irrelevant information by adaptively adjusting 

the weights of spatial and temporal feature vectors. 

Therefore, the performance of the model can be improved. 

DSCNN is jointly constructed by spatial flow CNN and 

temporal flow CNN. Space networks process video frame 

images to extract spatial attributes of actions. Time 

networks preprocess optical flow images to capture 

temporal features of actions. The features extracted by the 

two networks are processed using the Softmax function to 

calculate the final classification score. The scores of these 

two streams are fused to form the final recognition output 

of the model by training a classifier or using a weighted 

average method. Figure 5 shows the structure of DSCNN. 

 



26   Informatica 48 (2024) 19–36                                    H. Zhang et al. 

Conv1

7×7×96

Stride 2

Norm

Pool 2×2

Conv2

5×5×256

Stride 2

Norm

Pool 2×2

Conv3-5

3×3×512

Stride 1

Full6

4096

dropout

Full7

2048

dropout

Softmax

Class 

score 

fusion

Softmax

Conv1

7×7×96

Stride 2

Norm

Pool 2×2

Conv2

5×5×256

Stride 2

Norm

Pool 2×2

Conv3-5

3×3×512

Stride 1

Full6

4096

dropout

Full7

2048

dropout

Input 

video

Spatial stream ConvNet

Temporal stream ConvNet

Single 

frame

Multi-

frame 

optical 

flow

 

Figure 5: DSCNN model structure frame diagram 

 

In the research of student classroom behavior 

recognition, the spatial networks use standard CNNs such 

as VGG-Net to process single-frame RGB images, with 

image sizes set to 224×224×3. The spatial network is 

responsible for analyzing these static images. The 

temporal network captures motion information by 

analyzing the changes between consecutive frames. Time 

networks extract motion patterns by comparing 

consecutive frames for dynamic classroom teaching 

behaviors of students. Deep learning technology 

simplifies the calculation of optical flow maps. First, 

deep CNN is used to extract features, then feature 

matching is performed, and finally optical flow 

information is obtained. This CNN-based method 

involves multiple steps, such as feature extraction and 

post-processing of optical flow features. Furthermore, 

this layer enhances its classification ability through the 

Dense Net structure. Multi-layer networks are used for 

optical flow refinement processing. The parameter 

learning process of the entire model is represented by 

equation (10) [28-30]. 
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In equation (10), y  represents model parameters, 
  is the weight factor at the pyramid level. In the 

optical flow feature extraction network, the size and 

direction of the flow vector are first determined. These 

vectors contain two components in equation (11), xU  

and yU , representing the displacement in the horizontal 

and vertical directions, respectively. 
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In equation (11), ( )Max   standardizes the intensity of 

exercise. The time extracted from the features is input 

into the pulse neural network. The integration trigger or 

leakage integration trigger neurons are used for numerical 

generation. Pulse neural networks include hidden layers 

and Softmax-based classification layers, trained using 

various optimization techniques. A pulse neural network 

consists of an input layer, a hidden layer, and an output 

layer, which generates an output at time point p , 

represented by equation (12). 

 

1 2

1

1 1

1

1

1

[ , ,..., ]

( )

( )

*( ),

* ,

p p p p

p T p

rest I i ii

p p p rest

p

decay plusp p

p

decay

X x x x

V V W X b

V V V V

T T T neuron spikes
T T

T T elsewhere







=

− −

−

−

−

 =


= + +


= − −


 +
= − 

 



 (12) 

 

In equation (12), restV  is the baseline potential of 

the neuron. pV  means that the membrane potential of 

neurons decays proportionally by  . The peak neuron 

pT  in the hidden layer resets to the baseline potential 

after activity. Furthermore, DSCNN incorporates 

attention mechanism and constructs a DSCNN based on it 

in Figure 6. This model processes student behavior videos 

and divides them into a single RGB image and a stacked 

optical flow map of 10 consecutive frames, with a unified 

size of 224 × 224. The core network structure includes 

pre-trained VGG-Net and attention modules. 
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Figure 6: DSCNN combined with attention mechanism 

 

In Figure 6, due to the lack of interaction and focus 

area filtering between two independent networks, 

attention mechanisms are introduced in this study. 

Attention mechanism achieves effective filtering of key 

regions by embedding attention matrices between 

convolutional layers. It consists of four matrices and three 

pooling layers. Each convolutional layer is followed by 

an attention matrix, which is followed by a pooling layer 

to reduce parameters and perform filtering. When 

implementing, the weight of the first attention matrix is 

first calculated. Then the remaining matrices are obtained 

through three pooling operations. The spatial and 

temporal networks process images of size 224 × 224 × 3 

and output feature maps. Then a cascaded feature map of 

size 112 × 112 × 128 is obtained by combining the first 

layer outputs of the two networks at the channel level. 

Finally, attention weights are obtained through fully 

connected layers, represented by equation (13). 
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In equation (13), 1B  is the bias term. ijg  

represents the original attention weight. IJG  means 

normalization through the Softmax function. Figure 7 

shows the implementation of the attention mechanism. 

After determining the first attention weight, 

corresponding attention weights are applied to the output 

feature map of the second convolutional layer. A 

weighted feature map is formed as input for the next 

convolutional layer. Similarly, the first attention weight 

matrix is pooled to generate the second, third, and fourth 

attention weight matrices. The size of each attention 

weight matrix is halved in sequence, with values of 56 × 

56, 28 × 28, and 14 × 14, respectively. These weighted 

feature maps are ultimately fed into the fully connected 

layer to identify behavioral actions. The four attention 

mechanism modules introduced optimize the learning 

process and eliminate interfering information and 

strengthen the correlation between time and space 

networks. This improves the accuracy of identifying 

student classroom teaching behaviors. 
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Figure 7: The realization process of attention mechanism
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4 Analysis of student classroom 

teaching behavior recognition 

results based on DSCNN Model 
First, the study introduced three different data sets and 

elaborated on the network configuration used in this 

experiment. Next, performance evaluation of DSCNN 

and motion enhanced RGB streaming network 

architecture was conducted. Visualization analysis of 

intermediate layer features was conducted. Subsequently, 

the study identified and analyzed the designated 

categories of student classroom teaching behavior on the 

UCF-101 and STUDENT data sets. Finally, a 

comparative analysis was conducted on the performance 

of the attention mechanism combined with DSCNN and 

other existing models to highlight the advantages and 

characteristics. 

4.1 Analysis of motion enhanced RGB stream 

results based on DSCNN 

This research experiment used three data sets, namely 

UCF-101, HMDB-51, and a self-built data set. UCF-101 

is a publicly available data set widely used in behavior 

recognition research, which includes 101 different action 

categories and involves approximately 13000 videos from 

real-life scenarios. These videos showcase diverse scenes 

from daily life to specific activities, covering changes in 

the scale, appearance, posture, and lighting conditions of 

various objects. HMDB-51 is a relatively small publicly 

available data set, containing 6849 video clips distributed 

across 51 action categories. These videos are mainly 

annotated manually, involving various categories, such as 

facial behavior, body movements, and interaction with 

objects. In response to the shortcomings of these two data 

sets in covering student classroom teaching behavior, the 

STUDENT data set is created. STUDENT focuses on five 

classroom behaviors such as using a mobile phone, 

writing, raising hands, talking, and sleeping. These videos 

are shot in a real classroom environment, reflecting 

different perspectives and background settings. In terms 

of training DSCNN, both spatial and temporal networks 

were set with a Batch size of 35, an Epoch range of 100 

to 500, an initial learning rate of 0.001. The learning rate 

was adjusted to one tenth of the original after every 50 

Epochs. To ensure the performance of the proposed 

network architecture, these two models were trained on 

two publicly available data sets, UCF-101 and HMDB-51. 

Figure 8 shows the results after training with 400 Epochs. 
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Figure 8: Validity result of Dual-actionstream structure 

 

In the UCT-101 data set in Figure 8 (a), the accuracy 

of the MARS network reached 0.946, while the accuracy 

of the DSCNN was 0.952. In the HMDB-51 data set in 

Figure 8 (b), the accuracy of the MARS network was 

0.723, while the DSCNN achieved an accuracy of 73.7. 

These results not only demonstrated the effectiveness of 

the proposed network architecture in complex scene 

behavior recognition, but also demonstrated the 

advantages of DSCNN in recognition accuracy. This 

indicated that the proposed model had practical 

application value in learning the basic features and their 

interrelationships of network layers. A visualization 

analysis of intermediate layer features was conducted to 

explore this point in depth. Ten behavior categories were 

selected. The feature representations of baseline network 

and DSCNN were compared, and they were mapped to 

the feature space in Figure 9. 
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Figure 9: MARS and DS feature space results 

 

Figures 9 (a) and 9 (b) show the feature maps of 

MARS network and DS network in the final layer, 

respectively. Each point represents the feature 

representation of a behavioral video clip sequence after 

network processing. The coordinate axis represents the 

two most significant feature dimensions after 

dimensionality reduction processing. Points of the same 

color belong to the same behavioral category. The 

aggregation and separation of points from other 

categories reflect the distinguishing ability of features. 

The results indicated that the proposed model was 

slightly better than the baseline model in feature learning. 

4.2 Analysis of student classroom teaching 

recognition results using attention 

mechanism combined with DSCNN 

This study evaluated the combination of DSCNN and 

attention mechanism on three different data sets. They 

were UCF-101, HMDB-51, and STUDENT data sets 

specifically designed for student classroom teaching 

behavior. The experiment included long-term testing of 

1200 Epochs. Firstly, a series of preliminary experiments 

were conducted to confirm the performance of the model 

in behavioral feature extraction and classification. This 

experiment was mainly conducted on the UCF-101 and 

STUDENT data sets to identify the selected categories of 

student classroom teaching behavior. This experiment 

aimed to compare the performance of DSCNN with 

attention mechanism in terms of accuracy. Figure 10 

shows the comparison of average recognition rates 

between two models. 

 

0 200 400 600 800 1000 1200
50

60

70

80

90

100

A
c
c
u
ra

c
y
 /

 %

Epochs / N

(a) UCT-101

0 200 400 600 800 1000 1200
50

60

70

80

90

100

A
c
c
u
ra

c
y
 /

 %

Epochs / N

(b) STUDENT

DSCNN

Attention+DSCNN

DSCNN

Attention+DSCNN

 

Figure 10: Comparison of the average recognition rate of two models 

 

In the UCF-101 data set of Figure 10 (a), the 

recognition accuracy of DSCNN reached 84.0%, while 

the recognition accuracy of DSCNN with attention 

mechanism increased to 88.1%. In the STUDENT data 

set of Figure 10 (b), the recognition accuracy of DSCNN 

was 80.9%. The attention mechanism DSCNN achieved 

an accuracy of 89.4%, an increase of 8.5 percentage 

points. The results confirmed that DSCNN with added 

attention mechanism exhibited higher accuracy in student 

classroom teaching behavior recognition tasks, 
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confirming its superiority. Next, in the STUDENT data 

set, common student behaviors in the classroom, such as 

using mobile phones, writing, raising hands, talking, and 

sleeping, were represented as categories 1 to 5, 

respectively. Figure 11 shows the recognition 

performance of attention mechanism combined with 

DSCNN. 
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Figure 11: Identification of students' classroom teaching behavior 

 

From Figure 11, the accuracy rate for recognizing 

the behavior of using a mobile phone was 97.0%, 

while the accuracy rate for recognizing writing actions 

was 87.9%. In addition, an accuracy rate of 90.7%was 

achieved in detecting conversational behavior, 89.2% 

in recognizing hand movements, and 96.1% in 

recognizing sleeping behavior. These data indicated 

that regardless of the type of classroom teaching 

behavior of students, the attention mechanism 

combined with DSCNN demonstrated excellent 

recognition ability. 

4.3 Comparison and analysis of attention 

combined with DSCNN performance 

To further evaluate the performance of the model, the 

study compared the recognition accuracy of the 

proposed model with VGG-Net+DSCNN, 

TSN+DSCNN, and R (2+1) D+DSCNN on three data 

sets: UCF-101, HMDB-51, and STUDENT. Figure 12 

shows the results of 20 different tests. 
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Figure12: Comparison of accuracy of different algorithms 

 

The DSCNN combined with attention mechanism 

significantly outperformed most comparison models in 

terms of performance from the UCT-101 data set in 

Figure 12 (a), HMDB-51 data set in Figure 12 (b), and 
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the self-built STUDENT data set in Figure 12 (c). In 

Figure 12 (a), the proposed combination of attention 

mechanism and DSCNN improved recognition accuracy 

by 7.0% compared to the original DSCNN, 6.0% 

compared to VGG-Net+DSCNN, and 4.9% compared to 

TSN+DSCNN. In Figure 12 (b), the model improved by 

11.6% compared to DSCNN. Furthermore, in Figure 12 

(c) of the STUDENT data set, the model improved by 

7.4% compared to DSCNN, 6.0% by VGG-Net+DSCNN, 

and 2.0% by R (2+1)D+DSCNN. This indicated that 

DSCNN with enhanced attention mechanism had higher 

accuracy in the student classroom teaching behavior 

recognition. Next, 100000 iterative training experiments 

were conducted on the STUDENT data set. Figure 13 

shows the behavior recognition results of student 

classroom teaching in the STUDENT data set. 
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Figure 13: Comparison of the accuracy of classification of students' classroom teaching behavior 

 

In Figure 13, the Mean Average Precision (MAP) of 

the five classroom teaching behaviors of students 

significantly improved. Especially when dealing with 

writing actions, the attention mechanism combined with 

DSCNN performed well, with a recognition accuracy of 

up to 88.3%. In terms of recognizing conversation actions, 

the model also performed excellently, with an accuracy 

rate of 92.0%. This value was 17.1 percentage points 

higher than DSCNN. The model combining attention 

mechanism achieved an accuracy of 90.2%in the 

recognition of hand raising movements. The recognition 

performance of sleeping and playing with mobile phones 

was even better, with accuracy rates of 95.5% and 97.3%, 

respectively. The results confirmed that the proposed 

attention mechanism combined with DSCNN exhibited 

superior performance over other models in all five 

categories. The overall MAP accuracy of this method also 

improved by about 8.0%, confirming its effectiveness and 

superiority in the student behavior recognition. Figure 14 

shows the effectiveness of attention mechanism 

combined with DSCNN in student classroom teaching. 

This model demonstrated high accuracy and 

comprehensiveness in analyzing student behaviors such 

as writing, raising hands, talking, and sleeping. Especially 

when dealing with complex classroom environments, the 

proposed attention mechanism combined with DSCNN 

could effectively improve the accuracy and adaptability 

of behavior recognition. This innovative method provided 

strong technical support for the progress of intelligent 

campus education and promoted the intelligent 

transformation of the education industry. In the 

construction of intelligent campus education, the 

introduction of this model indicates a broad prospect for 

the application of educational technology. 

 

 

Figure 14: The effect of attention mechanism combined with DSCNN model on students' classroom teaching 

behavior recognition 
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This study evaluated the efficiency of combining 

attention mechanism with DSCNN by conducting 

experiments on processing running speed on two data sets, 

UCF-101 and STUDENT in Figure 15. By comparing 

different models, the processing speed of this model was 

more than twice that of DSCNN on the UCF-101 data set 

in Figure 15 (a). On the STUDENT data set in Figure 15 

(b), the processing efficiency of this method was 1.5 

times that of DSCNN. This significant speed 

improvement is attributed to the embedded attention 

mechanism, which optimizes resource allocation during 

the recognition process, and effectively improves the 

operational efficiency of the network model. 
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Figure 15: The running speed of different models is compared 

 

In this study, the complexity of the models was 

analyzed and the computational complexity testing 

experiments were conducted on each model. The results 

are shown in Table 2. The Attention + DSCNN designed 

in this study performed better than the comparison model 

in terms of computational time and memory consumption 

indicators. These indicators represent the time and space 

complexity. For example, the computation time and 

memory consumption of the Attention + DSCNN model 

on the entire test set were 62s and 36MB, respectively. 

This is because the attention mechanism in the model 

reduces the number of neurons and parameters required 

for training the overall model, allowing the model to 

calculate quickly. 

Table 2: Comparison of computational complexity of various models 

Index 
Test set sample 

usage ratio/% 

VGG-Net+ 

DSCNN 

TSN+DSC

NN 

R（2+1）

D+DSCNN 

Attention + 

DSCNN 

Calculati

on time/s 

20% 37 22 16 13 

50% 76 47 34 28 

100% 173 119 94 62 

Memory 

consumpt

ion/MB 

20% 9 72 86 29 

50% 11 83 96 34 

100% 14 109 102 36 

 

A domestic high school was invited to improve the 

performance of the model in more situations. The 

experiment involved 600 middle school students, who 

were divided into an experimental group and a control 

group. The experimental group needed to run a student 

behavior monitoring system made of the designed model 

during class. The control group did not receive any 

intervention. The experiment lasted for 30 days, and the  

 

 

average scores of the experimental group and control 

group students before the experiment were 72.6 and 72.8 

points, respectively. The average scores of the two groups 

of students after the experiment were 85.9 and 72.7, 

respectively. As a result, the model designed in this study 

also played a certain role in improving the learning 

effectiveness of students in practical applications. 
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5 Discussion 

In curriculum education, students may lose focus or 

engage in various activities unrelated to class due to 

physical fitness, illness, interests, and other reasons. 

Therefore, it is necessary to design a system for 

monitoring classroom student behavior. This study used 

DSCNN and attention modules to design a model for 

identifying abnormal behavior in student courses. 

For the test result accuracy, the accuracy of the 

designed model on the UCF-101 data set was 88.1%. This 

model had a higher accuracy of 89.4% on the customized 

student data set, which was higher than the traditional 

DSCNN and other comparative algorithms. This 

indicated that the data extraction performance of the 

DSCNN algorithm could be improved by incorporating 

attention modules into this algorithm. The Attention + 

DSCNN model had a computing time and memory 

consumption of 62s and 36MB on the entire test set, 

respectively, which was much lower than the comparison 

model. This is mainly because the attention mechanism is 

added to concentrate the algorithm's data processing flow 

and reduce the resource consumption of the algorithm on 

irrelevant data and features. 

Finally, the designed model in this study had good 

scalability. Because the basic algorithm DSCNN used in 

this model is a universal algorithm for processing 

non-time series data. Meanwhile, this study does not 

separately optimize the structure based on the research 

object, and the overall scalability of the model is 

preserved. In addition, the model designed in this study 

does not involve ethical and privacy issues. Because 

students receiving education in school is not a private 

behavior, but a behavior with an obligation nature. 

Therefore, students' performance in the classroom can be 

monitored by various intelligent systems. 

The model designed in this study is beneficial in 

reducing the amount of energy teachers spend on 

supervising students in the classroom, thereby improving 

their learning outcomes. 

6 Conclusion 

In traditional student classroom teaching, relying on 

manual observation and recording is not only 

time-consuming and laborious, but also difficult to 

accurately capture and analyze student behavior. 

Therefore, the study proposed DSCNN and optimized the 

model efficiency by incorporating knowledge distillation 

techniques. The study also integrated attention 

mechanisms to develop DSCNN that combined attention 

mechanisms to further enhance performance. The results 

confirmed that on the UCF-101 data set, the recognition 

accuracy of the attention mechanism combined with 

DSCNN reached 88.1%, which was 7.0% higher than 

traditional DSCNN. On the STUDENT data set, the 

recognition accuracy of this model was 89.4%, which 

was 8.5% higher than traditional models. The accuracy of 

attention mechanism combined with DSCNN reached 

97.0%, 87.9%, 90.7%, 89.2%, and 96.1%, respectively, in 

the recognition of the five behaviors. In addition, the 

proposed combination of attention mechanism and 

DSCNN improved recognition accuracy by 7.0% 

compared to the original DSCNN, by 6.0% compared to 

VGG-Net + DSCNN, and by 4.9% compared to 

TSN+DSCNN. In addition, the running speed of this 

model on the UCF-101 and STUDENT data sets was 

twice and 1.5 times that of traditional DSCNN, 

respectively. This significant speed improvement is 

attributed to the embedded attention mechanism, which 

effectively improves the operational efficiency of the 

network model. These data indicate that the attention 

mechanism combined with DSCNN performs well in 

recognizing different behaviors. The limitation of this 

study is that the student course behaviors in the data set 

are not yet abundant. Future research directions will focus 

on collecting data sets with richer information to further 

train and test the designed models. 
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