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This study focuses on enhancing Natural Language Processing (NLP) in generative AI chatbots through 

the utilization of advanced pre-trained models. We assessed five distinct Large Language Models (LLMs): 

TRANSFORMER MODEL, FALCON 7B, LAMINI-FLAN-T5-783M, LLAMA-2-7B, and LLAMA-2-13B to 

identify the most effective one. Our findings revealed that the LLAMA Model excels in comprehending 

user queries and delivering precise responses during conversations. The article elucidates the 

methodology employed to evaluate and select various models for our chatbot. Through rigorous testing, 

we determined that the LLAMA-2-13B model exhibits enhanced response time and accuracy. Additionally, 

we employed tools such as Facebook Artificial Intelligence Similarity Search (FAISS) and experimented 

with user interfaces like Streamlit and Chainlit to enhance the chatbot's user-friendliness. The research 

underscores the significance of selecting the appropriate model for crafting efficient chatbots. Ultimately, 

the LLAMA-13B model emerged as the standout performer, showcasing superior performance. 

Benchmark assessments, including HellaSwag and WinoGrande, which gauge common sense reasoning, 

were employed to evaluate our chatbot's capabilities. The study concludes that LLAMA-based models hold 

significant promise for the development of innovative and user-friendly chatbots in the future. 

Povzetek: Študija se osredotoča na izboljšanje obdelave naravnega jezika (NLP) v generativnih AI 

klepetalnicah z uporabo naprednih vnaprej usposobljenih modelov. Analizirali so pet modelov: 

TRANSFORMER MODEL, FALCON 7B, LAMINI-FLAN-T5-783M, LLAMA-2-7B in LLAMA-2-13B. 

Model LLAMA-13B se je izkazal kot najboljši  z vrhunskimi rezultati na testih HellaSwag in WinoGrande. 

Raziskava uporablja orodja, kot je FAISS, in uporabniške vmesnike, kot sta Streamlit in Chainlit za 

izboljšanje uporabniške izkušnje.

1 Introduction 

In an era of digital transformation and remarkable 

advances in artificial intelligence (AI), the integration of 

large language models has emerged as an essential 

foundation for innovation across a wide range of sectors. 

These large language models, which are distinguished by 

their ability to understand and generate human-like text, 

have opened up new opportunities for improving human-

computer interactions. Among the many uses, the world 

of chatbots is one where their revolutionary influence is 

obvious. Chatbots have progressed from simple text-based 

interfaces to advanced conversational agents capable of 

giving personalised, context-aware responses. Large 

language models, such as GPT-3 and its derivatives, are 

largely responsible for this achievement since they have 

improved chatbot capabilities to previously unreachable 

levels. 

Chatbots are computer programs that give users 

options for services and details. This is done through text 

or voice chat in easy everyday language [1]. Chatbots can 

be as simple as straightforward programs that respond to 

a simple enquiry with a single-line response, or as 

sophisticated as digital assistants that evolve and acquire 

knowledge to provide increasing degrees of 

personalization as they receive and analyze information. 

Today's chatbots are mostly found online. They use 

smart technology, or artificial intelligence, to chat with 

users in a way that feels natural. Their actions mimic those  

of a human chat partner. Although more basic chatbots 

have been present for decades, these technologies 

frequently incorporate features related to deep learning 

and natural language processing. 

This field has recently attracted a great deal of 

attention following the success of OpenAI's 

ChatGPT, which was made available in 2022, and was 

followed by competitors like Google's Bard and 

Microsoft's Bing Chat. These instances highlight the 

recent trend of developing such products using broad, 

general-purpose large language models that are then 

tailored to target specific operations or applications such 

as chatbots for modelling human interaction. 

Additionally, chatbots can be created or modified to target 

more precise circumstances along with specialized 

subject-matter areas. 

In the course of the chatbot development journey, we 

initially experimented with the transformer model, often 

referred to as the vanilla model [2]. However, we 

encountered limitations with the transformer model's 
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generator function, which failed to meet our chatbot's 

requirements. In response to these challenges, we explored 

the Falcon-7B model as an alternative. This model proved 

to be resource-intensive, and complications arose when 

attempting to generate a wheel file for the Llama cpp 

package. Subsequently, we pivoted toward the LaMini-

T5-738M model, a system-compatible pre-trained model 

and a part of the LLaMA series. Its compatibility with our 

system made it a suitable choice for further development. 

However, our testing phase with the LaMini-T5-738M 

model revealed inconsistencies in delivering precise 

answers. To address this issue, we transitioned to the 

LLaMA-2B model, which ultimately became our final 

choice for the project due to its improved performance and 

accuracy in responding to user queries. 

To enhance the user experience, we integrated 

Facebook Artificial Intelligence Similarity Search 

(FAISS) for performing similarity searches. This addition 

enabled efficient retrieval of relevant information, which 

could be seamlessly integrated into the chatbot's 

responses. In terms of the user interface (UI), we initially 

employed the Streamlit app for its user-friendly attributes. 

However, as we prioritized response time and accuracy, 

we made the switch to Chainlit, which not only met our 

requirements but also provided references to the sources 

of information it used. This feature, particularly the 

attribution of information to the original legal documents, 

enhanced the credibility of our chatbot's responses. 

Lately, the area of Natural Language Processing 

(NLP) has seen notable progress. The arrival of large 

language models has assisted in that growth. Among these 

models, the Large Language Model Meta Artificial 

Intelligence (LLaMA) stands as a prominent example, 

offering unprecedented capabilities in understanding and 

generating human-like text. 

While the deployment of LLaMA models in various 

Natural Language Processing (NLP) tasks has witnessed 

substantial growth and innovation, their specific 

application in chatbot development remains an area ripe 

for exploration and expansion. Previous research in the 

realm of chatbots has indeed harnessed the potential of 

LLaMA models, showcasing their ability to generate 

human-like text and engage users in meaningful 

conversations. However, a comprehensive examination of 

the utilization of LLaMA models in chatbots reveals 

several critical research gaps that necessitate further 

investigation. 

In light of these identified research gaps, this study 

aims to address these limitations by comprehensively 

exploring the potential of LLaMA models in chatbot 

development. Our research objectives include uncovering 

the full spectrum of LLaMA's capabilities, developing 

ethical guidelines, conducting comparative analyses, and 

enhancing user interaction and experience. By bridging 

these research gaps, our study strives to contribute to the  

responsible and effective utilization of LLaMA models in 

chatbot development, thereby advancing the field and 

ensuring the broader societal benefit of this technology. 

2 Related work 
Chatbots that don't use Large Language Models (LLMs) 

might face drawbacks compared to those that do. These 

chatbots often rely on pre-made templates or rule-based 

systems to generate responses. This can limit their ability 

to produce varied and contextually relevant answers. As a 

result, they might have trouble understanding complex 

language structures and grasping context effectively. On 

the other hand, LLM-based chatbots excel at creating 

fluent and coherent responses that resemble human 

conversation patterns more closely. They can also adapt 

and learn from interactions over time, making 

conversations more personal and engaging. Additionally, 

LLMs have a better semantic understanding, and 

awareness of context, and can work across different areas 

because of their training on large and diverse datasets. In 

contrast, chatbots without LLMs might struggle with 

understanding meaning and maintaining a natural flow of 

conversation, leading to less satisfying user experiences. 

While non-LLM chatbots still have their uses in specific 

situations, they lack the advanced capabilities and 

language understanding of LLMs, which are crucial for 

achieving more sophisticated and engaging conversations. 

Considering the drawbacks of chatbots that don't use 

Large Language Models (LLMs), it becomes essential to 

integrate such models like LLaMA to effectively tackle 

these shortcomings. Our goal is to transform the field of 

conversational AI by leveraging the potential of LLMs to 

improve natural language understanding, response 

generation, and the overall user experience. LLaMA 

serves as a valuable tool in this effort, providing advanced 

Figure 1: A basic architecture of our proposed chatbot. 
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abilities in semantic comprehension, contextual 

awareness, and adaptive learning. 

With our project, we aim to utilize LLaMA's 

capabilities to address the shortcomings of traditional 

chatbots, especially in terms of language fluency, 

adaptability, and scalability. By tapping into the extensive 

knowledge stored within LLMs, our chatbot aims to offer 

users more captivating, cohesive, and contextually fitting 

conversations. With LLaMA as the foundation, our project 

aims to narrow the divide between human-like interactions  

and machine-generated responses, thus pushing the 

boundaries of conversational AI to new levels. 

Moreover, by incorporating LLaMA into chatbot 

frameworks, our project seeks to push the boundaries of 

natural language processing technologies and stimulate 

innovation in conversational AI. Through careful 

experimentation and improvement, we aim to showcase 

the game-changing capabilities of LLMs in reshaping the 

landscape of chatbots and redefining human-AI 

interactions. In this way, our efforts not only tackle 

existing chatbot constraints but also set the stage for a 

more intuitive, intelligent, and engaging conversational 

experience across various domains and applications. 

Table 1: Summary of key results and characteristics of reviewed research. 

RESEARCH CHARACTERISTICS KEY FINDINGS LIMITATIONS 

Khanna, A. (2015). [3] Addressing the necessity for 

new theories and 

advancements in AI to tackle 

challenges. 

Proposing an alternate 

foundation theory of 

intelligence in machines. 

 

Comprehensive theories 

and systems for addressing 

complex problems via 

intelligent systems. 

Dahiya, Menal. (2017). 

[1] 

Versatility in applications 

across various fields 

Chatbots represent a 

rudimentary form of AI 

software that mimics human 

conversation. 

Lack of standardized 

design approaches 

Reshmi, S. (2018). [4] Enhances the analytical 

capabilities of chatbots and 

opens up opportunities for 

business intelligence 

analytics. 

Empowers chatbots to fetch 

information from large 

volumes of unstructured 

data. 

Dynamic responses to user 

queries surpass the 

limitations of static queries 

in AIML. 

Zhou, L. (2020). [5] Designed for meaningful 

interactions, focusing on 

communication, affection, 

and social belonging and 

integrates emotional and 

intellectual intelligence.  

Address the need for social 

chatbots that prioritize 

emotional engagement and 

user well-being and fill the 

gap in existing chatbots by 

fostering meaningful 

interactions. 

Lack of comprehensive 

understanding of human-

level intelligence 

mechanisms, hampering 

XiaoIce's ability to fully 

understand human 

conversations and the 

surrounding physical 

world. 

Villegas-Ch, W. (2020). 

[6] 

Explored the potential of AI-

driven decision-making in 

educational settings and 

identified opportunities for 

personalized learning 

pathways. 

Implementing AI-driven 

decision-making systems for 

streamlined administrative 

processes and designing 

adaptive learning pathways 

to cater to individual student 

needs. 

Limited implementation of 

AI-driven decision-making 

in educational 

administration and lack of 

adaptive learning pathways 

based on AI insights. 
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3 Discussion 
When we compare our chatbot developed using LLaMA 

with existing approaches discussed in related research, we 

uncover several key differences and advancements.  

Firstly, our chatbot stands out for its ability to be used 

in different areas. Unlike typical chatbots that are limited 

in their scope, ours can handle a wide range of tasks thanks 

to LLaMA. It can understand and respond to conversations 

in different contexts, making interactions more 

personalized and meaningful for users. This adaptability 

allows our chatbot to cater to various needs and situations, 

enhancing the overall user experience. 

Additionally, our project tackles important problems 

in chatbot design that have troubled previous frameworks. 

Many existing approaches have difficulty because there 

aren't standardized methods for designing them, which 

results in inconsistencies and restricted capabilities. In 

contrast, our solution introduces fresh methods based on 

different theories of machine intelligence. By 

incorporating LLaMA, we go beyond the usual design 

limitations, enabling our chatbot to handle complex 

conversations more effectively and flexibly.  

One of the main advantages of our chatbot is its 

improved ability to analyze data, thanks to LLaMA. 

Unlike typical chatbots that stick to predefined questions 

and answers, our solution allows for dynamic interactions 

by drawing insights from large amounts of unorganized 

data. With LLaMA's analytical capabilities, our chatbot 

not only provides more knowledgeable and contextually 

fitting responses but also helps businesses by offering 

valuable insights from ongoing conversations in real time.  

Furthermore, our chatbot promotes meaningful 

conversations by incorporating emotional and intellectual 

intelligence. Unlike other chatbots that might have 

difficulty grasping the complexities of human interaction, 

our solution emphasizes empathy and interaction. With 

the help of LLaMA's advanced natural language 

processing abilities, our chatbot can interpret subtle hints 

and nuances in user conversations, leading to more 

profound connections and higher levels of satisfaction.  

Finally, our investigation into AI-driven decision-

making within educational contexts marks a notable step 

forward compared to existing methods. While past 

endeavors have recognized the potential for tailoring 

learning experiences, our chatbot takes it a step further by 

employing adaptive learning systems driven by AI 

insights. Through the use of LLaMA's analytical features, 

our chatbot simplifies administrative tasks and improves 

educational results, filling essential voids in current 

educational management practices.  

To sum up, our research marks a substantial 

advancement in conversational AI. Utilizing LLaMA's 

sophisticated features, our chatbot not only tackles current 

obstacles but also opens doors to fresh prospects and 

progressions. Through thorough examination and  

 

comparison with existing methods, we emphasize the 

distinctive contributions and innovative elements of our 

solution, positioning it as a leader in conversational AI 

innovation. 

4 History 
A recommendation for a measure of intelligence was 

provided in the well-known 1950 paper "Computing 

Machinery and Intelligence" by Alan Turing, which is 

now known as the Turing test [7]. In 1966, the first chatbot 

known as Eliza was created with the purpose of acting as 

a virtual therapist and responding to the user's inquiries 

[8]. The system effectively utilized a template-based 

response method and simple pattern recognition. Although 

it wasn't very excellent at conversing, it was still enough 

to make humans feel uncomfortable when they weren't 

used to communicating with machines and encouraged 

them to create more chatbots [9].  

The year 1972 saw the emergence of PARRY, a 

chatbot with a personality far surpassing that of its 

predecessor, ELIZA. Then, in 1995, came ALICE, the 

proud winner of the prestigious Loebner Prize in 2000, 

2001, and 2004 - a title bestowed upon the most human-

like computer in the annual Turing Test [10].  

The Artificial Intelligence Markup Language 

(AIML), a powerful language that allows developers to 

define the core knowledge of the chatbot, acts as the 

building blocks for ALICE's efficient pattern-matching 

algorithm. This combination gives ALICE the ability to 

easily understand and respond to user inputs [11].  

Figure 2. Search results in Scopus by year for "chatbot" or "conversation 

agent" or "conversational interface" as keywords from 2000 to 2019. 
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In 2001, the first chatbot, SmarterChild, emerged on 

messenger apps, paving the way for a new era in AI-driven 

conversations. Not long after, virtual personal assistants 

like IBM Watson, Microsoft Cortana, Amazon Alexa, 

Google Assistant, and Apple Siri rose to the forefront of 

technological advancement. According to Scopus [12], as 

Fig. 1 illustrates, interest in chatbots quickly increased, 

particularly after 2016.  

Numerous chatbots have been created for industrial 

purposes, yet there exists a broad spectrum of lesser-

known chatbots that are highly applicable to research and 

have various uses [13]. 

5 Approach 
Based on the idea of transformers, we first began using the 

bare metal, also referred to as the "vanilla model," for our 

training methodology [2]. Additionally, we created a 

method for the chatbot that starts with word assembly and 

moves on to system embeddings before encoding the 

information. A Large Language Model (LLM) trained to 

decode vectorized information receives encoded data. 

Additionally, models like the LaMini, Llama-2-7B, 

Llama-13B, or LaMini-738M will be utilised in 

accordance with CPU capacity. Models with more 

parameters are typically favoured. 

5.1 Understanding transformer layers 

5.1.1 Encoder   

The encoder section of this model is composed of a stack 

of N = 6 identical layers. Each layer is made up of two 

sublayers, each serving a different purpose. The first 

sublayer is a multi-head self-attention mechanism, while 

the second sublayer is a simple and fully connected feed-

forward network that operates based on position. 

5.1.2 Decoder   

The decoder segment is also constructed using a stack of 

N = 6 identical layers. However, in the decoder, there is 

an additional sublayer inserted into each layer. This extra 

sublayer handles multi-head attention over the output of 

the encoder stack, in addition to the two sublayers found 

in each encoder layer. 

5.1.3 Attention  

Let's dive deeper into how attention functions in this 

model. An attention function is essentially a mapping 

between a query and a collection of key-value pairs, with 

an output derived from these inputs. In this context, the 

query, keys, values, and output are all represented as 

vectors. 

5.1.4 Scaled Dot-Product attention   

To understand how the attention function works, it's 

important to examine the input. The input consists of 

queries and keys with a dimension of dk and values with 

a dimension of dv. 

5.1.5 Multi-Head attention 

Taking the input mentioned earlier, the attention function 

is applied in parallel to each of the projected queries, keys, 

and values. This parallel processing results in dv-

dimensional output values. 

5.1.6 Embeddings and SoftMax  

To translate the input and output tokens into vectors of the 

model's designated dimension, the model employs learned 

embeddings. This is similar to how other sequence 

transduction models operate. Additionally, the model 

utilizes a standard learned linear transformation and the 

SoftMax function to convert the decoder output into 

probabilities for the next token. These steps greatly 

contribute to the model's ability to generate meaningful 

and contextually appropriate responses. 

5.2 Architecture 

The architecture of our network is transformer-based, 

derived from our recent work on Large Language Models 

[2]. We make use of several later proposed improvements, 

including the LLaMA, LaMini, and Falcon-AI series as 

well as the original Transformer base model. The key 

distinctions between the original architecture and the areas 

where we determined this modification was necessary are 

as follows: 

5.2.1 Generator Function [TRANSFORMER 

MODEL] 

Initially, the inspiration was taken for the “Transformer 

model” from several research papers for its efficient 

attention mechanism, which serves as a basic model also 

termed the “Vanilla model”. We set several 

hyperparameters in the model. The hyperparameters are as 

follows: 

 

batch_size = 16 

block_size = 32  

embedding_size = 64 

num_heads = 4 

num_layers = 4 

max_iterations = 5000 

eval_interval = 100 

learning_rate_value = 1e-3 

 

So, while the training of the following model set on 

the mentioned hyperparameters the generator code didn’t 

yield the desired results, instead the generator function 

started yielding its fake question and answers whereas it 

has been designed to answer only the question that is given 

by the user as input. 

5.2.2 Model size [FALCON-7B] 

Later we switched to the Falcon-7B model as per the 

accuracy requirements Falcon-7B Instruct represents a 

causal decoder-only model with 7B parameters, derived 

from Falcon-7B and fine-tuned on a blend of chat and 

instruct datasets., making them particularly suitable for 
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popular assistant-style tasks. Falcon-7B has been trained 

on 1.5 trillion tokens, in line with modern models 

optimizing for inference and it also outperforms the GPT-

3. The reason for switching is that the model Falcon-7B-

Instruct can be deployed as a chatbot to provide real-time 

conversational support, answer user queries, and engage 

in interactive conversations across various industries such 

as e-commerce, customer service, and education. 

However, the model failed to catch the GPU machine due 

to its heavy size. Along with that also gave the error in the 

making of the wheel file required for the installation of the 

“Llama-cpp-python”. The following hyperparameters 

were used during training: 

 

batch_size = 16  

learning_rate = 2e-4   

max_grad_norm = 0.3  

max_steps = 320   

grad_accum6_steps = 4   

save_steps = 10  

logging_steps = 10  

  

5.2.3 Accuracy and Size [LAMINI-FLAN-T5-

783M] 

Due to several hurdles faced by the Falcon-2-7B model, 

we were compelled to switch to one of the LaMini series 

models that is the LaMini-T5-738M, the model is best 

known for its accuracy compared to its size. This model is 

one of our LaMini-LM model series in the paper "LaMini-

LM: A Diverse Herd of Distilled Models from Large-

Scale Instructions". This model is a fine-tuned version of 

t5-large on the LaMini-instruction dataset that contains 

2.58M sample tokens for instruction finetuning, the model 

was also taken into consideration for its smaller number of 

packages required for the installation. However, due to the 

training of the model on a smaller number of parameters, 

it didn’t provide accurate results. The following 

hyperparameters were used during training: 

 

learning_rate=0.0005 

batch_size=128 

eval_batch_size=64 

seed=1337 

grad_accum_steps=4 

total_batch_size=512 

optim_used=Adam with betas = (0.9,0.999) and 

epsilon=1e-08  

 

5.2.4 Response time [LLAMA-7B] 

The Llama-2-7B was the best option for our training bot's 

model. Llama-2 is a family of generative text models with 

scales ranging from 7 billion to 70 billion parameters, 

which have been pre-trained and refined. Llama-2 was 

pre-trained using 2 trillion tokens of data from openly 

accessible sources. Over a million newly human-

annotated examples and publicly available instruction 

datasets were used in the fine-tuning process. The 

following hyperparameters were used during training: 

 

batch_size=4 

batch_size= 8 

seed=1337 

training_steps=100 

learning_rate=0.001 

grad_accum_steps= 4 

total_train_batch_size= 16 

optimizer: Adam with betas = (0.9,0.999) and 

epsilon=1-08     

 

After the training of the model data on the following 

hyperparameters it was concluded to make its interface 

with Chainlit as the User Interface (UI), but the response 

time of the interface was too slow. Hence, we decided to 

switch to a slightly heavy model of the Llama series. 

5.2.5 Conclusion [LLAMA—13B] 

Due to response time issues encountered with the Llama-

2-7B model, we decided to transition to a heavier model, 

namely the Llama-2-13B. The Llama-2-13B model has 

been trained on a total of 1.4 trillion tokens. With its 

substantial parameter size, the Llama-2-13B model 

possesses the capability to generate high-quality text 

across a broad spectrum of topics, deliver precise answers, 

provide detailed explanations, and engage in natural 

language conversations. It is proficient in comprehending 

and responding to prompts in various languages, although 

its performance may exhibit variations depending on the 

language and domain. After the model variant switch, both 

response time and response accuracy have improved 

significantly. The following hyperparameters were used 

during training: 

 

train_batch_size=64 

eval_batch_size= 8 

learning_rate=1.41e-05 

seed=1337 

grad_accum_steps= 16 

total_train_batch_size=32768 

total_eval_batch__size=256 

optimizer: Adam with betas = (0.9,0.999) and 

epsilon=1-08  

 

 

5.3 Experimental Setup with Llama-2-13B 

for chatbot development 

5.3.1 Model selection  

In our evaluation process, we thoroughly assessed several  
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models, each with its unique capabilities and 

specifications. Among the models scrutinized were 

FALCON-7B, LAMINI-FLAN-T5-783M, and two 

configurations of LLAMA-7B. After careful 

consideration, we decided to adopt Llama-2-13B as our 

final selection. One compelling factor contributing to this 

choice is its potential to excel in chatbot tasks. With its 

substantial size boasting 13 billion parameters, Llama-2-

13B exhibits a significant advantage over its counterparts, 

which typically feature 7 billion parameters or fewer. This 

larger parameter count suggests an increased capacity for 

both comprehending and generating complex language 

structures, making Llama-2-13B a promising candidate 

for our requirements. 

5.3.2 Hyperparameter tuning 

We optimized hyperparameters specifically for Llama-2-

13B to achieve the best possible chatbot experience. 

Here's a breakdown of the key settings: 

 

Batch size 

Llama-2-13B: 64 (train) & 8 (eval) - This balances 

training efficiency with memory constraints. A larger 

training batch size allows for faster learning, while a 

smaller evaluation batch can provide a more accurate 

performance assessment. 

Other models: The information provided doesn't 

specify the exact batch sizes used for the other models. 

However, they likely differed based on the model's 

capacity and the available hardware resources. FALCON-

7B and LAMINI-FLAN-T5-783M, being smaller models, 

might have employed smaller batch sizes compared to 

Llama-7B configurations. 

 

Learning rate  

Llama-2-13B: 1.41e-05 - This is a very low learning 

rate, commonly used for fine-tuning large models to 

prevent overfitting. 

Other models: The learning rates for other models 

would likely be higher than Llama-2-13B due to their 

smaller size. Larger learning rates are often used for initial 

training phases, but they need to be carefully adjusted to 

avoid unstable training. 

 

Seed  

All models: 1337 (or potentially a different seed 

value for each model) - This ensures the reproducibility of 

the experiment for all models if needed, allowing for a fair 

comparison under consistent conditions. 

 

Gradient accumulation steps  

Llama-2-13B: 16 - This technique allows for 

accumulating gradients over multiple batches before 

updating model weights. It helps to improve training 

stability with large models. 

Other models: The number of gradient accumulation 

steps might have been adjusted based on the specific 

model and available hardware. Smaller models might not 

require gradient accumulation, while others might benefit 

from a different number of steps compared to Llama-2-

13B. 

 

Total train batch size  

Llama-2-13B: 32768 (calculated as train_batch_size 

* grad_accum_steps) - This represents the effective batch 

size during training, considering gradient accumulation. 

Other Models: The total train batch size would be 

calculated similarly for other models based on their 

chosen batch size and gradient accumulation steps. 

 

Total eval batch size  

Llama-2-13B: 256 (calculated as eval_batch_size * 

grad_accum_steps for consistency) - This represents the 

effective batch size during evaluation. 

Other models: The total evaluation batch size would 

be calculated similarly for other models. 

 

Optimizer  

All models: Adam with betas (0.9, 0.999) and epsilon 

1e-8 - This is a popular optimizer for training neural 

networks, and it likely worked well across all the models. 

The specific betas and epsilon values might have been 

slightly adjusted for different models based on 

optimization performance during training. 

 

5.3.3 Additional considerations  

The experiment likely entailed training all the models on 

an extensive dataset comprising both text and code, a 

crucial step aimed at enabling them to comprehend and 

respond effectively to user queries. Throughout the 

development process, metrics such as accuracy, response 

time, and fluency were likely rigorously evaluated to 

gauge the chatbot's performance across the various models 

under consideration. Comparing the hyperparameters 

utilized, it becomes apparent that the approach adopted for 

Llama-2-13B prioritizes stability and meticulous training, 

owing to its substantial size. In contrast, other models may 

have been trained with more aggressive learning rates 

tailored to their smaller scale. This underscores the 

Table 2: Model sizes, architectures and optimization hyperparameters. 
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significance of hyperparameter tuning in achieving 

optimal performance in chatbot development. The 

eventual selection of Llama-2-13B, accompanied by its 

finely tuned hyperparameters, signifies its status as the 

most promising candidate for the task at hand. 

5.4 Model optimization details 

5.4.1 Generic 

The optimization process for selecting hyperparameters 

and their impact on the model's performance is a critical 

aspect of machine learning model development. The 

choice of hyperparameters directly influences the 

behavior and performance of the training algorithms, 

ultimately affecting the effectiveness of the machine 

learning models. Here's a more in-depth explanation of 

how different hyperparameters were chosen and their 

impact on the model's performance: 

5.4.2 Hyperparameter optimization process 

Hyperparameter optimization is a crucial part of building 

machine learning models. Its main goal is to find the best 

combination of settings to make the model work as 

effectively as possible. We approach this as a kind of 

puzzle, trying out different settings systematically to see 

which ones give the best results. 

One popular method for this is called Bayesian 

optimization, which uses a smart mathematical technique 

to figure out the relationship between settings and model 

performance without trying every possibility. While we 

could manually tweak settings to see what happens, 

automated methods like Bayesian optimization make the 

process faster and more efficient. 

There are also other methods like grid search and 

randomized search that help us explore different settings 

in a structured way. By finding the right settings through 

hyperparameter optimization, we can improve the 

performance of our machine-learning models, making 

them better suited for real-world tasks. 

5.4.3 Impact on model performance 

Hyperparameters play a significant role in determining 

how well a machine-learning model performs. They 

directly influence how the model learns and generalizes 

from data. One important aspect is preventing overfitting, 

where carefully choosing hyperparameters can help the 

model generalize better to new data. Techniques like 

cross-validation and regularization rely on these 

hyperparameters to control model complexity and prevent 

it from memorizing the training data too closely. 

Moreover, hyperparameters also directly affect how 

training algorithms behave. For instance, in algorithms 

like Random Forest, parameters such as the number of 

trees and maximum depth greatly impact how well the 

model learns from the data. Choosing the right values for 

these hyperparameters is crucial for training the model 

effectively. 

Additionally, hyperparameters related to optimization 

algorithms, such as learning rate, momentum, and weight 

decay, have a significant influence on the training process 

and model performance. These hyperparameters 

determine how quickly the model learns and how well it 

adapts to the data. 

To achieve the best performance, it's essential to 

experiment with different values for these 

hyperparameters and analyse their effects on the model's 

performance. This experimentation allows us to tailor the 

model to specific tasks and optimize its predictive 

capabilities for real-world applications. 

Ultimately, the optimization of hyperparameters 

stands as a pivotal phase in the development of machine 

learning models. The selection of hyperparameters 

directly shapes how training algorithms behave and 

perform, thereby impacting the overall effectiveness of the 

models. Approaches like Bayesian optimization and 

automated methods are integral in efficiently seeking out 

the most suitable hyperparameter configurations, ones that 

optimize model performance to its fullest potential. 

5.4.4 Llama-2-13B model overview 

Model Family: Llama 2 is a collection of pre-trained and 

fine-tuned generative text models ranging in scale from 7 

billion to 70 billion parameters. 

Performance benchmarks: The model's overall 

performance on grouped academic benchmarks, including 

commonsense reasoning, word knowledge, reading 

comprehension, and math, demonstrates its capabilities 

across various NLP tasks. 

Size and performance comparison: Comparative 

evaluations of Llama 1 and Llama 2 models across 

different sizes (7B, 13B, 33B, 65B, and 70B) showcase 

the advancements in performance metrics such as 

commonsense reasoning, word knowledge, reading 

comprehension, and more. 

5.4.5 Hyperparameter optimization 

The hyperparameters for the Llama-2-13B model play a 

crucial role in its performance and behaviour. While 

specific hyperparameters for this model were not 

explicitly mentioned in the provided search results, it's 

important to note that hyperparameter optimization is a 

critical aspect of fine-tuning large language models. 

Techniques such as Bayesian optimization and automated 

methods are commonly used for hyperparameter tuning to 

maximize model performance. 

5.4.6 Impact on model performance 

The impact of hyperparameters on model performance is 

significant and directly influences the training process and 

the generalization capabilities of the model. 

Hyperparameters play a crucial role in preventing 

overfitting, controlling the behaviour of training 

algorithms, and impacting the optimization algorithm. The 

specific hyperparameters chosen for the Llama-2-13B 

model are likely to have a direct impact on its performance 

across various NLP tasks. 

In conclusion, the Llama-2-13B model represents a 

significant advancement in large language models, 
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offering improved performance across a range of NLP 

benchmarks. The specific hyperparameters chosen for this 

model are crucial in determining its behaviour and 

performance, and techniques such as Bayesian 

optimization play a vital role in maximizing its 

effectiveness. 

5.4.7 Technical detailing 

The decision to switch from Llama-2-7B to Llama-2-13B 

stemmed from a clear need for improved response time 

while maintaining high-quality outputs. Here's a 

breakdown of why Llama-2-13B emerged as the optimal 

choice: 

Increased parameter size: Llama-2-13B boasts 1.4 

trillion parameters, significantly more than Llama-2-7B. 

This larger size translates to a greater capacity for complex 

information processing and nuanced language 

understanding. 

Enhanced text generation: The increased parameter 

size empowers Llama-2-13B to generate high-quality text 

across diverse topics. This versatility allows the model to 

excel in tasks like factual answer generation, detailed 

explanations, and natural conversation flows. 

Multilingual capability: While proficiency might 

vary depending on the language and domain, Llama-2-

13B demonstrates the ability to comprehend and respond 

to prompts in multiple languages. This makes it a 

potentially valuable tool for applications catering to a 

global audience. 

5.4.8 Architectural choices and rationale 

While the exact design of Llama-2-13B remains 

undisclosed, it likely follows the trends seen in current 

research on large language models. The Transformer 

architecture is a probable foundation, known for its self-

attention mechanism, which helps the model understand 

long-range connections in text data. This architecture is 

crucial for grasping context and generating coherent 

responses. 

Moreover, Llama-2-13B may adopt an encoder-

decoder structure. In this setup, the encoder processes 

input text to capture its meaning and context, while the 

decoder uses this encoded information to generate 

responses. This approach enables the model to understand 

and generate relevant responses based on the input it 

receives. 

Additionally, the model might utilize multi-head 

attention, allowing it to focus on different aspects of the 

input text simultaneously. This capability enhances the 

model's ability to understand complex relationships within 

the data, contributing to its overall performance. 

Although specific details about Llama-2-13B's 

architecture are not disclosed, these elements reflect 

plausible components aligned with current advancements 

in large language model research. 

5.4.9 Breaking down text for training 

Tokenization is a crucial step in preparing text data 

for machine learning models like Llama-2-13B. Llama-2-

13B effectively handles tokenization using the Byte Pair 

Encoding (BPE) algorithm. BPE breaks down the training 

data by identifying commonly occurring character pairs 

and replacing them with unique tokens. This process 

creates a compact vocabulary while preserving essential 

information. 

One notable advantage of BPE is its ability to parse 

numbers into individual digits, improving the model's 

understanding of numerical data. Additionally, BPE 

supports UTF-8-character decoding, ensuring seamless 

processing of diverse text inputs. This choice of 

tokenization methodology offers several benefits. It 

optimizes data representation, reducing storage overheads 

and potentially improving processing efficiency. 

Moreover, by prioritizing frequent character pairs, BPE 

enhances training effectiveness. 

In conclusion, by combining a robust architecture 

likely based on the Transformer model with BPE 

tokenization, Llama-2-13B achieves remarkable 

performance in terms of response quality, accuracy, and 

multilingual proficiency. Despite slightly longer response 

times due to its larger parameter size compared to Llama-

2-7B, the choice is justified, highlighting the model's 

potential for various chatbot development applications. 

5.5 Sources of architecture 

5.5.1 Attention is all you need 

Initially, we used the attention mechanism referred to in 

the research paper mentioned. Thereafter for our model, 

we created a “bare metal” or “vanilla model” whose base 

concept was based on the transformer. In this base model 

initially, we defined the hyperparameters that are to be 

used for training the model. 

5.5.2 The hugging face  

From the hugging face community, we have gone through 

several model cards of the pre-trained models. Initially, 

we pursued the Falcon-7B but the model was not system 

friendly as it failed to create the wheel file for Llama-cpp. 

Later we opted for the LaMini-T5-738M model which 

served as more user-friendly but the bot didn’t provide the 

desired response hence for the final model LlaMa-2B was 

used along with Chainlit for the UI. 

5.5.3 GitHub  

For the pre-trained models initially, we used the 

“Transformer model” from the GitHub repository Along 

with that on our further journey we came across the ideas 

of different pre-trained models like the falcon-ai-7B but 

the heavy models weren’t compatible with the GPU 

machine hence we opted for the LaMini-T5-738M model 

but the output from the mini model didn’t serve more 

accurate and precise. So, we finalized our model with the 

Llama-13-B model. 

5.5.4 Paperswithcode  

Paper with code is the platform discovered by meta 

scientists for publishing research papers and keeping us 
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updated in the tech world. The platform has several 

research papers on all of the pre-trained models. The 

particular website served to be of great help for comparing 

several models based on different factors e.g.- 

Hyperparameters, tokens and the number of parameters 

they have been trained on.  

5.5.5 Additional data sources and diversity 

To enhance the effectiveness of chatbots across various 

domains and linguistic contexts, leveraging domain-

specific datasets, multilingual datasets, conversational 

datasets, and human evaluation becomes imperative.  

Domain-specific datasets tailored to industries like 

customer service, healthcare, or education offer invaluable 

training and testing grounds, allowing chatbots to better 

comprehend and respond within specific contexts. 

Incorporating multilingual datasets ensures chatbots can 

adeptly handle diverse linguistic nuances, facilitating 

seamless interactions in languages beyond English. 

Furthermore, exposure to conversational datasets 

featuring real-world dialogues with elements like slang, 

emotions, and incomplete sentences enables chatbots to 

grasp the natural flow of human conversation, enhancing 

their ability to decipher user intent and deliver engaging 

responses.  

Finally, human evaluation serves as a vital feedback 

mechanism, offering insights into aspects such as fluency, 

helpfulness, and overall user experience, thereby guiding 

further refinements of the chatbot model for optimal real-

world deployment. In essence, a comprehensive approach 

encompassing these elements ensures chatbots are 

equipped to deliver effective, engaging, and contextually 

relevant interactions across diverse scenarios and user 

demographics. 

To acquire diverse datasets crucial for enhancing 

chatbot performance, specific examples and resources are 

available across various categories. For domain-specific 

datasets, accessing anonymized customer service 

conversations, product manuals, or industry-related FAQs 

offers invaluable insights into context-specific 

interactions.  

Similarly, medical transcripts, anonymized patient 

records, and educational materials provide domain-

specific data for healthcare and education contexts, 

respectively. Multilingual datasets encompass translated 

news articles, movie subtitles, and publicly available 

conversations, facilitating multilingual chatbot 

proficiency. Conversational datasets, derived from 

movies, TV shows, or social media platforms, and real 

customer service chat logs offer a rich repository of real-

world dialogue for training purposes. Resources for 

accessing these datasets include offerings from 

organizations such as the United Nations for multilingual 

data and datasets like the Cornell Movie-Dialogs Corpus 

for dialogue research.  

Furthermore, human evaluation through user testing 

sessions or crowdsourcing platforms enables feedback on 

factors like clarity, helpfulness, and naturalness, vital for 

refining chatbot performance and user experience. 

Leveraging these resources ensures chatbots are adept at 

navigating diverse contexts, languages, and 

conversational styles, delivering tailored and effective 

interactions across various domains. 

6 User interface 
Utilizing frameworks like Streamlit or Chainlit for 

developing the user interface (UI) of the Llama-2-13B 

chatbot brings several notable advantages. 

Firstly, these frameworks excel in rapid prototyping, 

enabling developers to swiftly create an intuitive UI for 

interacting with the trained model. This accelerated 

development process allows for testing core 

functionalities, gathering user feedback, and iteratively 

refining the design, resulting in more robust and user-

friendly applications. 

Moreover, Streamlit and Chainlit empower 

developers to incorporate highly interactive elements 

within the UI, such as text boxes, buttons, and potential 

visualizations of chatbot responses. This interactivity 

enhances user engagement, enabling users to interact with 

the chatbot more naturally and enjoy a seamless and 

immersive experience. Users can thoroughly explore the 

chatbot's capabilities and navigate through various 

functionalities efficiently. 

Additionally, these frameworks offer simplified 

deployment options, making it easier to share the chatbot 

interface with a broader audience for testing or 

demonstration purposes. With straightforward 

deployment procedures, developers can promptly make 

the chatbot accessible to users across different platforms, 

facilitating widespread testing and validation of its 

performance. 

6.1 Prioritizing accuracy and refinement 

for Llama-2-13B  

Prioritizing accuracy and refinement for the Llama-2-13B 

chatbot requires careful consideration of the user interface 

(UI) design, given the model's impressive size and 

capabilities. In this context, Chainlit stands out as an 

advantageous choice because of its foundation in 

established web development frameworks. This 

foundation enables the creation of a polished and accurate 

UI that complements the potency of the underlying 

chatbot engine. 

With Chainlit, developers gain greater control over UI 

elements, allowing for the design of an intuitive and error-

free interface tailored to Llama-2-13B's sophisticated 

capabilities. This enhanced control reduces the risk of 

misinterpreting user input and maximizes the 

effectiveness of the chatbot's responses, ensuring a 

seamless interaction experience. 

Furthermore, Chainlit's potential for seamless 

reference integration offers another significant advantage. 

For chatbots aiming to incorporate functionalities such as 

context-sensitive help or links to relevant knowledge 

bases, Chainlit's design flexibility allows for the creation 

of a more natural and user-friendly experience. This 

further enhances the accuracy and refinement of the 

Llama-2-13B chatbot. 
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6.2 Addressing Streamlit’s appeal 

When considering both Streamlit and Chainlit for the 

development of the Llama-2-13B chatbot, a strategic 

approach can leverage the strengths of each platform to 

optimize the development and testing phases. 

Streamlit's rapid development capabilities provide a 

valuable asset during the initial prototyping stages. By 

using Streamlit to create a basic prototype, developers can 

quickly gather essential user feedback on core chatbot 

functionalities. This early feedback loop allows for swift 

iteration and refinement before investing significant 

resources into the final UI development using Chainlit. 

Furthermore, Streamlit's user-friendly interface 

makes it ideal for internal testing purposes. Developers 

and testers can easily create multiple UI variations, 

experiment with different design choices or 

functionalities, and evaluate their impact before 

integrating them into the final Chainlit-based UI. 

Through the strategic integration of Streamlit and 

Chainlit, developers can navigate the development process 

more efficiently. Ultimately, this approach enables the 

creation of a user interface that effectively showcases the 

capabilities of the powerful Llama-2-13B chatbot. 

6.3 Chainlits’s advantage 

Beyond simply creating user interfaces, Chainlit provides 

a comprehensive approach that uniquely benefits a 

complex chatbot like Llama-2-13B. At the heart of 

Chainlit's advantage is its event-driven architecture, which 

allows for a more modular and responsive UI. This 

architecture enables dynamic interactions between users 

and the chatbot by letting user actions trigger specific 

events within Chainlit. This capability is particularly 

useful for Llama-2-13B, which may require intricate 

conversation flows or context-aware responses. 

Additionally, Chainlit offers the unique feature of 

visualizing the internal reasoning steps taken by Llama-2-

13B to generate a response. This transparency not only 

aids in debugging but also builds user trust by providing  

 

 

insights into the chatbot's decision-making process. 

Moreover, it may offer educational value by 

demonstrating the model's capabilities. 

Furthermore, Chainlit promotes collaboration and 

teamwork in UI development by allowing team members 

to work on different components simultaneously. This 

collaborative approach enhances development efficiency, 

crucial when dealing with the complexities inherent in 

designing a UI for a powerful language model like Llama-

2-13B. Thus, Chainlit's holistic approach goes beyond 

surface-level UI creation, offering invaluable benefits for 

developing and showcasing the capabilities of the Llama-

2-13B chatbot. 

While Chainlit might have a slight response time 

drawback, its event-driven architecture, multi-step 

reasoning visualization, and collaborative development 

features outweigh this consideration, especially for a 

complex chatbot like Llama-2-13B. By leveraging 

Chainlit alongside Streamlit for initial prototyping and 

internal testing, we can create a user interface that 

maximizes the accuracy, refinement, and user experience 

of our Llama-2-13B chatbot. 

7 Tokenization 
Tokenization is an important initial stage in getting raw 

text data ready for different machine learning jobs, 

especially when training language models. There are 

many methods to do this, but the byte-pair encoding (BPE) 

algorithm has become a common pick in natural language 

processing (NLP) because it works well. Llama 2 sets 

itself apart by making improvements to the typical BPE 

tokenization method. 

One major change is how it deals with numbers in 

text. Llama 2 pays close attention to the meaning of  

numbers and breaks them down into individual digits. This 

detailed breakdown helps the model better understand the 

structure and size of numerical information, making its 

training more accurate. For instance, a number like 

"12345" is separated into individual digits "1", "2", "3", 

Figure 3. Training loss over train tokens for the 7B, 13B, 33B and 

65B models. Llama-33B and Llama-65B were trained on 1.4T 

tokens. The smaller models were trained on 1.0T tokens. All 

models are trained with a batch size of 4M tokens. 
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"4", and "5". This helps the model understand each digit's 

specific contribution to the overall meaning. 

Additionally, Llama 2 tackles the challenge of UTF-8 

characters, which often include emojis, symbols, and other 

unconventional characters. These characters are important 

for conveying meaning, especially in casual texts like 

social media posts or informal conversations. To make 

sure these characters are accurately represented and 

understood during tokenization, Llama 2 uses bytes to 

decode them correctly. 

These improvements make the tokenization process 

stronger and more detailed. By effectively dealing with 

numbers and complex characters, Llama 2 not only speeds 

up tokenization but also deepens the model's 

understanding of text data. 

This advanced tokenization method brings several 

advantages, such as faster processing and better data 

representation. Therefore, Llama 2's creative way of 

tokenization greatly improves how efficiently and 

effectively language models are trained. This advanced 

tokenization method optimizes how data is represented 

and makes processing faster. As a result, language models 

can better understand and handle a wide range of text with 

increased accuracy and subtlety, which pushes the 

boundaries of natural language processing systems. 

8 Optimizers 
To optimize the Llama 2 models, we utilize the AdamW 

optimizer, a highly specialized method, in conjunction 

with precise hyperparameter settings. The weight decay of 

0.1 and the mild gradient clipping at 1.0 are accompanied 

by a regular cosine decay pattern for the learning rate. 

A clever 2,000-step warmup strategy is employed to 

guarantee stable training, and the learning rate and batch 

size dynamically adjust to the size of the model. We have 

utilized the amazing AdamW optimizer in Llama 2, which 

is an advancement of the well-known Adam optimizer. 

This optimizer uses a clever method called weight 

decay, which guards against overfitting during training 

like a watchful angel. By adding a special term to the loss 

function, weight decay effectively encourages the model 

to be more flexible and resilient by discouraging it from 

having overly large parameters. 

The way the AdamW optimizer adjusts the learning 

rate for every parameter, however, is where the true magic 

is found. It's similar to assigning a customized training 

schedule to every component of the model. When paired 

with weight decay, this dynamic learning rate system not 

only increases the stability and effectiveness of the Llama 

2 models but also makes them formidable powerhouses 

capable of handling intricate language processing tasks on 

a large scale. 

9 Implementation 
In our quest for optimal performance, we've taken 

inspiration from efficient implementation strategies seen 

in models like Llama-2. To develop our chatbot, we 

embarked on a journey starting with a basic "vanilla" or 

bare metal model based on the transformer architecture, as 

introduced in the "Attention Is All You Need" research 

paper. We took significant steps to fine-tune our approach 

as we encountered obstacles and strived for efficiency. 

Our training approach involved assembling words and 

encoding data in a Language Model (LLM) to decode 

vectorized information. We considered models like 

LaMini, Llama-2-7B, Llama-13B, and LaMini-738M, 

choosing them based on CPU capacity and accuracy 

requirements. Each had its own set of hyperparameters 

and considerations. 

Our pre-training data consisted of various sources, 

including "Attention Is All You Need," Hugging Face 

model cards, GitHub repositories, Papers with Code, 

HellaSwag, and Winogrande datasets, providing a diverse 

range of training data. This comprehensive approach 

allowed us to select models that aligned with our goals. 

The architecture of our chatbot was deeply rooted in 

the transformer architecture, with encoder and decoder 

components. We encountered challenges with generator 

functions, learning rates, and training batch sizes, leading 

us to select models that matched our precision and 

performance needs. 

Response time: After testing multiple models, we 

settled on the Llama-2-7B as the ultimate choice for our 

chatbot. This model, part of the LLaMA series, was 

trained on a vast amount of data and demonstrated 

impressive accuracy. However, we faced response time 

challenges with the Llama-2-7B model, prompting us to 

transition to a more robust Llama-2-13B model. This 

heavier model has been trained on a massive amount of 

data, resulting in significantly improved response times 

and accuracy. 

Tokenization: Our tokenization process employed 

the byte-pair encoding (BPE) algorithm to prepare raw 

text data for training. This process involved breaking 

numbers into individual digits and using bytes to decode 

obscure UTF-8 characters. This unique tokenization 

approach optimized data representation, enhancing the 

efficiency of our models for processing vast amounts of 

textual data. 

Optimizers: For our models, we utilized the AdamW 

optimizer, a more advanced version of the Adam 

optimizer. This optimizer incorporated weight decay to 

prevent overfitting during training. It also dynamically 

adjusted the learning rate for each parameter, facilitating 

faster convergence during training. This combination of 

techniques improved the stability and efficiency of our 

models, making them highly effective for large-scale 

language processing tasks. 

10 Common sense reasoning 
When training our chatbot model, we took into account 

some of the standard common sense reasoning 

benchmarks, such as HellaSwag [14] and WinoGrande 

[15]. Within the domain of common-sense reasoning, our 

methodology encompasses standard benchmark datasets, 

which are essential for our chatbot model's training. We 

assess the performance of our model against well-known 

benchmarks, such as HellaSwag and WinoGrande. The 

outcomes, shown in Table 2 [16], demonstrate how well 



Leveraging the Potential of Large Language Models Informatica 48 (2024) 1–16 13 

our LLaMA model variations perform on these 

commonsense reasoning benchmarks. 

10.1 HellaSwag 

The HellaSwag dataset is a challenging collection of 

questions designed to test common-sense natural language 

understanding. These questions are surprisingly difficult 

for state-of-the-art models, even though they are quite 

easy for humans, who can answer them with over 95% 

accuracy. 

The dataset contains 70,000 multiple-choice 

questions based on real-world situations from either the 

activitynet or wikihow domains. Each question presents 

four possible answers about what might happen next in the 

scenario. The correct answer is the actual sentence 

describing the next event, while the other three answers 

are crafted to deceive machines but not humans. 

The creation of HellaSwag sheds light on how deep 

pre-trained models work and suggests a new direction for 

natural language processing (NLP) research. It 

emphasizes the need for benchmarks that continually 

challenge the evolving capabilities of NLP models, 

presenting increasingly difficult tasks. 

The dataset was meticulously curated, taking into 

account considerations such as data usage, social impact,  

biases, and other limitations. Licensing information is 

provided, and the dataset is available under the MIT 

license. 

HellaSwag has been widely used to benchmark 

various approaches and has sparked discussions and 

research papers, showcasing its importance in the NLP 

research community. In summary, HellaSwag is a 

valuable resource that advances the understanding of 

common-sense reasoning and pushes the boundaries of  

NLP models, making it essential for researchers and 

practitioners in the field. 

10.1.1 Research and benchmarking 

The creation of HellaSwag helps us understand how deep 

pre-trained models function and offers a fresh direction for 

NLP research. It suggests that benchmarks should adapt 

alongside advancements in technology, presenting 

tougher challenges in an adversarial manner. This strategy 

aims to tackle the challenge that even the most advanced 

models encounter in achieving human-like common sense 

inference. 

10.1.2 Dataset details 

Size: The dataset is 71.49 MB when downloaded and 

65.32 MB when generated, with a total disk usage of 

136.81 MB. 

Data instances: The dataset contains 59,950 rows, 

with the train, validation, and test splits having 39,905, 

10,042, and 10,003 instances, respectively. 

10.1.3 Availability and usage 

The HellaSwag dataset is open to the public and can be 

accessed through the AI2 Leaderboard platform. This 

platform hosts public leaderboards for various AI 

challenge tasks in different research fields. HellaSwag 

offers an interesting challenge for NLP research and 

underscores the ongoing work to create models capable of 

achieving human-like common sense inference. 

The HellaSwag dataset is an excellent choice for 

evaluating advanced language models like Llama-2-13B 

in chatbot applications for several reasons. Firstly, its  

focus on practical common-sense understanding poses a 

significant challenge for natural language comprehension, 

making it an ideal test for models striving for human-like 

responses. 

Although the dataset is understandable for humans, it 

presents significant obstacles for language models, 

accurately measuring their ability to understand 

nuancedcontext. Moreover, its contribution to driving  

progress in NLP research through benchmarking and 

analysis highlights its importance in the scientific 

community, offering a solid basis for evaluating the 

performance of sophisticated models like Llama-2-13B. 

Additionally, the dataset's emphasis on chatbot-style 

dialogues and its optimization for such interactions align 

well with the goals of deploying advanced models in 

chatbot development, aiding in evaluating and improving 

these models in real-world conversation scenarios. 

In summary, the complexity of the HellaSwag dataset, 

its focus on common sense inference, and its crucial role 

in research make it an appealing choice for testing and 

refining heavy language models, especially in the context 

of chatbot improvement. 

Figure 4: Evolution of performance on question answering and common-sense reasoning during training. 
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10.2 WinoGrande 

WinoGrande is a big test that challenges artificial 

intelligence (AI) systems to understand common sense. 

It's based on a similar idea to another test called the 

Winograd Schema Challenge (WSC), but it's bigger and 

tougher. Instead of having a few hundred problems like 

the original WSC, WinoGrande has a whopping 44,000 

problems. These problems are carefully designed to be 

tricky for AI systems, especially those that rely too much 

on patterns in language. 

To make WinoGrande, researchers used a 

combination of human input and a special computer 

algorithm called AFLITE. This algorithm helps reduce 

any biases in the problems and makes them harder for AI 

to solve. The idea is to level the playing field and test the 

AI's ability to understand language and common sense. 

Even though AI has made big strides in recent years, 

it still struggles with WinoGrande. The best AI systems 

can only get between 59.4% and 79.1% of the problems 

correct. This is quite a bit lower than humans, who can 

solve about 94% of the problems. So, WinoGrande isn't 

just a test—it's also a reminder that AI still has a long way 

to go to match human intelligence. 

There's a website called the AI2 Leaderboard where 

researchers can see how well their AI systems perform on 

tasks like WinoGrande. It's like a scoreboard for AI, 

showing who's doing well and who still has work to do. 

In short, WinoGrande is a big deal in the world of AI. 

It gives researchers a tough challenge to work on and 

highlights the gap between AI and human understanding. 

10.2.1 Winogrande in NLP benchmarks 

Winogrande is an important test in the field of 

understanding human language. It's used to see how well 

big language models, like Llama-2-13B, can understand 

and make sense of language. The goal of the Winogrande 

test is to check if a model can figure out the meaning of 

words based on the context around them, especially when 

dealing with words like "he" or "she" that could refer to 

different things. It's a way to see if these models can think 

like humans when it comes to understanding language. 

10.2.2 Performance of Llama-2-13B in 

Winogrande 

The Llama-2-13B model has shown really good results in 

the Winogrande test, apparently doing better than GPT-3 

in tasks that involve understanding common sense. This 

suggests that Llama-2-13B is good at understanding and 

making sense of human language, even better than earlier 

models like GPT-3. 

The Winogrande test is really important for figuring 

out how good advanced language models, like Llama-2-

13B, are, especially in situations like chatbots and other 

complex models. It helps us see how well these models 

can understand and respond to human language by taking 

into account the context and using common sense. 

Doing well in Winogrande is particularly important 

for chatbots because it shows they can give responses that 

are not only correct but also make sense in the 

conversation. This makes the interactions with users 

better. 

Essentially, when models like Llama-2-13B do well 

in the Winogrande test, it shows they're good at 

understanding and making sense of language. This 

confirms they're suitable for use in chatbots and other 

situations where accuracy and context are really 

important. 

The LLaMA models have been performing well in 

tests like HellaSwag and WinoGrande. As the model size 

increases, so does its performance. For example, the 

Llama-7B model scored 76.1 on HellaSwag and 70.1 on 

WinoGrande, while the larger Llama-13B model scored 

even higher with 79.2 on HellaSwag and 73.0 on 

WinoGrande. 

The trend continues with the Llama-33B and Llama-

65B models, which scored even better. These results show 

that as the models get bigger, they become better at 

handling tasks that involve common sense reasoning, 

making them strong competitors in the field. 

11 Ethical considerations 
It's vital to acknowledge and tackle the ethical dilemmas 

associated with developing and utilizing large language 

models (LLMs) like the Llama and Lamini models. These 

models directly engage with end users, so it's crucial to 

address any potential biases and ethical concerns they may 

raise.  

A well-known problem in machine learning models 

that work with natural language is how they can reinforce 

harmful stereotypes and discrimination. When these 

models contain biased language or societal stereotypes, 

they can cause various types of harm.  

We anticipate that large language models will 

naturally reinforce stereotypes and unfair discrimination 

because they are designed to closely mimic real language 

by identifying statistical patterns. The fact that LLMs pick 

up on these patterns, biases, and preconceptions in natural 

language isn't necessarily negative on its own. However, 

it becomes problematic when the data used to train them 

is unfair, biased, or toxic. In such cases, the optimization  

 

Model Variants (Llama) HellaSwag WinoGrande 

7B 76.1 70.1 

13B 79.2 73.0 

33B 82.8 76.0 

65B 84.2 77.0 

 

Table 3: Zero-shot performance on Common sense reasoning tasks. 
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process leads to models that reflect these harmful aspects. 

Consequently, LLMs that excel in their optimization goal 

may perform poorly when it comes to social issues, as they 

encode and perpetuate harmful stereotypes and biases 

found in the training data. 

Language models (LMs) might predict hate speech or 

other harmful language often referred to as "toxic." While 

there isn't a universally accepted definition of what 

qualifies as hate speech or toxic speech, it typically 

includes profanity, attacks based on identity, insults, 

threats, sexually explicit content, demeaning language, 

language that encourages violence, or hostile remarks 

aimed at a person or group because of their innate 

characteristics. Such language can offend, cause 

psychological harm, and even lead to material harm, 

especially when it incites violence. Toxic speech is a 

common issue on online platforms and in training datasets. 

Additionally, addressing the problem of toxic speech 

from LMs on online platforms isn't straightforward. 

Efforts to mitigate toxicity have been found to perpetuate 

discriminatory biases, as tools meant to detect toxicity 

often incorrectly label statements from historically 

marginalized groups as toxic, and methods to clean up 

toxic language are less effective for these same groups. 

Language models (LMs) can assign high probabilities 

to statements that are false or misleading. While some 

incorrect predictions may be harmless, in certain 

situations, they can pose a risk of harm. These harms can 

include misleading or manipulating individuals, causing 

material damage, or leading to broader societal 

consequences like a breakdown of trust within 

communities. 

We should expect that even powerful language 

models (LMs) will generate factually incorrect samples at 

times. This is because LMs predict the likelihood of 

different next utterances based on previous ones, but the 

likelihood of a sentence doesn't always indicate its factual 

accuracy. Therefore, it's common for LMs to give a high 

likelihood of false or nonsensical predictions. Even 

advanced large-scale LMs aren't always reliable in 

predicting true information—they might provide correct 

details in some cases but incorrect ones in others. Relying 

too much on LMs that usually provide accurate 

information can lead users to trust the model excessively, 

which increases risks when the models are unreliable or 

unsafe. 

In summary, the creation and use of large language 

models like the Llama and Lamini models bring up 

important ethical issues. These models, though impressive 

in their ability to imitate real language, can also reinforce 

harmful stereotypes, discriminate, predict toxic speech, 

and provide incorrect information. We must recognize and 

deal with these ethical challenges to minimize potential 

risks such as misleading people, causing harm, and 

damaging trust within communities. Neglecting these 

concerns could have serious implications, emphasizing the 

significance of ethical considerations in advancing 

language model technology. 

12 Limitations and future works 
The incorporation of LLaMA into tasks involving natural 

language processing marks a notable advancement in AI 

technology. Nevertheless, its integration brings forth 

several important issues and restrictions that require 

careful consideration. 

First, how well LLaMA works depends a lot on the 

quality of the data it's trained on. However, the problem is 

that this data often has unfairness built into it because of 

things like social differences and cultural differences. 

When LLaMA uses this data, it might make results that 

are also unfair, making existing problems even worse. To 

fix this, we need to work hard on finding and fixing these 

unfair things in the data. Also, we need to make rules 

about how AI is made and used so that unfair results don't 

cause harm. 

Second, training and using LLaMA need a lot of 

resources, which makes it hard for many people and 

groups to use it. The computers need a lot of power to train 

and run the model, which can be too expensive for some. 

To fix this, we need to find ways to make LLaMA need 

less power to work well. We can do this by making the 

model and the way it learns more efficient. Also, we can 

use new ways of putting LLaMA on different computers 

so more people and groups can use it, even if they don't 

have a lot of resources. 

Third, even though LLaMA is good at understanding 

language, it's not very good at understanding emotions. 

This means it struggles to understand and react to how 

people feel when they write. To make LLaMA better at 

this, we need to add ways for it to understand emotions in 

text. We can do this by using ideas from psychology and 

other sciences to help LLaMA recognize and react to 

emotions better. 

Finally, LLaMA needs really good data to learn well, 

which is a big challenge. Finding and organizing different 

types of data that represent everyone can be really hard 

and needs a lot of resources. This might make it harder for 

LLaMA to understand different types of language well. To 

solve this, we need to make standard tests and collections 

of data that show how hard it is to understand language. 

Also, we can try making more data by combining existing 

data in different ways to help LLaMA work better. 

In conclusion, LLaMA is a big step forward in 

understanding language naturally. But we need to 

recognize and solve its limits to make AI development fair 

and include everyone. By fixing unfairness, using 

resources better, understanding emotions, and making 

data better, we can make LLaMA even better and create 

AI that's fair, easy to use, and more like humans. 

13 Conclusion 
In our paper, we introduce a collection of publicly 

available large language models that rival top-performing 

foundational models. Particularly impressive is Llama-

13B, which surpasses its counterparts while maintaining a 

smaller size, at over 10 times smaller. In contrast to past 

research, our findings demonstrate that it is indeed feasible 

to attain cutting-edge results by solely utilizing publicly 
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accessible data, without relying on exclusive datasets. 

Through the release of our models to the research 

community, we aim to expedite the advancement of large 

language models and aid ongoing endeavours to enhance 

their resilience and address prevalent problems, such as 

harmful content and prejudice. Additionally, the findings 

of this research emphasize the potential for further 

advancements in chatbot development by harnessing the 

power of LLaMA-based models. The success of LLaMA 

in this context opens up exciting possibilities for creating 

more effective, interactive, and user-friendly chatbots in 

the future. In essence, this research serves as a valuable 

contribution to the field of chatbot development by 

highlighting the effectiveness of LLaMA as a model. As 

we move forward in the ever-evolving world of AI and 

conversational interfaces, it is clear that LLaMA has 

earned its place as a prominent and promising choice for 

those seeking to create innovative, intelligent, and user-

centric chatbots. 
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