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In the present paper, we conduct an in-depth study on multi-styled digital music and design an artificial 

intelligence-based multi-styled digital theme automation-assisted composition system. In the process of 

system development, B/S software design architecture is selected, J2EE ecosystem-related technology is 

used, and the system framework is built following the principle of sub-module development. A web hosting 

platform is provided for the whole Internet publishing system to realise the online and real-time functions. 

In addition, to improve the robustness, scalability, security, and ultimately, the system's quality of service, 

the functional design analysis, software architecture system, development technology, and optimisation 

strategy are carefully studied and discussed. After learning and analysing the file format of MIDI digital 

music, we chose the feature extraction method for each instrument to preserve the instrument's 

characteristics. We used its parameter model for each device during the composition to ensure the 

instrument's characteristics. After optimisation of the model, composition experiments were conducted, 

and the compositional effect was measured; the average ratio of adjacent notes with intervals within one 

octave was 83.57% for the composed pieces. The composition system eliminates using only a single 

algorithmic composition technique method in the system platform. Instead, it adopts the direction of a 

hybrid system that integrates multiple processes, an inevitable trend. The composition system provides 

flexible human-computer interaction at all music composition levels to improve the system's usefulness 

and effectiveness. 

Povzetek: Razvit je AI sistem za avtomatizirano komponiranje glasbe z več žanri, ki uporablja B/S 

arhitekturo, J2EE tehnologijo in omogoča spletno objavo. 

 

1 Introduction 
Artificial Intelligence (AI) can be considered a technical 

science utilised to investigate, simulate, and extend human 

intelligence; it belongs to the computer science area. AI, 

nano-science, and genetic engineering are the world's top 

forward technologies in the 21st century, and the quick 

development of AI technology has impacted all areas of 

our lives. Since the 20th century, the use of computers has 

brought revolutionary breakthroughs in the development 

of music, and technology has become more closely linked 

to music [1]. The rise of electronic instruments, electronic 

music, and computer composing has given music a 

broader scope for development. With the help of 

specialised musical equipment such as computers, 

musicians' compositions can be directly translated into 

actual scores or even specific sounds [2]. This has freed 

musicians from many simple repetitive tasks and, at the 

same time, has dramatically expanded their creative 

abilities and skills. Thus, musicology must change the 

traditional thinking of composition, composing mode, and 

composing technology so that with the help of science and 

technology, the technicality and artistry of music works 

can strengthen and give people an audio experience 

beyond imagination [3]. The establishment of a music  

 

knowledge project will effectively analyse and summarize 

huge data in the "music information management system" 

systematically, establish a systematic understanding of the 

regularity of the creation process of different genres, 

composers, and styles, and make the information 

management system intelligent so that the music 

information accumulated for many years can be explored 

to the greatest extent [4]. Firstly, our ancestors have some 

empirical knowledge of music composition, which is 

insufficient to become a music composition theory. 

Secondly, as the accumulation of experience increases, the 

expression of knowledge and the exploration of laws 

become very important. 

With the increasing demand for music information 

and access and utilization, as well as the rapid 

development of the music industry, the issues related to 

music information have been actively explored Its 

exploration substantially covers the conception, features, 

and functions of music information, music information 

demand and behavior, music information reclamation, 

library music information resource construction and 

service, digital music intellectual property rights, and the 

music assiduity [5].still, not important research has been 

assigned to the introductory proposition of digital music 
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information and music information accession behavior, 

the exploration content isn't comprehensive, the 

exploration depth isn't sufficient, and there's a lack of in- 

depth discussion on the theoretical issues similar as the 

provocation of uses' digital music information accession 

behavior, the factors impacting the object of accession 

behavior, the medium of selecting the way of accession 

behavior, etc. There is no comprehensive and systematic 

analysis of users' digital music information accession 

behavior and relative analysis of different types of users 

[6]. Because of this, this article, grounded on the current 

study’s results, explores the fundamental theories on 

music information and music information geste and 

conducts a detailed investigation about the motivations of 

users’ digital music information acquiring behavior, 

acquiring behavior objects, mechanisms of developing 

behavior ways, the commonalities of users' digital music 

information acquiring behavior and the diversities of 

different various of users' digital music information 

developing behavior, to enhance music information [7]. 

It's anticipated to be very valuable and used in enhancing 

music information proposition and stoner information 

behavior proposition, directing users to effectively 

achieve digital music information and the healthy 

development of digital music assiduity. 

With the broad scope of digital media art, the 

classification of digital media art is not distinguished 

based on the technology used. The primary basis for 

classifying digital media art is the main field of artistic 

experimentation or related categories in which digital 

media technology is engaged [8]. Digital art refers to art 

forms that are digitally expressed in computers, often 

created, and stored in "Binary." The research areas 

covered in this paper include the fields of composition, 

digital media art, and computing. Composition is the 

technical term used in this study to express a creator's 

musical ideas using a specialized, theoretical system of 

basic music theory, harmonics, polyphony, orchestration, 

and composition structure [9]. While discussing 

algorithmic composition, it is necessary to consider the 

system design's practicality and think about it 

simultaneously with the concept and development of 

computer music. From a macro perspective, algorithmic 

composition is the process by which a creator uses an 

algorithm to analyze and program musical fragments, 

elements, or potential laws embedded within them and 

drive a computer to generate a musical composition [10]. 

Computers have come to play an essential role in various 

aspects of the field of music composition. In contrast, 

algorithmic composition has been retained as a technical 

term to define the process of composing compositions in 

which algorithmic programs are the primary means of 

creation. 

2 Related Works 
The use of computers to assist in the creation of music and 

the use of algorithms to create music has a long history 

since the extensive use of computers and digital systems. 

The core concept is derived from the deconstruction and 

reorganization of digital information. Its development is 

an essential theoretical support for this study, a significant 

research source, and a basis [11]. On the one hand, more 

advanced synthesizers have been introduced; the 

establishment of MIDI protocols in the early 1980s has 

extensively enhanced the development of computer music 

and provided the most critical technical support for 

studying the structure of music and creating music in more 

dimensions [12]. The product of computer music is the 

expansion and derivation of traditional music, thus 

entering a new era of artistic creation. Developing 

mathematical and computer disciplines has provided 

significant technical support for artistic creation [13]. 

Regarding the scope of the definition of artificial 

intelligence, many scholars have explored it from different 

perspectives. It is hypothetically argued that machine 

intelligence can achieve subjective human thinking 

through machine computing and human thought. It can be 

briefly summarized that AI is the process of simulation of 

human thinking and behavior by machines. The music 

program A circle canon, such as Frère Jacques, is 

programmed using rule-based artificial intelligence [14]. 

The rules for generating melodies and harmonies are 

based on the rules for combining notes and chords. He 

uses his exploratory concepts and their role in society as a 

possible way to shed light on this issue. From all these 

early experimental studies, much valuable experience has 

been provided for research. 

AI technology helps us to learn, compose and analyze 

music more efficiently. Customs-Carnicer J argues that 

combining AI technology and musical instruments 

enables the combination of software and hardware to 

make complex playing easy to learn and the training 

process more enjoyable. In contrast, the rise of online 

education forms makes music education more convenient 

[15]. The AI can also learn by itself and can be more 

efficient in performing tasks that require the 

"mechanization" of the human brain. Simultaneously, AI 

can learn independently, identify related characteristics in 

rich and diverse music, and store large amounts of data. 

AI technology can facilitate music classification, retrieval, 

and library construction. Kwak J believes it is 

revolutionary to promote the tagging management 

classification of ethnic music, to integrate and process 

data, and can be applied to the tagging classification 

management of ethnic music, combined with an 

information retrieval system to build an ethnic music 

database [16]. AI technology is beneficial to the 

dissemination of music and promotes the commercial 

development of music. De Beukelaer C believes AI's self-

learning features will be highly convenient for music 

identification, dissemination types, and genres [17]. 

There are three main types of computer music systems 

based on artificial intelligence technology: composition, 

improvisation, and performance systems. It is a very 

challenging task to give computers the expressive power 

to play with the characteristics of human musicians. 

Previous approaches have severe limitations based on 

fixed or empirical musical rules. A closer approach to the 

human observation of the imitation process is to use 

implicit interpretations of music extracted directly from 

recordings of human performers. Brown A. E. et al. 
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proposed a neural network model based on variable self-

coding, MIDI-VAE, in parallel with their first attempt to 

apply generative adversarial networks to symbolic music 

domain transfer [18]. Daniel R et al. used an 

autoregressive model and Gibb’s sampling to transform 

the style of an arbitrary piece with harmonic structure into 

two different types, Bach choir and jazz [19]. Also, based 

on symbolic music, Guichardaz R et al. developed the first 

fully supervised algorithm based on synthesized data; this 

codec model can convert suggestive musical 

accompaniment between many different styles, and the 

accumulation of compositional levels is mainly based on 

experience [20]. The remarkable difference from natural 

science is that this experience is not studied through 

noteworthy controlled experimental observation but 

directly through the practical activity of music 

composition by gradually auditioning and correcting it 

while imitating and interpreting it according to traditional 

composition principles and compositional techniques, 

thus forming a musical work progressively with a specific 

style and particular aesthetic significance [21]. 

Musicology analysis can help us explore and discover 

specific characteristics of human creative thinking, 

especially for the guidance of imaginative thinking and 

innovative, inspirational thinking. Therefore, the object of 

our research is to investigate the structural characteristics 

of music and the cognitive thinking model of musicology 

and to explore the principles of the higher thinking model 

of human cognition and the possible methods of its 

implementation, which is of great significance for both 

music composition and cognitive science [22]. 

3 Artificial Intelligence for digital 

music modeling of multiple song styles 

construction 
 

The theoretical model of digital music information 

acquisition behavior is a model that reflects the 

interrelationship and interaction among the elements of 

digital music information acquisition behavior. Digital 

music information acquisition behavior includes three key 

factors: digital music information acquisition behavior 

motivation, digital music information acquisition behavior 

object, and digital music information acquisition behavior 

mode. From the psychological perspective, the demand 

induces the engine, and the motivation governs the 

behavior [23]. The request for music information is also 

inseparable from the digital music information acquisition 

behavior model. Users' music information needs are 

influenced by their factors and environmental factors. 

Users' music information needs will trigger users' music 

information acquisition behavior motivation and influence 

users' digital music information acquisition behavior. 

Users' digital music information acquisition behavior 

determines what kind of digital music information 

acquisition method and what digital music information 

users acquire. Digital music information acquisition 

behavior objects and digital music information acquisition 

behavior interact. Digital music information acquisition 

behavior object is obtained through digital music 

information acquisition behavior. Different digital music 

acquisition behavior objects may have to be obtained 

through other digital music information acquisition 

behavior ways so that digital music information 

acquisition behavior objects will influence the choice of 

digital music information acquisition behavior way. 

Digital music information acquisition behavior objects 

satisfy users' music information needs. The digital music 

information acquisition behavior model is illustrated in 

Figure 1.
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Figure 1: Theoretical model of digital music information acquisition behavior 

Artificial intelligence can assist musicians in 

generating ideas, be applied to music creation, and directly 

produce music works. Although music is an artistic 

creation that reflects the creator's spirit, it is logical and 

calculable. Music composition techniques also reflect a 

rich and rigorous mathematical logic, such as melodic 

progression, fundamental transformation, harmonic pitch 

arrangement, instrument timbre matching, etc., all of 

which can be defined as a single or combined set of 

algorithms. Artificial intelligence music composition is to 

capture the mathematical logic implied behind the music 

through artificial intelligence technology and the use of 

extensive data analysis, a series of music data units, and 

intelligent algorithms in the computer software so that the 

software forms a machine learning, supervised learning, 

deep learning artificial intelligence model and neural 

network, according to the user's individual needs, select 

the related material to complete the automated 

composition. 

Deep learning is a branch of machine learning, which 

is a branch of artificial intelligence. The concept of deep 

learning is derived from traditional neural networks but is 

not the same as conventional neural networks. However, 

deep learning algorithms usually include the word "neural 

network", for example, recurrent neural networks, 

convolutional neural networks, etc. Deep learning is an 

upgrade to the traditional neural network, a semi-

empirical and semi-theoretical modelling approach in 

which human mathematical knowledge and overall 

architectures are built using computer algorithms. It then 

combines a large amount of training data and the 

computer's large-scale computing power to continuously 

adjust internal parameters to achieve problem goals. 

Compared to traditional machine learning, relying on 

manual feature extraction, manual feature extraction is 

simple and effective for specific tasks but not general and 

highly subjective. In contrast, deep learning is better at 

pattern recognition for data that cannot form symbols, 

such as image and waveform data. It relies mainly on 

automatic machine extraction when performing feature 

extraction, thus avoiding the influence of the subjectivity 

of manual recognition. Therefore, deep learning is less 

interpretable, but from the analysis of results, deep 

learning has better results than traditional machine 

learning. 

The closer the actual value is to the predicted value, 

or the closer the proper distribution is to the expected 

distribution, the smaller the loss value and the better the 

model's performance. Conversely, the more significant the 

difference between the two, the larger the loss value and 

the worse the model version. Cross-entropy comes from 

information theory and measures the similarity of 

probability distributions. If there are two probability 

distributions𝑝(𝑥) and𝑞(𝑥) about the sample set, where 

𝑝(𝑥) is the proper and non-true distribution, the cross-

entropy H of p and q is defined in information theory as 

Equation (1). 

𝐻(𝑝,𝑞) = ∫
𝑝(𝑥)

𝑙𝑜𝑔 𝑞 (𝑥) − 1
× [𝑝(𝑥) − 𝑞(𝑥)] (1) 

The application of cross-entropy in neural networks, 

where𝑝(𝑥) the actual value𝑞(𝑥) is the predicted value, 

and the function value H (p, q) measures the similarity 

between the predicted and actual values. The smaller the 

cross-entropy, the smaller the error between the predicted 

and actual values, and the goal of the neural network is to 

minimize the cross-entropy. For regression problems, the 

Mean Absolute Error (MAE) of Equation (2) and the 

Mean Square Error (MSE) of Equation (3) are often used 

as loss functions. Where𝑦𝑖  denotes the actual value 

and𝑦𝑖−1 represents the predicted value. 

𝑀𝐴𝐸 =∑
𝑦𝑖 + 𝑦𝑖−1
𝑛 − 𝑦𝑖

𝑖=1

 (2) 

𝑀𝑆𝐸 = ∫ (𝑦𝑖 + 𝑦𝑖−1)
𝑖=1

× (𝑦𝑖 − 𝑦𝑖−1) (3) 

The loss function solves the problem of complex 

metrics between the predicted and actual extents of the 

model, and the backpropagation algorithm solves another 

challenge, namely, how to make this metric effect drive 

the weights of the network to be constantly updated so that 

the loss function is minimised and the network is 

continuously trained [24]. The automatic learning of 

neural networks includes forward and backward 

propagation. In forward propagation, the pre-processed 

data is first input to the input layer. It then enters the 

hidden layer, where the result is passed to the output layer 

through a series of neuron operations, and the predicted 

outcome is output in the output layer. If the expected value 

is not equal to the actual value, then this error is calculated 

using the loss function. After the error is obtained, the 

backpropagation algorithm starts to operate. According to 

the estimated error of the output layer, the 

backpropagation is performed in some form layer by layer 

in the intermediate layers, and the model parameters are 

updated by gradient descent for each layer. Through 

several iterations, the error in the calculated value of the 

loss function is continuously reduced, and the neural 

network converges to an optimal state. 

The activation function is introduced to make the 

neural network model linear. Without the activation 

function, the layers of the neural network would only be 

linearly multiplied or summed so that the output would 

only be a linear combination of the inputs, no matter how 

many layers there are. The activation function is a joint 

two-number activation function, which is calculated by 

the formula: 

𝑡𝑎𝑛ℎ( 𝑥 − 1) =∑
𝑠𝑖𝑛ℎ( 𝑥 − 1)

𝑐𝑜𝑠ℎ( 𝑥 − 1)
×
𝑒2𝑥 − 1

𝑒2𝑥 + 1

× √𝑒𝑥 − 𝑒−𝑥 

(4) 

The ReLU activation function has been more used in 

recent years, characterized by the fact that the gradient 

does not disappear when the input is non-negative and is 

calculated as Equation (5). 
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𝑓(𝑥 + 1) =∑𝑚𝑎𝑥
𝑥 + 1

√𝑥 − 1
 (5) 

Since the commonly used Sigmoid function only 

supports the solution of binary classification problems. 

Still, the actual output results are usually more than two 

categories; the analogous extension is wanted to get a 

general method that can solve multi-classification 

problems. Softmax is thus generated, which is a kind of 

chemical function with a discrete probability distribution 

that will output the results derived from multi-

classification issues in the form of probabilities, Softmax 

function equation (6). 

𝑠𝑖 =∑(𝑒𝑗 − 𝑛)

𝑗=1

× 𝑒𝑗 (6) 

Different predicted values are transformed into 

probabilities mapped in the (0,1) interval by the Softmax 

function and then normalized so that the likelihood of 

different values sums to 1. This way, the size of the 

probability directly reflects the possible size of the 

corresponding value as the prediction result, and the value 

having the highest chance is chosen as the prediction 

result. Softmax uses an exponential function so that the 

original large values are more significant and the small 

initial values are more minor, improving learning 

efficiency; secondly, the Softmax function is continuously 

derivable, and there are no inflexion points in its function 

image. 

4 Artificial intelligence-based digital 

music automation-assisted 

composition system design for multiple 

song styles 
The system uses J2EE ecosystem technology for  

architecture design, following the MVC design pattern 

and applying each technology's functional characteristics 

to the view, controller, and model layers. (1) Server layer: 

The J2EE platform-based system must run on the Web 

application server; Tomcat alone can release the system to 

reflect the idea of separation of movement; the system in 

Tomcat added Apache, which can further enhance the 

system scalability robustness. (2) View layer: The view 

layer for the user is the browser displays static web pages; 

the system in the view layer technology mainly uses Html 

to build the page framework, CSS is responsible for page 

style, Java Script, and JQuery to achieve effects and 

foreground validation, and JSP is responsible for 

displaying the controller layer dynamic data. (3) 

Controller layer: The traditional J2EE platform uses 

Servlet as the system controller layer, but in the actual 

project development, simply using Servlet will bring a lot 

of inconveniences, such as in accepting parameters, data 

validation, and returning JSON data. For this reason, 

Spring MVC is used as the controller layer technology 

implementation to improve development efficiency. (4) 

Model layer: The model layer is the core business layer of 

the system and is responsible for data calculation and 

storage. The technology used is also based on these two 

features Java writes the logic code classes of the business 

layer, Spring is responsible for the instantiation of 

business classes, and Mybatis uses XML to achieve access 

and storage with the database. And Memcached builds a 

memory cache of commonly used data to access such data 

quickly. Figure 2 indicates the system technical 

architecture design diagram.
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Figure 2: System technical architecture design diagram. 

According to the results of user requirements analysis, 

the website users can be divided into three major 

categories of visitors interested in composing, composing 

users using the system and administrators of the 

management system, and then the analyzing the 

operational behavior of the three types of users 

respectively, and can be divided into two types of roles: 

front-end functional users and backend system 

administrators, where the front-end operational users 

include visitors and composing users [25]. Based on the 

big difference in the operation behavior of these two types 

of roles, the system is split into two separate websites: the 

front-end composing output website visited by front-end 

users and the back-end management website called by 

administrators. 

(1) reduce the complexity of development; the system 

split is based on the role of the distinction, which makes 

each system focus on different user groups, and the 

corresponding functional modules of each system are 

significantly reduced. Secondly, the system design 

focuses on the front-end system; the front-page layout 

must be aesthetically pleasing, and the functional form 

must be reasonable to increase the workload when 

developing. On the contrary, the website owner uses the 

background system, and the page requirements are simple 

if the function meets the demand. Therefore, the front and 

backend are designed separately, and the development 

strategy is adapted to this, which reduces the extra 

workload brought by excessive design. 

(2) Enhance the system's quality of service; after the 

system's release, two factors need to be redeployed to the 

system, and the system will not be accessible during 

deployment. If the system is not split, the entire system 

must be shut down regardless of the functional module in 

which such a situation occurs, which is a very unfriendly 

experience for the user. On the contrary, after the system 

is split, because the front and backend run independently 

under different servers, they do not interfere with each 

other, which reduces the frequency of the entire system 

being inaccessible. 

The system deployment design mainly studies the 

operation environment and access policy after the system 

is released, which can be designed separately from three 

aspects: software, hardware, and network media. The 

system deployment configuration design diagram has 

been provided in Figure 3.
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Figure 3: System deployment architecture design diagram. 

(1) Software deployment environment: Through the 

analysis of the technical architecture, the required 

software can be divided into three major categories, which 

are database and cache server, reverse proxy server, and 

application server. 

(2) Hard deployment environment: The system adopts 

B/S architecture, and the system needs at least one host 

with a public IP address to publish the design. To create a 

public and open cloud computing service platform, 

through the virtualization of hardware and software 

resources, the primary resources are turned into a "pool" 

that can be freely dispatched, thus realizing the rationing 

of resources on demand. 

(3) Network medium: The most significant advantage 

of B/S architecture is that no additional software must be 

installed, and the device only needs to support a browser 

to access the operating system so that the system can be 

accessed through the traditional Internet and the mobile 

Internet. However, since the system is a music output 

system, there will be many upload and download 

operations, so the bandwidth of the server should be 

adjusted according to the website's usage. 

The dataset used for the automatic composition 

experiments is the Enya MIDI music set, a dataset of 

digital music files for multi-instrument ensembles. Most 

of the musical works in the dataset are performed by 

multiple instruments, with different bars of the songs 

played solo or by various agencies in an ensemble, 

sometimes melodic, passionate, quiet, lively, and crisp. In 

addition, most of the songs in the dataset choose 4/4 time 

as the main rhythm, making integrating the instrumental 

characteristics of different pieces better when composing 

ensembles after learning them [26]. Therefore, it is 

advantageous to use it as a dataset: the variety of 

instruments used in the dataset makes it possible to learn 

and compose ensembles with multiple devices; most of the 

songs in the dataset are in 4/4 time, which is conducive to 

the integration of instruments when ordering ensembles; 

the dataset is in MIDI format, which is convenient for 

interpretation and feature extraction. 

5 Analysis of results 

5.1 Digital music model analysis of 

multiple song styles with artificial 

intelligence 

In a situation where computer science and artificial 

intelligence have not yet solved how common sense and 
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meta-knowledge can help solve problems that domain 

knowledge cannot, domain knowledge still must be 

expressed concretely as the derivation of a specific rule 

and state. However, understanding such as musical 

composition is subjective from the beginning to the end, 

full of emotions and aesthetics. The work must be varied 

to obtain exciting results while maintaining consistency. 

The model was adjusted for each parameter the model 

through several comparative experiments. Experiments on 

instrument identification of music composed by automatic 

composition were started, using the mentioned MIDI 

results of design, 20 audio tracks of 75S in each of four 

genres: piano, guitar, bass, and strings, transcribing each 

MIDI file to WAV format through MUSeScore3, and then 

cutting the yellow frequencies, cutting each the 75S audio 

was cut into audio collections with a length of 10S offset 

of 5S. Finally, 280 audio tracks were obtained for every 

category, of which 220 tracks were training sets while 60 

tracks were test sets, and the resultant loss rate of training 

is illustrated in Figure 4.
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Figure 4: Resultant loss rate of training 

The core requirement of the system is to automate the 

composing process by simply setting some data. Still, it is 

also necessary to implement a series of functions related 

to the automatic composing process, such as composing 

data set definition, composing result visualization and 

analysis, effective management, a preview of the 

composing data set, and recording audio and writing 

results [27]. The system allows users to record, play and 

edit audio, remove noise from audio to obtain the data sets 

needed for automatic composition training, compose 

music automatically by audio or compose instrumental 

music by MIDI, and visualize the information in the audio 

by spectral analysis of the results of the compositions and 

by note-recognition of the melodies and their conversion 

into short scores. The system can also be used to visualize 

the information in the audio by performing spectral 

analysis on the results of the tracks, note recognition of the 

melody, and its conversion into a simple score. When the 

user starts the system and clicks on record first, the system 

turns on the microphone and begins recording and timing. 

The system will generate temporary audio for the user to 

listen to, evaluate the recording effect, and choose whether 

to keep it. 

Audio analysis is a function designed to support the 

user to perform a visual analysis of the music composed 

or the audio note the user is interested in and wants to 

know more about. This section mainly provides the user 

with a visualization of audio sentiment analysis, melody 

analysis, instrument type analysis, time domain spectrum, 

etc. The subject matter involved is instrument-related 

compositions, so for the time being, the development of 

this section has only completed the visualization of 

instrument type, time domain diagram, and time-

frequency diagram information. An audio file is selected 

and loaded, and when OK is clicked, the file can be 

analyzed accordingly; next to the training function is a 

training of the instrument recognition model, thus 

refreshing the training result parameters of the model. 

After the audio analysis, the results of the instrument 

recognition type of the audio are displayed, as well as the 

audio's time domain and frequency map information. The 

audio's time domain and frequency maps are drawn using 

the Librosa library. The audio's time domain and 

frequency maps facilitate the study of waveforms, which 

describe mathematical functions or physical signals versus 

time. The audio signal's time domain waveforms can 

express the movement's changes over time. Time-
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frequency diagrams reflect the relationship between time 

and audio frequency variation. The experimental setup 

sends 10,000 concurrent requests to the FISCO BCOS 

federated chain nodes to invoke the transaction log 

contract and observes the interpretation of the number of 

transaction log contract transactions (TPS) that can be 

processed per second for a different number of nodes. By 

increasing the number of nodes, the TPS remains in the 

range of 280 to 290. The TPS values for various numbers 

of nodes are shown in Figure 5.
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Figure 5: Processing value per second with different numbers of nodes. 

5.2 Artificial intelligence of multi-track 

style digital music automation assisted 

composition system implementation 

The system has been studied and implemented for MIDI 

digital music composition, so only the MIDI-related 

sections of the system have been developed and 

implemented so far, which are recording, management of 

recorded music, MIDI digital music composition, 

identification of instrument categories of composing 

tracks, and visual analysis of the corresponding 

characteristic frequency and spectrogram of audio [28]. 

The system records audio data and generates recording 

objects, records the related description information in the 

database, and puts the recording data in the static resource 

folder for storage; when managing the recording files, the 

first step is to obtain the audio information in the database  

 

and then process it accordingly; when composing model 

training with customized datasets, the dataset files are 

loaded to record the model training results of each 

instrument in the static When ordering, select the dataset, 

load the corresponding model training result and 

description file for action song, and then save the 

composing result in the static resource folder; when 

training the instrument recognition model, first load the 

WAV dataset for model training, and then save the model 

result in the static resource folder after training; when 

analyzing the universal frequency, load the instrument 

recognition model for When studying the expected 

frequency, the instrument recognition model is loaded to 

identify the instrument type, and after that, various 

spectral maps of the audio files are calculated and 

exported and saved in the static resource folder. The 

system test line diagram is shown in Figure 6.
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Figure 6: System test line graph 

Through the above operation, three different versions 

of the network model are successfully built, and then we 

need to set some reasonable hyperparameters to train and 

evaluate these networks. The whole training process is 

shown as follows: firstly, two large loops are set up; the 

first is used to update the number of iterations of the 

network, and the second is used to update the batch block 

data obtained each time. Then, the batch block data is 

adjusted to the specific format required by the network; 

then, the data blocks are considered inputs for the set 

network model, and the output results are achieved by 

weight calculation. An error value is calculated based on 

the output result and the accurate result, and the 

backpropagation algorithm is used to calculate the 

corresponding deviation value to update the weight value 

of the network; finally, the above operations are repeated 

until the network achieves the accuracy requirement or 

reaches the set number of iterations. The following table 

shows the hyperparameters used in the first version of the 

network and the default values of these hyperparameters. 

The above operations resulted in many LSTM-based 

music generation network models, which were then 

validated by using loss curves to see the convergence of 

the various models and by the next evaluation of the effect 

of the produced MIDI files. The entire model evaluation 

process is shown as follows: first, the input note data is 

preprocessed by the prepare sequences output (notes, pitch 

names, n_ vocab) function, where notes denote the input 

notes, pitch names represent the different note names, and 

n_ vocab refers to the number of notes. Then the network 

is built and initialized with the create_ network_ _add_ 

weights () function; then, the notes are predicted with the 

generating_ notes () function; finally, the output notes are 

reconverted to MIDI files and saved with the create_ midi 

() function. The experimental data on learning rate curves 

for diverse models are shown in Figure 7.
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Figure 7: Experimental data for learning rate curves for various models. 

According to the structure of musical language 

analysis, the mode of musical knowledge processing, and 

the characteristics of musical thinking variation, the basic 

ideas and methods of possibility construction space theory 

are used to explore the parts of the space of trait features 

of melodic motives, the opening of musical variation 

features and the length of musical style features, as well as 

the basic patterns of evolutionary reasoning among these 

three spaces. The specific application of variational 

operators of possibility construction space theory in 

computer composition is proposed. To study how to 

describe the characteristics of musical motives more 

completely, i.e., to find the space of traits of melodic 

motives, we first analyze the process of musical 

composition by studying the reasons for two musical 

fragments, from which we find out how musical works 

describe the characteristics of motives, how motives 

develop and change into variants, and how some variants 

of explanations are selected according to composition 

theory and experience to form a particular style of 

compositions with certain The design is a work with a 

specific aesthetic meaning, which expresses the thoughts 

and feelings of a particular group of people. Due to the 

diversity and ambiguity of musical composition 

knowledge, the above method causes a significant 

redundancy of data in a computerized composition 

system, directly affecting the system operation's speed and 

convergence; 500 simultaneous access requests were 

made in 2 seconds. For the music audio file upload 

interface, the mean response time was 208ms, and the 

maximum response time was 221 seconds, of which the 

system within 210ms responded to 99% of the user 

requests; for the start comparison interface, the average 

response time was 229ms, and the maximum response 

time was 258 seconds, of which 99% of the user requests 

were for the start matching interface, the average response 

time is 229ms, the maximum response time is 258 

seconds, and 99% of the user requests get the system 

response within 232ms. According to the results, all 

requests get a conventional response, the exception rate is 

0.00%, and there is no error. Hence, the results obtained 

by the backend interface performance test are located 

within an acceptable area, and the result is overtaken. The 

response time of the interface under the simulated high 

concurrency is also within an affordable range, and the 

system keep the normal flow. Therefore, the performance 

test result for the music comparison and analysis system is 

passed. The test results of the digital music automation-

assisted composition system are shown in Figure 8.
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Figure 8: Test results of digital music automation-assisted composition system 

6 Conclusion 
This paper is based on the artificial intelligence field of 

music automation-assisted composition by comparing the 

music signal of computer language with music language, 

starting from the formal aspect of music and dismantling 

the melody recognition, rhythm recognition, harmony 

recognition, song structure recognition, music style 

recognition, and music emotion recognition claimed by 

the current artificial intelligence according to the 

dimensions of the essential elements of music, such as 

pitch, length, intensity, and quality of sound. This paper is 

based on the original C/S architecture. In this paper, based 

on the inconvenience of the original C/S architecture 

system, user interaction functions are extracted and 

developed using B/S architecture, and the automatic 

composition output system is conceived and designed. For 

the effectiveness of automatic composition, we can verify 

the diversity of composition by viewing the score of 

composition results, and by analysing the pitch sequence 

of composition results, the percentage of adjacent pitches 

of each instrument with intervals of not more than one 

octave is 83.57% illustrates the continuity of the 

compositional results. By analysing within bars, it was 

verified that the repertoire we composed corresponded to 

the characteristics of each instrument. The study of the 

representation and reasoning of the rhythm, pitch, 

intensity, and accompaniment of the music, the use of 

modern music technology for a more comprehensive 

musical composition, and the construction of the overall 

framework of the music. The music is also refined semi-

supervised, thus simplifying the work of arranging the 

music. The experiments show that we combine artificial 

intelligence with automatic computer compositions that 

respond to this property of musical uncertainty and 

generate a piece that conforms to the rules of musical 

theory. Defining and extracting more independent 

evidence based on AI and music libraries makes musical 

reasoning more flexible and richer, improves the musical 

accompaniment knowledge base, and increases the 

efficiency of automated-assisted composition. 
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