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Due to the wide availability of big data, institutions and companies are currently concentrating on 

developing highly effective recommender systems for their users. Traditional recommender systems 

use standard information such as user, item, and ratings. However, this data may not be sufficient 

for precise results. To enhance accuracy, it is recommended to include additional information such 

as textual data in the recommendation system. When dealing with large textual data, employing 

Natural Language Processing (NLP) techniques is essential for effective data analysis. Therefore, 

this work proposed a novel big data recommender system that enhances collaborative filtering (CF) 

results by leveraging NLP techniques and dealing with multiple attributes. The study constructs two 

big data recommendation system models using a machine learning algorithm. In both models, the 

Alternating Least Squares (ALS) algorithm within the Apache Spark big data tool has been used. 

The first model did not incorporate NLP techniques, while the second model considered the novel 

NLP techniques by taking into account the user's review comments. A dataset of more than 3 million 

ratings and reviews was gathered from the Amazon website with a size of 3.1 GB. The results showed 

significant improvement after incorporating the suggested NLP-based techniques with multiple 

attributes. 

Povzetek: Predlagan je nov velikopodatkovni priporočilni sistem, ki izboljša rezultate 

kolaborativnega filtriranja z uporabo tehnik obdelave naravnega jezika in več atributov.

1 Introduction
In the era of information overload, recommendation 

systems are crucial in connecting users with the content 

that is most relevant to them [1]. Hence, experts have 

proposed different viewpoints for assessing the 

effectiveness of these systems by considering factors such 

as variety, efficiency, and confidentiality [2]. Social media 

platforms usually apply recommendation systems in web-

based technologies and mobile devices to facilitate highly 

interactive communication channels. Social media covers 

various categories including digital libraries, e-commerce 

platforms, entertainment hubs, forums, social book 

markets, social review platforms, social games, and social 

networks. These platforms enable individuals, 

communities, and organizations to exchange information, 

provide ratings, and leave comments [3].  

Recently, many machine learning (ML) methods have 

been used in recommendation systems to improve user 

experience and satisfaction. By applying Artificial 

Intelligence (AI) these systems can provide superior 

recommendations in compared to traditional approaches. 

As a result, a new age has emerged for recommender 

systems by offering deeper insights into the connections 

between users and items [4]. A recommendation system 

comprises a set of software tools designed to suggest items 

based on the user's preferences and needs. Different 

techniques such as Jaccard similarity, Cosine similarity, 

and Pearson similarity can be employed to calculate the 

similarity between the content and the user's preferences 

[5]. The systems select the most suitable and appropriate 

item by analyzing the interconnection between user-based 

interactions and item-based interactions [6]. Hence, 

recommendation systems operate based on three primary 

components: system users, items to be recommended, and 

interactions between users and the system. These 

interactions take various forms, and one of the key 

elements is the rating. The rating holds significant 

importance as it represents a user's evaluation of an item 

that the system may recommend [7].  
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One of the most widely used technologies for 

recommendation systems is collaborative filtering (CF) 

and over the period many metaheuristic algorithms have 

been developed based on it, and some of them have been 

successful in giving convincingly positive results [8]. CF 

models evaluate the likenesses and similarities among 

different users by analyzing their ratings. Subsequently, 

these models generate predictions for new 

recommendations by leveraging the connections 

established among users [9]. The CF can be categorized as 

Memory-Based Collaborative Filtering and Model-Based 

Collaborative Filtering. Within Memory-Based 

Collaborative Filtering, there are two subdivisions: User-

Based Collaborative Filtering and Item-Based 

Collaborative Filtering [10]. On the other hand, the model-

based approach employs advanced techniques such as 

machine learning algorithms to identify patterns within the 

dataset and utilize that knowledge to process new data. 

Additionally, matrix factorization (MF) and other relevant 

approaches are utilized in this context [11].  

 

In this work, the Alternating Least Squares (ALS) 

within Apache Spark have been utilized. Because the ALS 

algorithm provides an effective approach for 

dimensionality reduction in collaborative filtering. 

Recently, it has been integrated with the latest big data tool 

Apache Spark MLlib due to its ability to handle the 

complex computations required by the ALS algorithm 

[12]. Due to a large number of missing items in the rating 

data, conventional matrix decomposition algorithms such 

as Singular Value Decomposition (SVD) encounter 

serious data fitting challenges when dealing with data 

sparsity. In contrast, ALS proves to be a highly effective 

solution for addressing this problem [13]. In addition, the 

reason for utilizing the ALS algorithm is that it provides a 

practical approach to handling implicit data that is often 

not sparse. Furthermore, ALS is an efficient optimization 

method that is relatively simple to parallelize [14].  

 

On the other hand, Apache Spark stands as one of the 

most widely used technologies in big data. It achieves 

parallelism through data structures such as DataFrames, 

DataSets, and Resilient Distributed Dataset (RDD) which 

are automatically partitioned and distributed across node 

clusters [15]. However, Spark implementation allows for 

faster memory operations than other frameworks such as 

Apache Hadoop because it supports in-memory (RAM) 

computations. A comprehensive comparison of Hadoop 

and Spark frameworks across various Machine Learning 

algorithms reveals that Spark performs better than Hadoop 

in the majority of instances [16]. The machine learning 

(ML) package inside Spark is particularly interesting and 

offers a wide range of algorithms such as classification, 

regression, clustering, and collaborative filtering, the 

architecture of Apache Spark is illustrated in Figure 1 [17]. 

The data from users is made up of a large volume of text 

comments, mainly extracted from Streaming Platforms, E-

commerce Websites, Mobile Applications, and social 

media. This valuable and constructive textual information 

has become a promising and emerging area of research 

[18]. 

 
Figure 1: Apache spark architecture. 

 

The traditional recommender systems are developed 

by building models using standard data, which includes 

user, item, and user preference information like ratings 

[19]. The input data mentioned may not be enough to 

ensure precise results. Relying solely on single-form input 

data lacks crucial information and is susceptible to noise. 

Consequently, it is recommended to incorporate additional 

information into the recommendation system to enhance 

accuracy [20]. Therefore, this study proposes the 

utilization of textual data to improve accuracy. When 

dealing with large volumes of textual data, employing 

Natural Language Processing (NLP) techniques becomes 

essential as an initial step for effective data analysis. The 

significance of NLP in big data processing has been 

explored and established. NLP employs diverse 

approaches to interpret the complexities of human 

language, encompassing techniques like text 

summarization, sentiment analysis, natural language 

understanding, and speech recognition [21]. 

 

The main contributions of this paper can be 

summarized as follows: 

1- Determine whether incorporating textual feedback 

genuinely enhances the accuracy of collaborative 

filtering. 

2- Create a natural language processing approach for 

analyzing textual comments, aiming to enhance the 

quality of rating prediction in collaborative filtering 

recommendations.  

3- Combine state-of-the-art natural language 

processing techniques with machine learning to 

construct an NLP-based recommendation model, 

and then compare its performance with the 

traditional model that did not include NLP 

techniques. 

This article is organized as follows: In Section 2, an 

extensive analysis of the existing literature on big data 

recommendation systems, with a specific focus on 

collaborative filtering (CF) methods is presented. Section 

3 provides a detailed description of the proposed system 

architecture. The experimental results are presented in 
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Section 4. Finally, the conclusion and future work are 

illustrated in Section 5. 

2 Related work 
There has been a substantial influx of scientific 

publications in recent times about big data 

recommendation systems. These articles have showcased 

a multitude of strategies for developing impactful systems. 

The purpose of this section is to examine and appraise the 

most valued contributions in this particular field. 

C. Tegetmeier et al. 2023 [22]  Examined two AI 

algorithms for collaborative book recommendation 

systems, particularly delving into the matrix factorization 

algorithm utilizing stochastic gradient descent and the 

book-based k-nearest-neighbor algorithm. They 

conducted an extensive analysis using the Book-Crossing 

benchmark dataset, implementing various versions of both 

algorithms. The goal is to predict unknown book ratings 

and provide book recommendations to individual users 

based on the highest anticipated ratings. H. Omar et al. 

2023 [23] Introduced a cloud-based prototype 

recommendation system designed to handle big data. 

Their system employs matrix factorization through three 

different approaches: singular value decomposition 

(SVD), alternating least squares (ALS) using Spark, and 

deep neural network (DNN) utilizing TensorFlow. By 

tuning the algorithms and parameters in the ALS and DNN 

approaches they successfully overcome the challenge of 

dealing with large-scale datasets in collaborative filtering. 

The outcomes of these two approaches surpass traditional 

techniques, demonstrating both superior performance and 

reasonable computational time. P. Sundari et al. 2022 [24] 

Proposed a method to enhance the performance of 

recommendation systems in the Apache Spark Mllib big 

data environment. Their approach involves utilizing a 

hidden behavioral pattern mining technique. By 

implementing two levels of pre-processing methods, the 

data size at the item level is significantly reduced. 

Moreover, the approach effectively tackles the problem of 

data sparsity in Collaborative Filtering recommendations. 

N. Osman et al. 2021 [25] Utilized a sentiment-based 

model incorporating contextual information in the Apache 

Spark platform. To address the issue of domain sensitivity, 

a new approach was introduced, which involved 

combining the sentiment-based model with contextual 

information. An experiment was conducted to compare 

the effectiveness of the standard rating model, standard 

sentiment model, and contextual information model. The 

results indicated that the proposed textual-based model 

outperformed the traditional collaborative filtering in 

terms of accuracy. M. Awan et al. 2021 [26] Their study 

implemented a movie recommender system in a big data 

environment by using CF with the ALS algorithm within 

Apache Spark. For predicting the top-rated movies, they 

used a user's latest movie category search data as a 

reference for training the recommender engine. The 

approach involved model-based MF and successfully 

resolves various challenges associated with this method. 

S. Gosh et al.  2020 [27] Introduced an e-commerce 

recommendation system that applies the ALS algorithm 

with the MF technique on Apache Spark MLlib. The 

results prove a substantial decrease in the root mean 

square error. Consequently, the research shows that the 

ALS algorithm is well suited for training explicit feedback 

datasets where users offer ratings for items. Z. JI et al. 

2019 [28] Proposed the integration of user ratings, 

reviews, and social data to formulate a hybrid 

recommendation model in the Spark platform. This model 

combines Word2Vector for transforming review texts into 

vectors uses CoDA for community identification, and 

employs the linear regression (LR) algorithm for rating 

estimation. Experimental results illustrate that this 

approach significantly improves the accuracy in compared 

to a conventional matrix factorization model. K. Dahdouh 

et al. 2019 [29] Designed a distributed course 

recommender system to aid students in finding appropriate 

academic resources. Their recommendation system can 

efficiently manage vast amounts of data and support 

significant scalability through intensive and massively 

parallel data processing. They achieve this by leveraging 

the capabilities of Apache Spark and Apache Hadoop. M. 
Aljunid et al. 2019 [30] Proposed a movie recommender 

system based on the ALS algorithm with employing 

Spark. The research explores the optimal selection of the 

ALS algorithm parameters that can effectively enhance 

the performance of a robust Recommender System. After 

analyzing their findings, the study determines how the 

efficiency of developing the movie recommendation 

system engine is influenced by the selection of ALS 

algorithm parameters. Z. Xing et al. 2017 [31] Proposed a 

new approach for generating latent embeddings of podcast 

content in a content-based recommendation system. This 

method combines all the text-related features that are 

associated with the audio and then applies the NLP 

techniques. By using this approach, the embeddings are 

created to assess the similarity of content across several 

podcast items. 

On the other hand, this paper focuses on the 

importance of developing an effective recommender 

system by institutions and companies that are driven by 

the accessibility of big data. Traditional systems only 

depend on standard data such as user, item, and rating 

information and may fall short in precision. To address 

this limitation and enhance accuracy, integrating 

additional data, particularly textual information, becomes 

crucial. Leveraging NLP techniques is imperative for the 

effective analysis of large textual datasets. The research 

introduces a novel big data recommender system that 

enhances Collaborative Filtering outcomes by integrating 

NLP techniques with multiple attributes. Two machine 

learning models were constructed. Both employ the ALS 

algorithm within Pyspark. The first model did not 

incorporate NLP techniques, while the second integrated 

the NLP-based methods by using user review comments. 

The dataset is comprised of over 3 million ratings and 

reviews and collected from the Amazon website with a 

size of 3.1 GB. The results demonstrated significant 

accuracy improvements when integrating the proposed 

NLP-based techniques with multiple attributes. This study 

underscores the importance of utilizing NLP with adding 

supplementary information, such as review comments to 
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enhance the performance of big data recommender 

systems. 

3 Proposed recommendation system 
In this section, the design of an enhanced big data book 

recommendation system that integrates machine learning 

with NLP techniques is outlined. The proposed framework 

includes two forms of ALS algorithms. One with applying 

NLP techniques and the other without as shown in Figure 

2 which explains the overall system steps. In general, the 

framework encompasses nine distinct steps: 

 

1- The task involves gathering a large dataset, which is 

approximately 3.1 GB in size and contains over 3 

million user ratings from the Amazon website. This 

dataset is made available to developers and 

researchers, enabling them to utilize the data for 

scientific purposes. 

2- Typically, the primary dataset may contain 

numerous unnecessary columns, such as 

"marketplace" or "verified purchase," which add no 

value to the work. To accelerate the data processing 

and computation time, all these irrelevant attributes 

are removed.  

3- To enhance the accuracy, several preprocessing 

procedures have been applied. These encompass 

converting the file format from TSV to CSV, 

conducting data cleaning operations, data 

normalization, and various other related steps.  

4- The objective of this step serves two main purposes: 

to reduce computational time while maintaining 

accuracy. To achieve this, only a subset comprising 

20% of the large dataset was utilized. This involved 

dividing the entire dataset into five equal parts, with 

each part constituting 20% of the whole records, and 

conducting separate tests on each segment. In total, 

10 models were constructed, 5 models utilizing the 

traditional ALS algorithm, and the other 5 models 

employing the proposed ALS NLP-based method.  

5- In this phase, the required dependencies for machine 

learning and the Apache Spark platform have been 

prepared. 

6- The work is divided into two distinct methods. The 

first method utilizes the traditional ALS algorithm, 

while the second method employs the newly 

proposed ALS NLP-based approach. In the ALS 

NLP-based part, various NLP techniques have been 

applied to the textual comments to enhance the 

quality of the extracted knowledge. This includes 

Tokenization, Lemmatization, Stemming, Stop 

Word Removal, and culminates with Spell 

Checking, Syntax Checkers, and Word Embeddings. 

7- By handling each segment of the data, five lists of 

recommended books were created for each method. 

As a result, a total of 10 lists were obtained from 

both employed methods. Each list corresponds to a 

specific model. 

8- In this phase, each list of recommended books is 

assessed individually. 

9- A comparison was made between the results of the 

models within each method to evaluate the 

effectiveness of the NLP-based models in 

comparison to the models without NLP. This 

assessment was based on metrics such as Root Mean 

Squared Error (RMSE), Mean Absolute Error 

(MAE), the fraction of concordant pairs (FCP), and 

time performance. 

 

 
     Figure 2: The proposed system architecture and steps. 

 

4 Experimental and results 
The following subsections, present a comprehensive 

overview of the experiments, setup, and results. 

Subsection 4.1 discusses the experimental setup in detail, 

Subsection 4.2 provides a complete description of the 
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utilized dataset. Finally, subsection 4.3 presents the results 

and analysis for all the constructed models. 

4.1 Experimental setup 

Throughout the process of this work, the chosen 

integrated development environment (IDE) was Google 

Colab Pro-Plus with a GPU and TPUs runtime 

environment. This Jupyter Notebook environment comes 

with a paid version, runs completely in the cloud, and does 

not require any setup. Through the utilization of Google 

Colab, users have the ability to write and execute code, 

save and share their analyses, and directly access powerful 

computing resources from their web browsers [32]. The 

platform was specifically designed for Python code 

development and execution. It offered three subscription 

plans, comprising a free version and two paid versions: 

Colab Pro and Colab Pro Plus. The reason for using Colab 

Pro Plus is due to its provision of additional resources 

necessary for this project and a higher usage limit when 

compared to the free version. 

4.2 Dataset’s description  

This study utilized a real dataset obtained from the 

Amazon website to validate the effectiveness of the 

proposed methods [33]. The dataset specifically pertains 

to books and is presented in a Tab-Separated Values File 

(TSV) format. It contains various attributes, including 

customer id, product id, product title, star ratings, total 

votes, review headlines, review bodies, review date, and 

more. Analyzing this data required employing feature 

extraction and several natural language processing 

techniques to achieve satisfactory results. The dataset is 

quite big, consisting of over 3 million user ratings. The file 

size is 3.16 GB with 15 attributes and 3,105369 rows. 

Figure 3 displays a view of the last four rows in the 

dataset. 

 

 
Figure 3: A screenshot of the last four rows in the dataset. 

 

4.3 Results 

The proposed recommendation system was built using 

matrix factorization and the ALS algorithm, utilizing the 

Apache Spark machine learning library (MLlib) and the 

Python programming language. Specifically, the Python 

implementation is available within the Spark API, known 

as Pyspark. The driver memory and executor memory of 

Spark are set to 20 gigabytes. In this work, two ALS 

models were constructed: the first model did not utilize 

NLP techniques which means using a traditional technique 

by taking into account only user-item-rating without the 

review text. On the other hand, the second model which is 

the proposed work incorporates NLP techniques that 

consider the review comments made by the user. This 

means the ALS NLP-based model utilized user-item-

rating triplets as well as text reviews. 

It is worth mentioning that the entire dataset was 

divided into five equal segments, each representing 20% 

of the total data. For every segment, separate tests were 

conducted. The purpose of this division was twofold: to 

reduce computational time while maintaining accuracy 

levels. Thus, only a 20% subset of the dataset was used for 

each set of tests. In total, 10 models were constructed, 

consisting of five models using NLP-based and five 

without NLP. Notably, the results obtained from these 

dataset segments showed a high degree of similarity to 

each other.  

Any recommendation system is regression-based, adding 

metrics such as accuracy is inappropriate. State-of-the-art 

research in recommendation systems commonly utilizes 

RMSE and MAE. This work opted to include these 

metrics along with FCP for a more comprehensive 

assessment of system reliability. Furthermore, in order to 

evaluate the time performance of the recommender system 

in each model, the execution time was calculated. Hence, 

all these metrics provided valuable insights into how well 

the recommender system performed.  

The results of the ten constructed models as shown in 

Table 1 demonstrated that the ALS NLP-based models 

outperformed the ALS models that did not incorporate 

NLP techniques in the entire five parts. Fortunately, both 

RMSE and MAE metrics were drastically decreased to be 

closer to zero and the FCP metric is increased in the 

proposed NLP-based model as shown in Figure 4. But, the 

sole disadvantage of the ALS NLP-based is its high 

computational time for model building as shown in Figure 

5.  

Nevertheless, it is worth mentioning that the observed 

increase in computational time during the initial model-

building phase can be attributed to the intricate processes 

involved in constructing a robust and accurate model. 

Tasks such as feature extraction, and parameter tuning 

demand substantial computing resources, contributing to 

the initial time-intensive nature of this phase. However, 

it's crucial to emphasize that this high computational 

demand is a one-time investment. Consequently, Once the 

model is successfully built its deployment and application 

to new data showcase a substantial reduction in processing 

times. 
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Table 1: Comparison between the traditional ALS model 

and the proposed ALS NLP-based model. 

Dataset 

part 
Type RMSE MAE FCP 

Time 

 In 

Min. 

1st 20% 
Records 

ALS  0.76 0.58 0.49 7.12 

ALS 

NLP-

based 

0.55 0.49 0.54 101.36 

2nd 20% 
Records 

ALS  0.77 0.59 0.48 7.09 

ALS 

NLP-

based 

0.56 0.49 0.54 101.13 

3rd 20% 
Records 

ALS  0.75 0.57 0.49 7.18 

ALS 

NLP-

based 

0.54 0.48 0.53 102.53 

4th 20% 
Records 

ALS  0.76 0.58 0.49 7.01 

ALS 

NLP-

based 

0.54 0.49 0.54 101.39 

5th 20% 
Records 

ALS  0.75 0.57 0.50 7.28 

ALS 

NLP-

based 

0.54 0.47 0.55 102.58 

 

 
Figure 4: Results of the ALS model and ALS NLP-based 

model. 

 

 
Figure 5: Time performance of ALS model and ALS 

NLP-based model. 

5 Discussion  

The existing collaborative recommender system research 

avoids incorporating textual reviews with other attributes 

to enhance accuracy. The primary reason is the complexity 

of the system, especially in Big Data, which demands 

significant resources. In this system, the utilization of 

various text preprocessing steps, coupled with natural 

language processing techniques, has reduced complexity 

and execution time. Consequently, only 20% of the Big 

Data is utilized, striking a balance between processing 

time and accuracy by employing a shrinking step in the 

preprocessing. Shrinking involves reducing the content of 

selected attributes during the feature extraction phase 

while retaining their values. Therefore. the integration of 

NLP techniques and multi-attributes in Social Big Data 

recommendation systems holds significant promise for 

enhancing their performance. NLP empowers these 

systems to extract meaningful insights from the vast pool 

of unstructured textual data generated by users. This leads 

to better contextual understanding, enabling more accurate 

recommendations.  

6 Conclusion 

This paper highlights the increasing focus of institutions 

and companies on developing highly effective 

recommender systems due to the widespread availability 

of big data. Traditional recommender systems using 

standard information such as user, item, and ratings may 

not always yield precise results. To address this limitation 

and enhance accuracy, the recommendation system should 

include additional information such as textual data. 

Employing Natural Language Processing techniques 

becomes crucial when dealing with large textual data for 

effective data analysis. The article presents a novel big 

data recommendation system that improves collaborative 

filtering outcomes by using NLP techniques with multiple 

attributes. Two types of machine learning models were 

constructed for the recommendation system. Both models 

applied the Alternating Least Squares (ALS) algorithm 

within Pyspark. The first type did not incorporate NLP 

techniques, while the second type considered NLP-based 

techniques by integrating user review comments. The 

dataset used for evaluation contained more than 3 million 

ratings and reviews and was gathered from the Amazon 

website with a size of 3.1 GB. The results demonstrated 

significant enhancements in accuracy after integrating the 

proposed NLP-based techniques with multiple attributes. 

This research emphasizes the importance of using NLP 

and supplementary information such as review comments 

to enhance the performance of big data recommender 

systems. Future work will concentrate on constructing 

NLP-based models with deep learning algorithms in 

TensorFlow and PyTorch frameworks. Furthermore, 

attention will be directed to using hyperparameter 

optimization algorithms such as the Optuna optimization 

algorithm. 
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