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Self-certified public keys are proposed to eliminate the burden of verifying the public key before using. 
To alleviate reliance on system authority and strengthen the security of system, Chang et al propose a 
new digital signature schemes, no redundancy is needed to be embedded in the signed messages in this 
scheme. Moreover, Chang et al claimed that the schemes are still secure even without the trustworthy 
system authority, and only the specified recipient can recover the message in his authentication 
encryption schemes. Unfortunately, In this work, we analyze the security of Chang et al scheme and 
show that if the system authority is trustless, the scheme is insecure, namely, the system authority can 
recover the message without the private key of the recipient in Chang’ authentication encryption 
schemes. Finally, we propose an improved scheme to overcome the weakness of Chang et al scheme. 

Povzetek: Predstavljena je tehnika digitalnega certifikata z javnim ključem. 

 

1 Introduction 
 In traditional public cryptosystem, each user has two 
keys, a private key and a public key. The user can use his 
private key to produce a signature for a message, and any 
verifier can check whether this signature is valid or not 
by the user’s public key. The public key of all users is 
public in a public directory. However, these systems 
suffer from the well-known authentication problem. In 
order to ensure the authenticity of published public keys, 
usually there exists a certificate authority (CA) to issue a 
certificate for every public key. Then every user relies on 
CA to validate public keys in the system. 
Shamir introduced in 1984 the concept of identity-based 
cryptography[1]. The idea is that the public key of a user 
be publicly computed from his identity (for example, 
from a complete name, an email address or an IP 
address). Then, the secret key is derived from the public 
key. In this way, digital certificates are not needed, 
because anyone can easily verify that some public key 
PKU corresponds in fact to user U. However, the user’s 
private key is chosen by a trusted authority (TA). This 
approach makes user reliance on TA. 

Based on the above ID-based cryptography’s problem, 
the concept of self-certified public key was first 
introduced by Girault[10] in 1999. In the self-certified 
public key cryptosystem, each user’ public key is 
generated by the CA, while the corresponding private 
key in only known to the user. The authenticity of public 
keys is implicitly verified without the certificate. That is, 
the verification of the public keys can be carried out in 
the signature verification phase simultaneously. 
Recently, Tseng[8] et al proposed a new digital signature 
scheme with message recovery and two variants based on 
the self-certified public system above. There exists a 
trusted system authority in Tseng et al schemes; 
however, the trusted authority is not existent in real 
world. Thereby, Ya-Fen Chang et al [3] propose a new 
digital signature schemes with message recovery, which 
provide the same function as Tseng et al ‘s scheme 
without the assumption that TA is not necessary to be 
reliable. To demonstrate conveniently, we call the 
scheme of literature [3] as Chang scheme. In this work, 
we give a security analysis of Chang scheme, and show 
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that the scheme is insecure, namely, the system authority 
can recover the message without the private key of the 
recipient in Chang’ authentication encryption schemes. 
Finally, we give an improved scheme to overcome the 
weakness. 
The organization of this paper is shown as follows. In 
Section 2, we review Chang et al’s digital signature 
scheme and authentication encryption scheme. In Section 
3, we give security analysis to Chang et al scheme. Our 
improved digital signature scheme is presented in Section 
4. Finally, we draw some conclusions. 
 

2  Review of Chang et al Scheme 
In the section, we will brief describe Chang et al’s digital 
signature scheme with using self-certified public key and 
his authentication encryption, the scheme consists of 
three phases: the system initialisation phase, signature 
generation and message recovery phase .  

2.1 Signature Scheme with Message 
Recovery 

System initialization phase: in this phase, a system 
authority (SA) is responsible for generating system 
parameters; note that this system authority is trustless. He 
selects two same size safe large primes p and q , which 
satisfy 2 1p p′= + and 2 1q q′= + where p′ and q′ also 
are large prime, and he computes RSA 
modulus N p q= ⋅ . Then, he chooses a generator g of the 
order p q′ ′⋅ and a public collision-resistant hash function 

( )h ⋅  which accepts a variant-length input string of bits 
and produces a fix-length output string of bit as specified 
in [2]. Finally, the system authority keeps 

, , ,p q p q′ ′ secret, and publishes , , ( )g N h ⋅  public. 
When a user iU  with his identity iID intends to join this 
system, first he generates his public key. Therefore, he 
randomly chooses a number ix as his private key and 

computes modix
ip g N= . Then, the user iU  sends 

( ,i iID p ) to the system authority. After receiving 
( ,i iID p ), the system authority computes the public 

key
1 ( )( ) modih ID

i i iy p ID N
−

= −  of the user iU , the user 

iU can verify whether it holds by the 

equation ( ) modi ih ID x
i ip ID g N+ = . 

Signature generation phase: When a user iU wants to 
sign a message M, the signing procedure is as follows: 
Step1: the user iU  chooses a random number k. 
Step2: compute  

1 modkr M g n−= ⋅ , 
1

2 modk rr M g n− ⋅= ⋅  and 

1 2( )is r k x h r= ⋅ − ⋅ . 
The resultant signature on message M is 1 2( , , )r r s . 

Message recovery phase: after the recipient receives the 
signature 1 2( , , )r r s , he can verify the signature and 
recover the message M by the following steps: 
Step1: the verifier uses iID  and ip  of the signer to 
recover the signed message M by computing 

2( ) ( )
2 ( ) modih ID h rs

i iM r g p ID n= ⋅ ⋅ +  
 Step2: after recovering the message, the verifier checks 
the recovered message M further by the following 
equation 

11 1
1 2( ) mod modrr M n r M n− −⋅ = ⋅  

After the above verifications passes, it means that the 
signature is valid. 

2.2 Authentication Encryption Scheme 
Chang et al proposed two authentication encryption 
schemes based on the scheme above. One is called 
authentication encryption scheme which only allows that 
a specified receiver can verify and recover the signed 
message; the other is called authenticated encryption 
scheme with message linkages that is used to transmit 
large message. In fact, the second scheme is the 
extension of the first authentication encryption. We only 
consider the first scheme in the following. The scheme is 
divided into three phases: system initialization phase, 
signature generation phase, and message recovery phase. 
 System Initialization Phase 
The system initialization phase is the same as one of the 
above Chang et al’s signature. Because the space is 
limited, we omit it. 

2.2.1 Signature Generation Phase 
If the user iU wants to sign and encrypt a message M to a 
specified receiver Uj, the generation procedure of the 
signature is as follows. 
Step1: first chooses a random number k . 
Step2. compute 

( )
1 ( ) modjh ID k

j jr M p ID n−= ⋅ +  

       1( )
2 ( ) modjh ID kr

j jr M p ID n−= ⋅ +  and 

1 2( )is r k x h r= ⋅ − ⋅ . 
Step3: Ui sends the signature 1 2( , , )r r s to the verifier Uj.  

2.2.2 Message recovery phase 
After receiving the signature 1 2( , , )r r s , the verifier Uj 
recovers the message M and verifies that the signature 

1 2( , , )r r s is valid by the following equations. 
2( ) ( )

2 ( ( ) ) modji xh ID h rs
i iM r g p ID n= ⋅ ⋅ +  

And the verifier Uj further checks whether 
11 1

1 2( ) mod modrr M n r M n− −⋅ = ⋅ holds or not. 
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3 Security Analysis of Chang et al 
Signature and Authentication 
Encryption 

Chang et al claimed that their schemes are secure without 
the assumption that system authority is trustworthy. In 
his authentication encryption scheme, Chang et al 
claimed that only the specified verifier can recover the 
message M from the signature. Unfortunately, we show 
that if the system authority is trustless, we can attack this 
scheme.  
First, we give a security analysis to Chang et al primitive 
signature, and then we analyze the security of the 
authentication encryption. Because the authentication 
encryption is based on Chang et al signature scheme, if 
Chang et al signature scheme is insecure, then 
authentication encryption and the extension vision of this 
authentication encryption is also insecure. In the 
following, we will consider the security of the scheme. 
According to the above signature phase of Chang et al 
scheme, we know that a signature 1 2( , , )r r s of a message 
M satisfies 

1 modkr M g N−= ⋅ , 

1
2 modk rr M g N− ⋅= ⋅  

Supposed that the system authority is trustless, because 

the system authority knows the factoring of n, he also 

knows p q′ ′ , which is the order of the base g . Hence, he 

can perform as follows. 

Step1: this system authority computes 

1(1 )1

2

modk rr
g N

r
α − −= = . 

Step2: compute 1
1(1 ) modr p qβ − ′ ′= −  

Step3: compute 
1

1 1 1(1 ) (1 ) (1 )mod ( ) mod ( ) modk r k r rN g N g Nβ βγ α
−− − − − −= = =

 

modkg N−=  

Step 4: recover the message M as the following 

1 mod
r

M N
γ

=  

The system authority can recover the message M from 

the signature 1 2( , , )r r s without the information ( ,i iID p ) 

of the signer Ui. 

In the following, we consider how to attack the 

Chang et al authentication encryption. According to the 

signature phase of the Chang et al’s authentication 

encryption scheme, we know that the signature 

1 2( , , )r r s satisfy the following relation  

( )
1 ( ) modjh ID k

j jr M p ID N−= ⋅ +  

1( )
2 ( ) modjh ID kr

j jr M p ID N−= ⋅ +   

Supposed that the system authority is trustless, the 

system authority knows the factoring of n. According to 

the above way, the attack procedure is as follows: 

Step1: this system authority computes 

1( ) (1 )1

2

( ) modjh ID k r
j j

r
p ID N

r
α − −= = + . 

Step2: compute 1
1(1 ) modr p qβ − ′ ′= −  

Step3: compute  

1

1
1 1

( ) (1 )

( ) (1 )(1 )

mod ( ) mod

( ) mod

j

j

h ID k r
j j

h ID k r r
j j

N p ID N

p ID N

ββγ α
−

− −

− − −

= = +

= +
 

( )( ) modjh ID k
j jp ID N−= +  

Step 4: recover the message M as the following 
1 mod
r

M N
γ

=  

If the system authority intercepts the signature 
1 2( , , )r r s of the message M from the channel between the 

signer Ui and the recipient Uj, then he can recover the 
message M without the private key of the recipient Uj. 
According to the way alike, the attack mounts to the 
second authentication encryption. 

4  An Improved Scheme 
To overcome the weakness of Chang et al scheme, we 
suggest an improved scheme. In our improved scheme, 
System initialization phase is the same as one of Chang 
et.al. scheme. The difference is Signing phase and 
Verifying phase.  
[Signing phase] If the user iU wants to sign and encrypt 
a message M to a specified receiver Uj, the generation 
procedure of the signature is as follows. 
Step1: first chooses a random number k . 
Step2. compute 

( ) ( )
1 ( ) modjh ID kh M

j jr M p ID N−= ⋅ +  
1( )

2 ( ) modjh ID kr
j jr M p ID N−= ⋅ +  and 

1 2( )is r k x h r= ⋅ − ⋅ . 
Step3: Ui sends the signature 1 2( , , )r r s to the verifier Uj.  
[Verifying phase] After receiving the signature 1 2( , , )r r s , 
the verifier Uj recovers the message M and verifies that 
the signature 1 2( , , )r r s is valid by the following equations. 

2( ) ( )
2 ( ( ) ) modji xh ID h rs

i iM r g p ID N= ⋅ ⋅ +  
And the verifier Uj further checks whether 
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11 1 ( )
1 2( ) mod ( ) modr h Mr M N r M N− −⋅ = ⋅  

holds or not. 
Our improved scheme can extend to the same 
authentication encryption as Chang et al scheme. Here 
we omit it for the limited space. 
By revising 1r  into ( ) ( )

1 ( ) modjh ID kh M
j jr M p ID N−= ⋅ + ,  

we  prevent the above attack and make that anyone 
(except for the signer and the specified receiver) cannot 
recover the message M from the signature 1 2( , , )r r s , even 
if the system authority can not recover the message. 
Compared with the Chang et al scheme, only one more 
hash function is required in the improvement scheme; 
however, the hash computation is negligible. Therefore 
the improvement preserves the Chang et al claiming 
merits; namely, our scheme is secure without a trusted 
system authority and efficient.  

5 Conclusion 
Self-certified public keys are proposed to eliminate the 
burden of verifying the public key before using it. 
However, there exists a trusted authority in ordinary self-
certified public key system; the trusted authority is not 
guaranteed to be honest in the real world. To strengthen 
the security of system, Chang et al propose a new digital 
signature schemes, no redundancy is needed to be 
embedded in the signed messages. Moreover, the 
schemes are still secure even without the trustworthy 
system authority. In this work, we give a security 
analysis to Chang et al scheme and show that if the 
system authority is trustless, the scheme is insecure. 
Finally, we propose an improved scheme to overcome 
the weakness of Chang et al scheme.  
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This paper presents an algorithm to group correlated objects that are most likely to be requested by a 
client in a single session. Based on these groups, a centralized algorithm that determines the placements 
of objects to a cluster of web-servers is proposed to minimize latency. Due to the dynamic nature of the 
Internet traffic and the rapid changes in the access pattern of the World-Wide Web, we also propose a 
distributed algorithm where each site relies on some collected information to decide what object should 
be replicated at that site. The performance of the proposed algorithms is evaluated through a simulation 
study. 
Povzetek: Grupiranje objektov na spletu. 

 

1 Introduction 
An ever-increasing popularity of Word Wide Web has 
brought a huge increase in traffic to popular web sites. 
As a result, users of such web sites often experience poor 
response time or denial of a service (time-out error) if the 
supporting web-servers are not powerful enough. Since 
these sites have a competitive motivation to offer better 
service to their clients, the system administrators are 
constantly faced with the need to scale up site capacity. 
There are generally two different approaches to 
achieving this [1]. The first approach is to use powerful 
server machines with advanced hardware support and 
optimized server software. Unfortunately, this approach 
is expensive and complicated one and the issue of 
scalability and performance may persist with ever 
increasing user demand.  
 
The second approach, which is more flexible and 
sustainable, is to use distributed and a highly 
interconnected information system or distributed web 
server system (DWS). A distributed web server system is 
any architecture of multiple stand-alone web server hosts 
that are interconnected together and act as a logically 
single server [2]. A DWS is not only cost effective and 
more robust against hardware failure but it is also easily 
scalable to meet increased traffic by adding additional 
servers when required. In such systems, an object (a web 
page, a file, etc.) is requested from various 
geographically distributed. As the DWS spreads over a 
MAN or WAN, movement of documents between server 
nodes in an expensive operation [1]. Maintaining 
multiple copies of objects at various locations in DWS is 
an approach for improving system performance (e.g. 

latency, throughput, availability, hop counts, link cost, 
and delay etc.) [1-3].  
 
Web caching attempts to reduce network latency and 
traffic by storing commonly requested documents as 
close to the clients as possible. Since, web caching is not 
based on the users’ access patterns, the maximum cache 
hit ratio achievable by any caching algorithm is bounded 
under 40% to 50% [4]. 
 
A Proactive web server system, on the other hand, can 
decide where to place copies of a document in a 
distributed web server system. In most existing DWS 
systems, each server keeps the entire set of web 
documents managed by the system. Incoming requests 
are distributed to the web server nodes via DNS servers 
[5-7]. Although such systems are simple to implement 
but they could easily result in uneven load among the 
server nodes due to caching of IP addresses on the client 
side. 
 
To achieve better load balancing as well as to avoid disk 
wastage, one can replicate part of the documents on 
multiple server nodes and requests can be distributed to 
achieve better performance [8-10]. However, some rules 
and algorithms are then needed to determine number of 
replicas of each document/object and their optimal 
locations in a DWS. Choosing the right number of 
replicas and their locations can significantly reduce web 
access delays and network congestion. In addition, it can 
reduce the server load which may be critical during peak 
time. Many popular web sites have already employed 
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replicated server approach which reflects upon the 
popularity of this method [11].  
 
Choosing the right number of replicas and their location 
is a non-trivial and non-intuitive exercise. It has been 
shown that deciding how many replicas to create and 
where to place them to meat a performance goal is an 
NP-hard problem [12,13]. Therefore, all the replica 
placement approaches proposed in the literature are 
heuristics that are designed for certain systems and work 
loads. 
 
This paper proposes a suit of algorithms for replica 
placement in a Web environment. The first two 
algorithms are centralized in nature and third is a 
distributed one. For distribution of requests, we take into 
account site proximity and access cost. A detailed 
formulation of the cost models and constraints is 
presented. Since most of the requests in web environment 
are read requests, our formulation is in the context of 
read-only requests.  
 
The rest of the paper is organized as follow: Section 2 
reviews some existing work related to object replication 
in the web.  Section 3 describes the system model, 
centralized and distributed replications models and the 
cost function. Section 4 presents an algorithm to cluster 
highly correlated objects in a web environment.  Section 
5 presents a centralized and a distributed algorithm for 
object replication. Section 6 presents the simulation 
results and section 7 concludes the paper.  

2 Related Work 
The problem of replica placement in communication 
networks have been extensively studied in the area of file 
allocation problem (FAP) [14,15] and distributed 
database allocation problem (DAP) [16,17]. Both FAP 
and DAP are modeled as a 0-1 optimization problem and 
solved using various heuristics, such as knapsack 
solution [18], branch-and-bound [19], and network flow 
algorithms [20]. An outdated but useful survey of work 
related to FAP can be found in [14]. Most of the previous 
work on FAP and DAP is based on the assumption that 
access patterns are known a priori and remain 
unchanged. Some solutions for dynamic environment 
were also proposed [21-23]. Kwok et al. [24] and 
Bisdikian Patel [25] studied the data allocation problem 
in multimedia database systems and video server 
systems, respectively. Many proposed algorithms in this 
area try to reduce the volume of data transferred in 
processing a given set of queries. 
 
Another important data replication problem exists in 
Content Delivery Networks (CDN). Unlike FAP and 
DAP, in a CDN, a unit of replication/allocation is the set 
of documents in a website that has registered for some 
global web hosting service. In [26], the replica placement 
problem in CDN is formulated as an uncapacitated 
minimum K-median problem. In [27], different heuristics 
were proposed based on this K-median formulation to 

reduce network bandwidth consumption. The authors of 
[28] take storage constraint into consideration and reduce 
the knapsack problem to replica placement problem in 
CDNs. Li [11] proposed a suit of algorithms for 
determining the location of replica servers within a 
network. The objective of this paper is not to determine 
the placement of objects themselves but to determine the 
locations of multiple servers within a network such that 
the product of distance between nodes and the traffic 
traversing the path is minimized.  
 
Wolfson et al. [29] proposed an adaptive data replication 
algorithm which can dynamically replicate objects to 
minimize the network traffic due to “read” and “write” 
operations. The proposed algorithm works on a logical 
tree structure and requires that communication traverses 
along the paths of the tree. They showed that the 
dynamic replication leads to convergence of the set of 
nodes that replicate the object. It, however, does not 
consider the issue of multiple object replications. Further, 
given that most objects in the Internet do not require 
“write” operation, the cost function based on “read” and 
“write” operations might not be ideal for such an 
environment.  
 
Bestavros [30] considered the problem of replicating 
contents of multiple web sites at a given location. The 
problem was formulated as a constraint-maximization 
problem and the solution was obtained using Lagrange 
multiplier theorem. However, the solution does not 
address the issue of selecting multiple locations through 
the network to do replication. In [31], the authors have 
studied the page migration problem and presented a 
deterministic algorithm for deciding on where to migrate 
pages in order to minimize its access and migration costs. 
This study, however, deals only with page migration 
assuming that the network has k copies of a page. In 
addition, it does not address the problem of adding and 
deleting replicas to the system and presents no special 
algorithm for replica selection. It only assumes that the 
reads are done only from the nearest replica. 
 
Tensakhti et al. [13] present two greedy algorithms, a 
static and a dynamic one, for replicating objects in a 
network of web servers arranged in a tree-like structure. 
The static algorithm assumes that there is a central server 
that has a copy of each object and then a central node 
determines the number and location of replication to 
minimize a cost function. The dynamic version of the 
algorithm relies on the usage statistics collected at each 
server node. A test is performed periodically at each site 
holding replicas to decide whether there should be any 
deletion of existing replicas, creation of new replicas, or 
migration of existing replicas. Optimal place of replica in 
trees has also been studied by Kalpakis at el. [3]. They 
considered the problem of placing copies of objects in a 
tree network in order to minimize the cost of serving read 
and write requests to objects when the tree nodes have 
limited storage and the number of copies permitted is 
limited. They proposed a dynamic programming 
algorithm for finding optimal placement of replicas. 
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The problem of documents replication in extendable 
geographically distributed web server systems is 
addressed by Zhuo et al [1].  They proposed four 
heuristics to determine the placement of replica in a 
network. In addition, they presented an algorithm that 
determines the number of copies of each documents to be 
replicated depending on its usage and size. In [32] the 
authors also proposed to replicate a group of related 
documents as a unit instead of treating each document as 
a replication unit. They also presented an algorithm to 
determine the group of documents that have high 
cohesion, that is, they are generally accessed together by 
a client in a single session. 
 
Xu el al. [33] discussed the problems of replication proxy 
placement in a tree and data replication placement on the 
installed proxies given that maximum M proxies are 
allowed. The authors proposed algorithms to find number 
of proxies needed, where to install them and the 
placement of replicas on the installed proxies to 
minimize the total data transfer cost in the network. 
Karlsson et al. [34] developed a common framework for 
the evaluation of replica placement algorithms.  
 
Heddaya and Mirdad [35] have presented a dynamic 
replication protocol for the web, referred to as the Web 
Wave. It is a distributed protocol that places cache copies 
of immutable documents on the routing tree that connects 
the cached documents home site to its clients, thus 
enabling requests to stumble on cache copies en route to 
the home site. This algorithm, however, burdens the 
routers with the task of maintaining replica locations and 
interpreting requests for Web objects. Sayal el al. [36] 
have proposed selection algorithms for replicated Web 
sites, which allow clients to select one of the replicated 
sites which is close to them. However, they do not 
address the replica placement problem itself. In [37], the 
author has surveyed distributed data management 
problems including distributed paging, file allocation, 
and file migration.  

3 The System Models 
A replicated Web consists of many sites interconnected 
by a communication network. A unit of data to be 
replicated is referred as an object. Objects are replicated 
on a number of sites. The objects are managed by a 
group of processes called replicas, executing at replica 
sites. We assume that the network topology can be 
represented by a graph G(V, E), in which VN =  is the 

number of nodes or  vertices, and E  denotes the 
number of edges (links). Each node in the graph 
corresponds to a router, a switch or a web site. We 
assume that out of those N nodes there are n web servers 
as the information provider. Associated with every node 
v ∈ V is a set of nonnegative weights and each of the 
weights is associated with one particular web server. This 
weight can represent the traffic traversing this node v and 
going to web server i (i = 1,2,…,n). This traffic includes 

the web access traffic generated at the local site that node 
v is responsible for and, also, the traffic that passes 
through this it on its way to a target web server. 
Associated with every edge is a nonnegative distance 
(which can be interpreted as latency, link cost, or hop 
count, etc.).  
 
A client initiates a read operation for an object k by 
sending a read request for object k. The request goes 
through a sequence of hosts via their attached routers to 
the server that can serve the request. The sequence of 
nodes that a read request goes through is called a routing 
path, denoted by π. The requests are routed up the tree to 
the home site (i.e. root of the tree). Note that a route from 
a client to a site forms a routing tree along which 
document requests must follow. Focusing on a particular 
sever i, the access traffic from all nodes leading to a 
server can be best represented by a tree structure if the 
transient routing loop is ignored [11,13,29]. Therefore, 
for each web server i, a spanning tree Ti can be 
constructed rooted at i. Hence, m spanning trees rooted at 
m web servers represent the entire network. The spanning 
tree Ti  rooted at a site i is formed by the clients that 
request objects from site i and the processors (clients) 
that are in the path π of the requests from clients to 
access object k at site i.  

3.1 The Object Replication Models 
In this paper, we consider two object replication models: 
centralized and distributed. In the centralized model, 
each read request for an object is executed at only one of 
the replicas, the best replica. If kℵ  is the set of sites that 

have a replica of object k and 
i
kLCi

kC ,  denotes the cost of 
accessing object k at site i from the least cost site 
(denoted by i

kLC ), then 
 

iLC i
k = , if a replica of k is locally available at i 

k
ji

k
i
k jCjLC ℵ∈=  allover  minimum is  such that   ,

, otherwise 
 
That is, for a given request for an object k at site i, if 
there is a local replica available, then the request is 
serviced locally incurring a cost ii

kC , , otherwise the 
request is sent to site j having a replica of object k with 
the least access cost.  
 
In the centralized model, there is a central arbitrator that 
decides on the number of replicas and their placement 
based on the statistics collected at each site. Upon 
determining the placement of replicas for each object, the 
central arbitrator re-configures the system by adding 
and/or removing replicas according to the new placement 
determined by the arbitrator. The location of each replica 
is broadcasted to all the sites. In addition each site i 
keeps the following information: 
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i
kLC : The least cost site to i that has a replica 

of object k. 
ji

kC , : The cost of accessing object k at site i 
from site j on π. 

ji
kf , : The access frequency of object k at site i 

from site j on π. 

kℵ : The set of sites that have a replica of 
object k 
 

In the distributed model, there is no central arbitrator. 
Similar to centralized model, for a given request for an 
object k at site i, if there is a local replica available, then 
the request is serviced locally incurring a cost ii

kC , , 
otherwise the request is sent to site j having a replica of 
object k with the least access cost. After every time 
period T, each site makes the decision about acquiring or 
deleting a copy of an object based on the local statistics.  
 
3.2. The Cost Model 
 
Determining an optimal replication involves generating 
new allocations and determining their goodness. The 
evaluation is done in terms of an objective function 
subject to system constraints. The designation of an 
objective function reflects the view of goodness of object 
replication with respect to system design goals. It is not 
feasible to completely describe a system with just one 
objective function; instead the objective function should 
only capture the critical aspects of the system design. 
Also, the form and the parameters of the objective 
function should be proper. That is, if the objective 
function indicates that an allocation is better than the 
other one then the actual measurements should concur. 
Keeping in mind these considerations, we develop the 
objective function for object replication problem as 
follow: 
 
Suppose that the vertices of G issue read requests for an 
object and copies of that object can be stored at multiple 
vertices of G. Let there are total n sites (web servers) and 
m objects. Let ji

kf ,  is the number of read requests for a 
certain period of time t issued at site i for object k to site j 
on π.  Given a request for an object k at site i, if there is a 
local replica available, then the request is serviced locally 
with a cost ii

kC , , otherwise the request is sent to site j 
having a least access cost replica of object k with a cost 

i
kLCi

kC ,  as explained earlier. If X is an n × m matrix 

whose entry 1=ikx  if object k is stored at site i and 

0=ikx otherwise, then the cost of serving requests for 

object k  )1( mk ≤≤ at site i )1( ni ≤≤ is given by 
 

ii
k

ii
kik

LCi
k

LCi
kik

i
k CfxCfxTC

i
k

i
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The cost of serving requests for all the objects at site i is: 
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Hence, the cumulative cost over the whole network for 
all the objects can be written as: 
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Now, the replica placement problem can be defined as a 
0-1 decision problem to find X that minimizes (3) under 
certain constraints. That is, we want to  
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The first constraint specifies that each object should have 
at least one copy. If sk denotes size of object k and TSi is 
the total storage capacity of site i then the second 
constraint specifies that the total size of all the objects 
replicated at node i should not exceed its storage 
capacity. 

4 Object Grouping 
Almost all the proposed object/document placement and 
replication algorithms for web on web servers decide 
about the placement/replication of a complete web site or 
individual objects comprising a web site. Both of these 
methods are not realist. It has been shown in various 
studies that each group of users generally accesses a 
subset of related pages during a single session. 
Therefore, it is logical to group documents which have 
high correlation – that is, the documents that are very 
likely to be requested by a client in a single session. This 
would reduce the HTTP redirection throughout a HTTP 
session and hence improve the response time. Each group 
then can be replicated on web servers as a unit hence 
reducing the search space.  
 
In this section, we propose an algorithm to group objects 
that are highly correlated in the sense that they have high 
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probability of being accessed by a client in a single 
session. The proposed algorithm is an adaptation of the 
algorithm proposed in [38]. The major difference is that 
the algorithm in [38] produces non-overlapping groups, 
that is, each document is placed in a single group but the 
proposed algorithm may include an object in more than 
one group. This is particularly important since different 
users may request for different correlated objects during 
each session. Also, we use multiple sessions, instead of a 
single session, originating from a client to obtain object 
groups for the reasons explained. 
 
The proposed algorithm groups the objects into 
correlated object clusters based on the user access 
patterns which are stored in the system access log files. 
An access log file typically includes the time of request, 
the URL requested, and the machine from which the 
request originated (i.e. IP address of the machine). 
Below, we explain major steps of the algorithm. 
 

1. First the log file is processed and divided into 
sessions where a session is a chronological 
sequence of document requests from a particular 
machine in a single session. We assume that 
each session spans over a finite amount of time. 
It is important to note that the log file may have 
multiple sessions for the same user. This gives a 
better picture of the usage pattern of a user. 
Also, note that we have to make sure that each 
request from a machine should be recorded in 
the log file to obtain an accurate access pattern 
of users. This can be accomplished by disabling 
caching, that is, every page sent to a machine 
contains a header saying that it expires 
immediately and hence browsers should load a 
new copy every time a user views that page. 

2. In step 2, we create a correlation matrix. The 
correlation between two objects O1 and O2 is the 
probability that they are accessed in the same 
user session. To calculate correlation between 
O1 and O2, we scan the log file and count the 
number of distinct sessions in which O1 was 
accessed after O2 (count(O1,O2)) and calculate 
p(O1|O2)=count(O1,O2)/s(O1), where p(O1|O2) is 
the probability of a client visiting O1 if it has 
already visited O2 and s(O1) is the number of 
sessions in which O1 was accessed by a client. 
Similarly, we compute p(O2|O1)=count(O2, 
O1)/s(O2), where p(O2|O1) is the probability of  
O2 being accessed after O1  in a session, 
count(O2, O1) is the number of sessions in 
which O2 is accessed after O1 and s(O2) is the 
total number of sessions in which O2 is 
assessed. The correlation between O1 and O2 is 
the min(p(O1|O2), p(O2|O1)) to avoid mistaking a 
asymmetric relationship for a true case of high 
correlation. 

3. At step three, we first create a graph 
corresponding to correlation matrix in which 
each object is a vertex and each non-zero cell of 
the correlation matrix is mapped to an edge. The 

length of an edge is equal to the correlation 
probability between two vertices.  The edges 
with a small value are removed from the graph. 
We then group documents by identifying cliques 
in the graph. A clique is a subgraph in which 
each pair of vertices has an edge between them. 
The algorithm to identify cliques if given in 
figure 1. The algorithm always starts with a pair 
of vertices that have the longest edge between 
them. Both of these vertices are included in the 
group and edge is removed. Then we examine 
the rest of the vertices that have not been 
included in the group and select the next best 
vertex (a vertex with the highest edge value) 
that is connected to the vertices already included 
in the group and include it in the group. In this 
way we choose the objects that are highly 
correlated. The size of the clique is bounded by 
the longest session of its members since there is 
no need of including an object to a group if it is 
not accessed in the longest session. Each vertex 
that is not included in any of groups is included 
in a separate group having that vertex as its only 
member. 

 

 
Figure 1.Object grouping algorithm 

R = {vertices connected to at least one edge} 
while (R ≠ φ) { 

Find the longest edge in R with vertices O1
and O2 
V = { O1 , O2} 
G = R \ V, C = φ 
l=maximum size of V 
while ( |V| ≤ l ) { 

for (each vertex O in G) { 
if (O is connected to all vertices in 
V ){ 

Record the shortest edge 
between o and vertices in V 
Add O to V 

} 
} 
if (C ≠ φ ) { 

Choose the vertex O whose 
shortest edge to V is longest 
Add O to V 
Delete O from G and R 
C = φ 
l=l+1 

} 
else { 

delete O1 and O2 O1 and O2  from 
G and R 
break 

} 
} 
Construct a group for each remaining vertex 
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5 Object Placement and Replication 
Algorithms 

 
The replica placement problem described in the previous 
section reduces to finding 0-1 assignment of the matrix X 
that minimizes the cost function subject to a set of 
constraints. The time complexity of this type of problems 
is exponential. In the next section, we present our 
proposed centralized object replication algorithms.  

5.1 Centralized Greedy Algorithm 
Our first algorithm is a polynomial time greedy 
algorithm that is executed at a central server and decides 
the placements of replicas for each object. The algorithm 
proceeds as follows: First all the objects groups are 
organized in descending value of their density to make 
sure that the objects that are heavily accessed are 
assigned to the best server. For each object, we determine 
the number of replicas that should be assigned to various 
servers using the algorithm proposed in [32] (Rk denotes 
the number of replica each object k should have). The 
first object in a group is assigned to most suitable server 
and then all the other objects in the same group are 

allocated to the same server if it has enough capacity. 
The idea is that the documents in the same group have 
high probability of being accessed in the same session by 
a client; therefore, keeping them together will improve 
the response time. If an object cannot be assigned to the 
same server then we find a server with minimum access 
cost and assigned the object on that server. After a copy 
of an object is assigned, then we assign the remaining 
replica of each object to best servers not having a copy of 
that object and have the capacity for that object. The 
complete algorithm is given in figure 2. 
 
5.2. Distributed Object Replication Algorithm 
 
The algorithm presented in the previous section are 
centralized in the sense that a central arbitrator collects 
all the necessary statistics, determines the placement of 
the objects, and reconfigures the system in accordance 
with the newly determined allocation. This might involve 
removing/deleting replicas and adding or migrating 
replicas by the central arbitrator. However, in the 
distributed model, there is no central arbitrator. Rather, 
each site determines for itself which objects it should 
add/remove based on the current replica placement and 

Group objects using object group algorithm 
Arrange object groups in descending order of their density 
Arrange objects in each group in descending order of their density 
Determine the number of replicas for each object 
for (k=1; k<= no_of_objects; k++) replica_assignedk=0 
for g = 1 to no_of_groups { 

while (Gi ≠ φ ) { 
k = first_object_in _Gi 
A = k // set of objects allocated to j 
if (k has not been allocated) { 

j = site with minimum value of (2) such that no constraint is violated if a 
replica of k is allocated to j 
Allocate k at j  
replica_assignedk = replica_assignedk + 1 

} 
Gi = Gi  - k 
while (j has capacity and Gi ≠ φ  and ) { 

k = first_object_in _Gi 
Allocate k at j 
replica_assignedk = replica_assignedk + 1 
Gi = Gi  - k 
A= A ∪ k  

} 
 for ( each k in A ) { 

  for (r= replica_assignedk;  r ≤ Rk ; r++) { 
Find a site i not having a replica of k and has minimum value of ij

kC ,  and if a 
replica of k is assigned at j and no constraint is violated 
Assigned k at j  
replica_assignedk = replica_assignedk + 1 

} } 
} 

} 
 
Figure 2: Proposed replication algorithm (algorithm 1)
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locally collected statistics as described in section 3.1.  
 
Our proposed distributed object replication algorithm is a 
polynomial time greedy algorithm where each site keeps 
the replicas of those objects that are locally evaluated to 
be the best replicas. Assume that X (an n × m matrix) 
represents the current object replication. Initially X can 
be determined by using the algorithm proposed in the 
previous section. If  iK  and iξ  is the set of objects that 
are replicated at site i and the set of objects that are not 
replicated at site i respectively then each site, after every 
time period t, determines  which objects it should 
add/remove based on the current replica placement and 
locally collected statistics using the following proposed 
algorithm. The algorithm first calculates the unit 
loss/profit of removing the local replicas and then the 
unit profit of having replicas of those objects which are 
not available locally. It then sorts all the objects in 
descending values of their profit and replicates top n 
objects which it can accommodate without violating the 
constraints. The complete algorithm is given in figure 4. 

6 Experimental Results 
This section presents some performance measures 
obtained by simulation of the proposed algorithms. We 
have run several simulation trials. In each simulation run, 
we model the web as a set of trees having 100-600 sites. 
The total objects to be replicated were 2000 in all the 
simulation runs. We use different object sizes which 
follows a normal distribution. The average object size is 
taken as 10 KB and maximum size was taken as 100KB. 
About 64% objects sizes were in the range of 2KB and 
16KB. The storage capacity of a server was set randomly 
in such a way that total storage of all the servers was 
enough to hold at least one copy of each object at one of 
the servers. In each trial, we run the replica placement 
algorithms for 200,000 requests for different objects. We 
created log files by generating requests for objects for 

multiple sessions. This log file was used to group objects. 
The same log file was used by the proposed algorithms to 
collect various statistics. 
 
During a simulation run, each site keeps a count c of the 
total number of requests it receives for an object. The 
latencies are updated periodically for each replica using 
the formula )/(1 λµ −=T   where λ is the average 
arrival rate and µ is the average service time. Exponential 
service time is assumed with an average service rate of 
100 transactions/second. The value of T is propagated to 
the clients in the shortest path spanning tree. The cost 
(latency) at different sites is computed as follows: At the 
replica site, the average arrival rate is computed and the 
latency )/(1 λµ −=T  is broadcast to all the sites of 
the tree rooted as this replica. At a site i of the tree, the 
communication cost (set randomly) at the neighboring 
site j from which T is propagated is added to T. This 
quality will be the cost of accessing the replica from site 
i. At the end of every 20,000 requests, the mean latency 
required to service all the 20,000 requests is calculated 
and used as a performance measure of the simulated 
algorithms. 
 
We studied the performance of our proposed algorithms 
and compared it with that of random allocation algorithm 
[28] and greedy algorithm [13]. The random algorithm 
stores replicas at randomly selected nodes subject to 
system constraints. The number of replicas for each 
object was determined by density algorithm [1]. We pick 
one replica at a time with uniform probability and one 
node also with uniform probability; and store that replica 
at that node. If the node already has a replica of that 
object or allocation of replica at that node violates any of 
the constraints then another node is selected randomly 
until the replica is placed at a node. Since the object 
placement problem is NP-Complete and hence optimal 
solution cannot be obtained for large problems in a 

for (each object iKk ∈  ) { 
If (server i is the only server having a replica of object k)  

profitk = a_max_number 
else 

 profitk= k
ii

k
ii

k
i
k sCfTC /)( ,,−   

// i
kTC then the cost of serving requests for object k 

// at site i from the least cost site ij ≠  
} 
for (each object ik ξ∈  )  { 

profitk= k
LCi

kk
ii

k
ii

k
i
k sCsCfTC

i
k //)( ,,, −−  

} 
Sort all the objects in iiK ξ∪  in descending order of their profit values. 
Replicate the objects from the sorted list one by one until there is space available on 

server i.  
 
Figure 4. The proposed distributed algorithm (algorithm 2) 
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reasonable amount of time, the random algorithm 
provides a good basic on which we can determine how 
good a heuristic performs than that of a simple random 
algorithm. 
 
Figure 5 shows the average latency for all the simulation 
runs for different tree sizes. The figure shows that the 
average latency decreases for all the algorithms as the 
number of sites increases in the system. This is because 
of the fact that as the number of sites increases, more 
replica of an object can be placed. Also, note that the 
performance of algorithm 1 and algorithm 2 is 
comparable demonstrating the effectiveness of the 
distributed algorithm. The figure 6 shows the average 
performance of the algorithms for all the system 
configurations. It is evident that the proposed algorithms 
perform, on average, better than the greedy and the 
random algorithm. 
 
To demonstrate how algorithm 2 adapts to the access 
patterns, we performed a set of experiments. The initial 
allocation was obtained by randomly placing replicas of 
each object as explained before. After each 20000 
requests, the algorithm is run on each site. We observed 
the improvement in latency, first by calculating the 
latency if no reallocation of objects is done and then by 
allowing the algorithm to adjust the replication using the 
statistics. The results are shown in figure 7. It is evident 
from the figure that the algorithm reduces the latency 
every time it is executed. Initially the improvement is 
significantly high since the initial allocation was obtained 
randomly.  After a number of runs, the performance of 
algorithm 2 is comparable with that of algorithm 1. 

7 Conclusions 
Object replication on a cluster of web servers is a 
promising technique to achieving better performance. 
However, one needs to determine the number of replicas 
of each object and their locations in a distributed web 
server system. Choosing right number of replicas and 
their location is a non-trivial problem. In this paper, we 
presented an object grouping algorithm and two object 
replication algorithms. The object grouping algorithm 
groups web objects based on the client access patterns 
stored in access log file. The documents that are 
correlated and have high probability of being accessed by 
a client in a single session are put into the same group so 
that they can be allocated, preferably on the same server. 
The first proposed for object replication is a centralized 
one in the sense that a central site determines the replica 
placement in a graph to minimize a cost function subject 
to the capacity constraints of the sites. The second 
algorithm is a distributed algorithm and hence does not 
need a central site for determining object placement. 
Rather, each site collects certain statistics and decisions 
are made locally at each site on the objects to be stored at 
the site. Taken each algorithm individually, simulation 
results show that each algorithm improves the latency of 
the transactions performed at different sites as the 
number of sites is increased. A comparison of the 

proposed algorithms with greedy and random algorithms 
demonstrates the superiority of the proposed algorithms.  
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Figure6. Average latency for all simulation runs 
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by algorithm 2 
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