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The task of author profiling consists in specifying the infer-demographic features of the social networks’ 

users by studying their published content or the interactions between them. In the literature, many 

research works were conducted to enhance the accuracy of the techniques used in this process. In fact, 

the existing methods can be divided into two types: simple linear models and complex deep neural network 

models. Among them, the transformer-based model exhibited the highest efficiency in NLP analysis in 

several languages (English, German, French, Turk, Arabic, etc.). Despite their good performance, these 

approaches do not cover author profiling analysis and, thus, should be further enhanced. So, we propose 

in this paper a new deep learning strategy by training a customized transformer-model to learn the optimal 

features of our dataset. In this direction, we fine-tune the model by using the transfer learning approach 

to improve the results with random initialization. We have achieved about 79% of accuracy by modifying 

model to apply the retraining process using PAN 2018 authorship dataset. 

Povzetek: Članek predstavlja novo metodo za napovedovanje avtorjevega profila, ki temelji na modelu 

Fine-Tuning BERT. 

 

1 Introduction 

As defined by [6], author profiling (AP) is a Natural 

Language Processing (NLP) research domain that aims at 

deducing social-demographic data on the author or user of 

a specific application or software service. It consists first 

in extracting automatically, from the text, information 

showing the authors’ gender, age and other demographic 

features. These data are used in several fields such as in 

forensics, security and marketing.  

In the last decades, the main methods utilized in 

Natural Language Processing (NLP) are  deep neural 

networks relying on Transformers. As instance of these 

techniques, Self-attention Transformers and, particularly, 

the self-supervised-trained variants, also called BERT 

(Bidirectional Encoder Representations from Transform-

ers) models [26], showed high performance in several 

tasks such as text classification [18], Sentiment Analysis 

[14], question answering [38], natural language inference 

[45][40], etc. In fact, these novel methods have 

revolutionized NLP tasks by dropping the recurrent part 

and only keeping attention mechanisms.  

Indeed, transformers-based pre-trained language 

models, such as OpenAI GPT [3], BERT [26], RoBERTa 

[41], have proven their good performance in learning 

language representation by employing huge quantity of 

unlabeled data [4]. Nevertheless, their training is often 

performed on large monolingual English corpora or on 

multi-lingual corpora involving more than one  

 

hundred languages. Recent study has demonstrated that 

the performance of the fine-tuning from multi-lingual 

models is almost similar to that of monolingual models for 

low resource languages [1].  

Despite the wide use of the afore-mentioned methods, 

their accuracy for Arabic Author profiling should be 

further enhanced, particularly in tokenization level in the 

task of data processing. For this reason and as no previous 

has focused on the identification of the gender of the 

author form Arabic texts published on social networks 

using these models, we examine the efficacy of several 

multilingual models for AP tasks. Then we choose to fine-

tuned model. We are focusing on the Ara-BERTv2-base 

model in order to change its parameters and search for the 

most suitable ones for the gender identification task.   

The present manuscript is structured as follows. 

Section II presents the works deal-ing with author 

profiling. In Section III, we depict the introduced 

approach, the employed datasets, and the training details. 

Section IV shows a comparative study of the obtained 

findings with those obtained in the stat-of- the art and 

discusses the experimental results. We end the paper with 

a short conclusion. 

2 State of the art 
Several approaches and methods have been recently 

developed and applied in AP. 

We can classify these approaches into two categories. 

The first category includes traditional machine learning 

mailto:mounir.zrigui@fsm.rnu.tn


70 Informatica 48 (2024) 69–78 B. Bsir et al. 

methods [2]. The second category includes deep learning 

techniques. [11] [37] [14]. 

Traditional machine learning methods have been 

explored by researchers for the task of gender prediction 

in author profiling. Indeed, Poulston et al. in 2017 used the 

genism Python library for LDA topic extraction with SVM 

classifiers. Their results proved that the topic models are 

useful in developing author’s profiling systems. Argamon 

et al. in 2012 analyzed an analogous sample taken from 

the BNC consist-ing of fiction and non-fiction documents. 

Their corpus includes 604 texts equally divided by genre 

and controlled for authorial origin for a total size of 25 

million words. Their anal ysis consists in a frequency 

count of basic and most frequent function words, part-of 

speech tags and part-of-speech two-grams and three-

grams. The counts were processed by a machine-learning 

algorithm used to classify the texts according to the 

author’s gender. They obtained an accuracy of 80%. 

In 2017, Martinc et al based on the corpus collected 

from Twitter text written by four different languages 

(Arabic, English, Portuguese and Spanish), they obtained 

70.02 by using logistic regression by combining character, 

word POS n-grams, emo-ji’s, senti ments, character flood 

in gland lists of words per variety in PAN 2017 

competition.  

González-Gallardo et al. predicted the gender, age and 

personality traits of Twitter users. They accounted stylistic 

features represented by character N grams and POS N-

grams to classify tweets. They applied Support Vector 

Machine (SVM) with a linear kernel called LinearSVC 

and obtained 83.46% for gender detection [16]. 

While these methods have shown some success, they 

are often limited by the quality of the features used and the 

complexity of the task, which can lead to lower accuracy 

compared to deep learning methods. 

In the last three years have been many recent 

modeling improvements on NLP tasks. These models 

have largely focused on building separate models for each 

language or for a small group of related languages. 

However, Transfer Learning from large-scale pre-trained 

models in Natural Language Processing (NLP) becomes 

more prevalent they often have several hundred million 

parameters and current research on pre-trained models 

indicates that training even larger models still leads to 

better perfor-mances on NLP tasks [5][41]. 

Indeed, Devlin and Chang proved that the main 

challenge in NLP consists of the small quantity of the 

training data [26]. To deal with this issue, they have 

suggested transformer-based models trained on huge 

unlabeled datasets (e.g., Wikipedia’s dataset). The authors 

were able to apply the pretrained models on smaller 

datasets without the need for developing training models 

from scratch. De-spite the fact that the proposed technique 

provided high accuracy in executing various NLP tasks 

[26][29], “fine-tuning” should be performed on the 

pretrained models before being applied on smaller da-

tasets. As example of the pretrained models, we can 

mention the bidirectional en-coder representations from 

transformers (BERT) characterized by its bidirectionality.  

In 2017, Vaswani et al introduce a new language 

representation model called BERT, which stands for 

Bidirectional Encoder Representations from 

Transformers. It’s designed to pre-train deep bidirectional 

representations from unlabeled text by joint-ly 

conditioning on both right and left context in all layers. It 

obtains new state-of-the-art results on eleven natural 

language processing tasks, including pushing the GLUE 

score to 80.5, MultiNLI accuracy to 86.7%, SQuAD v1.1 

question answering Test F1 to 93.2 and SQuAD v2.0 Test 

F1 to 83.1[28]. Unlike Radford et al. [3], which uses 

unidirectional language models for pre-training, BERT 

uses masked language models to enable pretrained deep 

bidirectional repre-sentations. It’s also reducing the need 

for many heavily engineered task specific architectures. 

BERT is the first finetuning based representation model 

that achieves state-of-the-art performance on a large suite 

of sentence-level and token-level tasks, outperforming 

much task-specific architecture [3]. 

Ai, M. proposed the tasks of Russian news event 

detection. They present datasets for the Russian news 

event clustering, headline selection, and headline 

generation tasks along with baselines. Authors 

demonstrated the successful models were classifica-tion-

based BERT models. However, it turns out clustering 

embeddings can be almost as effective when trained with 

correct pooling and loss function [2]. 

 Rangel et al. in 2021 explored the use of the BERT 

language model for author pro-filing in multiple 

languages. The authors found that the BERT model 

achieved high accuracy rates for gender and age prediction 

in several languages. they achieved an accuracy of 96.4% 

for gender prediction and 77.5% for age prediction on the 

English dataset, and an accuracy of 92.3% for gender 

prediction and 62.5% for age predic-tion on the Spanish 

dataset. The study also evaluated author profiling in 

French, Portuguese, and Italian, achieving similarly high 

accuracy rates. [10]. 

In the same year, 2021, other study used a 

combination of n-gram-based features and a random forest 

classifier to predict the gender and age of authors was 

presented by Khader and Al-Ani. The results showed that 

the approach achieved high accuracy rates, particularly for 

gender prediction. Indeed, for gender prediction, the 

approach achieved an accuracy rate of 97.9%, while for 

age prediction, the accuracy rate was 91.3%. 

In 2019, Victor SANH et al. Show that it is possible 

to reach similar performances on many downstream-tasks 

using much smaller language models pre-trained with 

knowledge distillation, resulting in models that are lighter 

and faster at inference time. It is possible to reduce the size 

of a BERT model by 40%, while retaining 97% of its 

language understanding capabilities and being 60% faster 

[18]. 

For instance, while processing the word bank (which 

have two meanings (financial institution or the shore of a 

river), the BERT model analyzes all words in the sen-tence 

at both valences and produces a score showing the best 

representation of the meaning of the words in a specific 

context. 

The main objective of this research work is to study 

the impact of the common pre-processing methods utilized 
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to determine the author’s age and gender in case of using 

the pretrained model called BERT.  

The following section presents first the existing 

research works based on the preprocessing techniques 

applied in author profiling. Then, the implementation of 

the five considered cases of the preprocessing methods 

and the different steps of each con-ducted experiment is 

detailed. Subsequently, the findings obtained in the 

experiments are described and the impacts of each 

preprocessing method on the accuracy of the model in 

predicting the authors’ gender are discussed. Finally, in 

the conclusion, we show briefly the important results of 

the current work study and highlight the directions of our 

future work. 

[13] employed the NN model with GRU to determine 

the writer’s by examining Facebook's and Twitter posts. 

The used NNP model input was prepro-cessed and divided 

into two layers: embedding layer and stylometric features 

extrac-tion phases. In fact, the embedding layer output 

was linked to a bidirectional GRU layer and then, to an 

activation layer. However, the stylometric features were 

nor-malized and attached directly to the same activation 

layer utilized after the GRU layer. The authors compared 

the obtained findings, which are inferior to the best result 

in PAN'AP (2017), to the best findings provided by Basile 

et al. in PAN' AP (2017).  

In 2017, Estruch et al. enhanced an early fusion 

model, which was based on perform-ing fusion after the 

decision level single source classification. The authors 

achieved 91% GI accuracy on an English dataset in 

Singapore retrieved from Foursquare, Instagram and 

Twitter. 

The approach developed by Sebastian Sierra and al. in 

2018 was applied to assess the authors’ gender employing 

multi-modal information (texts and images). The multi-

modal representation was learned using GMUs. Indeed, 

accuracy rates equal to 0.74 and 0.81 were obtained in the 

multi-modal scenario for the test partition for English, 

Spanish and Arabic, respectively. 

Moreover, the gold standard data was translated by 

Veenhoven et al in 2018 into the language of interest. Bi-

LSTM and CNN architectures were also utilized to solve 

the GI problem by considering PAN-AP (2018) dataset. 

By considering the RNN, the highest obtained GI accuracy 

was equal to 79.3%, 80.4% and 74.9% for English, 

Spanish and Arabic languages, respectively. 

The deep learning approach introduced by Yasuhide 

Miuraand et al. (2017) provided the best result when 

applied on the Portuguese language. The authors used the 

Re-current Neural Networks (RNN) for words and 

Convolutional Neural Networks (CNN) for characters. 

Therefore, they obtained two representations of various 

levels for a single message. The representations were, 

then, classified according to the writers’ gender by 

employing attention mechanism, max-pooling layer and 

fully connected layer. More precisely, the word 

embeddings layer was first trained by the skip-gram. On 

the other hand, in the character embedding layer, weights 

were arbi-trarily initialized using the uniform distribution. 

In 2013 [20], 2014 [21] and 2015 [22] PAN 

competition, the age and gender profiling was performed  

by analyz-ing the English and Spanish datasets and 

applying the traditional supervised machine learning 

approaches, namely Logistic Regression, Random Forest, 

SVMs, etc. The objective of PAN competition organized 

in in 2016 [23] consists in validating the robustness of 

techniques from the cross-genre perspective. The obtained 

results showed that SVMs were the dominant paradigm. 

Then, F. Rangel et al in 2017 added, in 2017, two more 

languages (Arabic and Portuguese) to the dataset. 

Although SVMs were selected by several participants, 

deep neural networks (i.e., Windowed Recurrent 

Convolutional Neural Network as an extension of the 

Recur-rent Convolutional Neural Network) attained the 

state-of-the-art performance in terms of gender 

identification. 

Among the PAN 2017 tasks, we cite the gender 

identification from Twitter texts. Concerning the Arabic 

language, the best model relied on representing the text as 

a vector including the combinations of character, word and 

POS n-grams with emojis, character flooding, and 

sentiment words. Besides, logistic regression was 

employed to train the classifier [34]. Approaches for 

predicting an AP can be broadly categorized into three 

types of methods as shown in table1. 

Since the task of determining an author's profile can 

be seen as a classification task, we can benefit from pre-

trained models. Indeed, pre-trained language models like 

BERT, GPT, ELMo, etc., capture extensive linguistic 

knowledge from large amounts of textual data. These 

models can be fine-tuned for specific authorship profiling 

tasks. on one side, by employing pre-trained models, 

transfer learning enables the transfer of general language 

and contextual knowledge to more specific author 

attribution tasks. This can enhance the models' ability to 

grasp subtle characteristics of an author's writing style. On 

the other side, Transfer learning is particularly useful 

when specific datasets for author attribution are limited. 

By fine-tuning pre-trained models on smaller datasets, 

better performance can be achieved with fewer specific 

data. 

3 The Proposed Approach 
The present work presents a fine tune model Approach. 

More specifically, we build an Arabic pretrained model 

based on the Ara-BERTv2-large model which is an 

improved version of BERT model [26] To design the 

proposed model, multi-lingual transformer models trained 

on large corpus, were fine tuned. The general architecture 

of this model is shown in Figure 1.

 

 

 

 

 



72 Informatica 48 (2024) 69–78 B. Bsir et al. 

Table 1: Three types of methods for authorship identification task

  

Approaches  Example of features Example of authors and Results  

stylometry 

methods 

The total number of 

characters  

The number of capitalized 

letters  

Character N-Grams  

The ratio of capital letters to 

total number of characters  

The ratio of white-space 

characters to total number of 

characters   

Corney & al 2002 described an investigation of authorship gender 

attribution mining from e-mail text documents. They obtained 70.2 

% precision rate for gender detection. 

Koppel and Peneebaker, analyzed a corpus of 71,000 blogs 

incorporating almost 300 million words. They obtained 43.8% and 

86% for age and gender accuracy prediction, respectively (Schler & 

al 2006). 

In 2016 Bilan & al 2016, built a Cross-genre Author Profiling System 

(CAPS). Their system attained 74.36% accuracy for gender 

identification. 

Content-

based 

methods 

Frequency of Function 

words  

The Number of contraction 

words  

Frequency of punctuations  

Stopwords  

The proportion ratio of 

singular to plural nouns and 

proper nouns and pronouns 

Busger et al., 2016 obteined 0.5575 accuracy for gender 

identification in English data PAN 2016 competition. 

Dichiu & al 2016, applied SVM classifier and neural network on TF-

IDF and verbosity features. Their results are almost similar to those 

provided in Bayot & al 2016. They got 61.5% gender accuracy and 

41.03% age accuracy.  

Deep 

learning 

models 

- subword character 

embedding  (word 

- n-gram embeddings 

- GloVe 

- FastText 

- ELMo (Embeddings from 

Language Models) 

Nils Schaetti et al., 2017 used TF-IDF and a Deep-Learning model 

based on Convolutional Neural Networks. They obtained 0.66%, 

0.73%, 0.81% and 0.57% of accuracy in the test partition for English, 

Spanish, Portuguese and Arabic respectively in PAN 2017 

competition. 

Salvador et al., 2017 generated embeddings of the authors’ text based 

on subword character n-grams.  They got 0.7919 for gender 

identification in PAN 2017 competition1. 

Victor SANH et al, 2019 showed that it is possible to reach similar 

performances on many downstream-tasks using much smaller 

language models pre-trained with knowledge distillation, resulting in 

models that are lighter and faster at inference time. It is possible to 

reduce the size of a BERT model by 40%, while retaining 97% of its 

language understanding capabilities and being 60% faster. 

 

 

 

The PERT tokenizer, trained by the WordPiece 

tokenization, was used to split the input text into a list of 

tokens. Such division reveals that means that a word can 

be broken down into several sub-words. The BERT vector 

assigned to a word is a function of the entire sentence. 

Therefore, a word can have different vectors according to 

the contexts in which they are used. There are different 

built-in tokenizers. The basic one is character tokenizer. 

However, the pretrained Arabic BERT utilizes a word-by-

word tokenizer. 

3.1 Corpus  

The dataset, collected from Twitter, is part of the author’s 

profiling task of PAN@CLEF 2018. For each tweet 

collection, Arabic texts are composed of tweets written by 

2400 authors: 100 tweets per authors. Four varieties of the 

Arabic language were used in this corpus: Egypt, Gulf, 

Levantine and Maghrebi. 

 

 
1 https://pan.webis.de/clef17/pan17-web/ 

3.2 Pre-training model 

Ara-BERTv2-large was trained to learn the distributed 

representation from the unlabeled texts by jointly 

conditioning on the left and right contexts of a certain 

token. The models were trained for 10 epochs with 

learning rate 1e-5 employing cross entropy loss criterion 

and Adam optimization algorithm. 32 samples were 

utilized in each mini batch, except when this did not fit in 

memory. During the training phase, a sequence of fixed 

length was used and padding or truncate was applied when 

necessary. The sequence length consists of 30, 100. 

Besides, all model parameters were fine-tuned during 

training, i.e., no layer was kept frozen. The model with the 

best validation set performance was evaluated on the test 

dataset. 
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Figure 1 : The architecture of XLM-RoBERTa Approach.

3.3 Regularization of hyperparameters 

This section details the fine-tuning of hyperparameters. 

The selected values and hyperparameters were determined 

through various tests, considering only those values that 

demonstrated optimal performance for the introduced 

model. 

During the pretraining phase, we employed an Adam 

optimizer with a learning rate of 1e-8, a batch size of 64, 

a maximum sequence length of 512, and a masking prob-

ability of 15%. Additionally, a dropout rate of 0.1 was 

utilized to prevent model overfitting. All models were 

trained using a batch size of 16 and 5 epochs. 

We leveraged Python within the Google Colab 

environment, a cloud service by Alphabet Inc., for 

implementing deep learning algorithms. Colab provides 

access to accelerated cloud tensor processing units (TPUs) 

developed by Google, each boast-ing up to 180 teraflops 

of computation power and high-bandwidth memory on a 

sin-gle board. In this study, Colab Pro was used, providing 

virtual machines (VMs) with doubled memory compared 

to standard Colab VMs. 

To ensure uniform input sizes for Ara-BERTv2-large, 

we set a maximum sentence length of 128. Inputs were 

adjusted by padding and truncating until all sequences 

reached this length, employing the "pad_sequences" 

Python function with the "post" value for both padding 

and truncation, ensuring these operations occurred at the 

end of the sequences. 

4 Experimentation 

4.1 Preprocessing 

We apply our preprocessing function before 

training/testing on any dataset. We used the library 

farasapy for segmentation, stemming, Part Of Speech 

tagging (POS tagging) and diacritization. Also use the 

unpreprocess function to reverse the preprocessing 

changes, by fixing the spacing around non alphabetical 

characters, and also de-segmenting if the model selected 

need pre-segmentation. 

 

 

 

 

 

Figure 2: Example of the unpreprocess function. 

4.2 Results  

We approached this phase in 2 steps. The first serves as a 

pre-selection step. In this step, we choose the best-

performing model for gender detection, in order to 

compare it in a second step with the XLM-RoBERTa 

model. Indeed, AraBERT comes in 6 variants. Each 

variant of AraBERT is pre-trained on a large cor-pus of 

Arabic text and can be fine-tuned on specific downstream 

tasks. In order to explore the most adopted variant for 

authorship detection task, we experiment with the six 

variants presented in the table below. We rely on the PAN 

2018 corpus da-taset to test these models.  

For hyperparameters setting, we used the same 

parameters in the different experiments for all the models: 

a peak learning rate to 1 × 10−5, maximum sequence 

length 128 tokens, batch size 64, 10 training epochs. Two 

objective functions are used during the language model 

pretraining step. The bidirectional nature ensures that the 

model can effectively make use of both past and future to-

kens for this. The second objective is the next sentence 

prediction (NSP) task. 

The results show that Ara-BERTv2-large achieved 

the highest accuracy, 79.7%, while Ara-BERTv2-base and 

Ara-BERTv1-base followed closely with an accuracy rate 

of 78.1%. Our experiments demonstrate that Ara-

BERTv2-base, the largest model with 345 million 

parameters, is the most effective for the gender detection 

task in the Arabic language. 

Upon exploring the obtained results, we notice that 

the difference in accuracy between the different tested 

models does not exceed 1%. These models, despite being 

trained using different pre-training objectives, such as 

masked language for Ara-BERTv2-large or masked 

language combined with next sentence prediction 

objectives for Ara-BERTv0.1-base, are highly effective 

for NLP tasks and outperform ML algorithms or N-Gram 

models.

 output_text = " '      +           '    '      '    :   +                 + 

            +       " 

arabert_prep.unpreprocess(output_text) 
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Table 2: Performance of different models for gender identification task 

Model 
HuggingFace 

Model 
Size 

(MB/Params) 
Pre-Segmentation 

DataSet 

(Sentences/Size/nWords) 
Accuracy 

AraBERT

v0.2-

Twitter-

base 

bert-base-

arabertv02-

twitter  

543MB / 

136M 
No 

Same as v02 + 60M Multi-

Dialect Tweets 
0,763 

AraBERT

v0.2-

Twitter-

large 

bert-large-

arabertv02-

twitter  

1.38G / 371M No 
Same as v02 + 60M Multi-

Dialect Tweets 
0,771 

AraBERT

v0.2-base 
bert-base-

arabertv02 

543MB / 

136M 
No 200M / 77GB / 8.6B 0,767 

AraBERT

v0.2-large 
bert-large-

arabertv02 

1.38G / 371M No 200M / 77GB / 8.6B 0,765 

AraBERT

v2-base 
bert-base-

arabertv2 

543MB / 

136M 
Yes 200M / 77GB / 8.6B 0,781 

AraBERT

v2-large 
bert-large-

arabertv2 

1.38G / 371M Yes 200M / 77GB / 8.6B 0,797 

AraBERT

v0.1-base 
bert-base-

arabertv01 

543MB / 

136M 
No 77M / 23GB / 2.7B 0,771 

AraBERT

v1-base 
bert-base-

arabert 

543MB / 

136M 
Yes 77M / 23GB / 2.7B 0,781 

 

 

Figure 3: Accuracy of Ara-BERTv2-large model. 

 

 

Figure 4: Fine tuning of Ara-BERTv2-large model. 

 

 

Figure 4 : Confusion matrix of the trained Ara-BERTv2-

large 

In terms of the adopted model's generalization, we will 

then compare it with XLM-RoBERTa, which is a 

multilingual model. This comparison can provide in-sights 

into the effectiveness of the Ara-BERTv2-large model for 

Arabic language tasks and whether a more general 

multilingual model is more suitable for the task at hand. 

This comparison can also help researchers and 

practitioners to choose the most appropriate model for 

their specific use case and language. Indeed, XLM-

RoBERTa is the multilingual variant of RoBERTa trained 

with a multilingual MLM on one hundred languages, with 

more than two terabytes of filtered Common Crawl da-

ta.XLM-RoBERTa showed its superiority over BERT by 

its trainability on larger datasets, using larger vocabulary 
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as well as on longer sequences with larger batches in some 

cases. NSP task was removed and only MLM loss was 

used for pretraining. XLM-RoBERTa exhibited 

impressive performance in several multilingual NLP tasks 

and can perform comparably to monolingual language 

models (A. Conneau and al, 2019). 

To fine-tune XLM-RoBERTa model for gender 

detection, we run fine-tuning experiments on single GPUs 

using Transformers software. Then, we fixed the peak 

learning rate to 1 × 10−5, maximum sequence length 128 

tokens, batch size 64, 15 training epochs. We were also 

experimenting with other hyperparameters setting, but this 

one gave consistently the best results across all models and 

datasets. After each training epoch, we evaluated the 

model on the development dataset (if not pre-sent in the 

dataset, we randomly held out 10% of the training samples 

as a develop-ment data) and at the end, we used the best 

model for evaluation on the test dataset. 

 

Model  Accuracy Recall F1-Score 

XLM-RoBERTa 0,768 0,75 0,84 

Ara-BERTv2-

large 

0,797 0,76 0,82 

Table 3 : Performance of Ara-BERTv2-large and XLM-

RoBERTa 

4.3 Discussion  

Our fine-tuned Ara-BERTv2-large model has achieved 

higher accuracy (79.7%) on the test data set compared to 

XLM-RoBERTa (76.8%), as shown in Figure 3 and Table 

2. This confirms the suggestion that a model specifically 

designed for a particular language can perform better than 

a more general multilingual model in tasks related to that 

language. Indeed, even when compared to the other 

models trained specifically on the Arabic language, as 

shown in the table1, we can see that XLM-RoBERTa 

remains less competitive and only outperforms 3 out of 8 

models. 

The reason for this is found in the scale of the Ara-

BERTv2-large model, encompassing an increased number 

of parameters, layers, and a larger hidden size. Conse-

quently, this heightened capacity enables it to capture finer 

and more intricate patterns, particularly in the context of 

social media platforms and Arabic datasets, which often 

include dialectal variations. 

As a baseline, we used three results obtained in 

PAN@CLEF as a baseline method to assess our technique 

and show its efficiency. Those obtained by applying deep 

learn-ing method in PAN@CLEF2017: the result of [21] 

based on using BRNN Gated Recurrent Unit and [24] 

relying on CNN architecture as well as the best results of 

gender identification obtained in PAN@CLEF2017 [27]. 

Kodiyanand et al. in 2017, utilizing GRU, achieving 

a 71.50% result, and another by Miura et al. in 2017, 

employing CNN and obtaining a 76.44%.  

The results from the conducted experiments 

demonstrated that the developed Ara-BERTv2-large 

achieved state-of-the-art performance on Arabic datasets. 

This vali-dates our initial hypothesis and underscores the 

effectiveness of pre-trained models for the Arabic 

language, particularly when dealing with dialectal 

variations. It emphasizes how these models, with their 

sophisticated architecture and extensive training on 

Arabic text, can comprehend the intricate nuances and 

complexities within the language. This success reinforces 

the value and potential of deep learning techniques 

specifically designed for Arabic NLP tasks, showcasing 

their ability to achieve state-of-the-art results in handling 

various linguistic challenges present in Arabic datasets. 

5 Conclusions 
The novelty of this work consists in conducting the Arabic 

author profiling experi-ments by focusing on the gender of 

the social networks’ users. In this task, the trans-fer 

learning methods were utilized, for the first time, on the 

Arabic language. 

Three deep learning models were applied with words 

embeddings for the prediction of Twitter Arabic authors’ 

gender. 

The experimental results revealed that the suggested 

model, called XLM-RoBERTa and used as a contextual 

embedding technique outperforms the models Ara-

BERTv2-base. To sum up, deep learning techniques are 

not very efficient in detecting the authors’ profile and, 

more precisely, his/her age and gender. As future work, 

we will explore and enhance the performance of deep 

learning approaches in author’s profiling by augmenting 

the size of the training set, using different tuning 

parameters, and employing various types of word 

embeddings). 
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