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In the paper, an improved clone selection algorithm for cryptography optimization is proposed, the 

algorithm integrates genetic algorithm with immune computing and makes use of reproduction and 

mutation operator to maintain the diversity and optimization of candidate objects. As an experiment of 

the clone algorithm, a blind signcryption scheme with immune optimized parameter is proposed. In the 

signcryption scheme, parameters generated with clone selection have relatively higher level of fitness 

and thus avoids the arbitrary selection of essential parameters. Then we analyze the efficiency and 

feasibility of immune optimization algorithms with experiment data from the signcryption scheme. The 

reproduction operator in the algorithm can greatly improve the fitness level of candidate group, while 

the mutation operator effectively maintains the diversity of candidate individuals. In the experiment, the 

optimization coefficient (OC) reaches 0.9301 when the clone algorithm is executed just once. Lastly, we 

make detailed comparison between the optimized signcryption scheme and other typical schemes, 

including the blind signature of D.Chaum and the ECDSA signature. The data from the experiment and 

comparison show that the optimization algorithm can effectively improve the efficiency and accuracy of 

parameter optimization in cryptography systems. 

Povzetek: Predstavljen je izviren algoritem za kriptografsko optimizacijo, ki temelji na genetskih 

imunskih sistemih.  

1 Introduction 
Artificial immune system is an important branch of 

computation intelligence; it simulates the architecture 

and operating pattern of biological immune system and 

makes full use of the superior bionic mechanisms. In 

terms of computing ability, biological immune system is 

a self-adaptive and self-organized system with highly 

distributed and parallel architecture, and it has prominent 

capability in learning, recognition, memorizing and 

property extracting. Artificial immune system is an 

application-orientated model of biological immune 

system based on the bionic mechanisms; it also has 

superb capability in data processing and problem solving. 

Presently, artificial immune system has been widely 

applied in pattern recognition, intelligent optimizing, 

machine learning, data mining and information security, 

etc [1,2,3].  

In traditional cryptography schemes, system 

parameters are simply generated with pseudo-random 

generator or the selection process is just overlooked. The 

arbitrary selection of system parameters makes the 

cryptography system more vulnerable to malicious 

attack. In order to reinforce the stability and security of 

cryptography algorithms, the random parameters can be 

generated by intelligent optimization algorithm with 

random selection.  

In this paper, we propose an improved clone selection 

algorithm which integrates genetic algorithm with 

immune optimization algorithm. Then a signcryption 

scheme with immune optimized parameter is proposed as 

an experiment of the clone selection algorithm. Then the 

optimized signcryption scheme is compared with other 

typical schemes, including blind signature of D. Chaum 

and the ECDSA signature scheme. The signcryption 

scheme and the experiment show that the improved clone 

algorithm can effectively improve the efficiency and 

accuracy of parameter optimization in cryptography 

systems.   

2 Artificial immune system and its 

algorithms 
Artificial immune system (AIS) is a series of algorithms 

and systems based on the superior architecture and 

operating mechanism in biological immune system. 

Artificial immune system has a wide application in 

pattern recognition, intelligent optimizing, machine 

learning, data mining and information security, etc. 

Biological immune system can recognize and clear 

invading pathogens, toxin, tumour cells from genetic 

mutation and prostrate cells to achieve immune 

defending effect and organism homeostasis. One of two 

immune responses is innate immune response taking 

rapid defending measures at first, which is fulfilled by 

skin, mucous membrane, phagocyte cells, natural killer, 



44 Informatica 38 (2014) 43–50 X. Zhou et al.  

 

compliments etc. The other is adaptive immune response 

that is mainly executed by T lymphocyte cells and B 

lymphocyte cells. The hierarchical defence structure of 

biological immune system is demonstrated in Figure 

1[4,5,6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Hierarchical defence structure of biological 

immune system. 

Biological immune system has superior ability to learn, 

memorize and recognize information, and its operating 

mechanism is characterized with self-organizing, 

distribution and diversity. Therefore many researchers 

have been applying the superior bionic mechanisms of 

biological immune system to develop corresponding 

models and algorithms in artificial immune system. 

The basic bionic mechanisms of biological immune 

system can be categorized as: immune learning, immune 

memorizing, immune recognition, clone selection, 

diversity, distribution, self-adapting and immune network 

[7, 8]. 

Simulating the architecture and operating pattern of 

biological immune system, artificial immune system has 

three types of immune algorithms: basic immune 

algorithm, negative selection algorithm and clone 

selection algorithm. 

Basic immune algorithm: generally, basic immune 

algorithms have similar searching strategy to genetic 

algorithms, and they also apply selecting and mutating in 

optimization.  

Negative selection algorithm: this algorithm is based on 

the principles of negative selection in biological immune 

system. Negative selection provides protection against 

mistaken immune response toward normal organisms.  

Clone selection algorithm: this algorithm is based on 

the principles of clone selection in biological immune 

system. In clone selection algorithms, individual objects 

will also undergo a process of clone reproduction with the 

stimulus from corresponding evaluation function 

(antigen). In the process of clone selection, the objects 

with higher suitability will be selected for reproduction 

and the suitability (affinity) and scale of these objects will 

also be gradually improved [9, 10, 11]. 

3 Immune optimization in 

cryptography schemes 
In cryptography schemes, the proper selection of certain 

parameters is essential to the security and feasibility of 

the whole system. In many schemes, such parameters are 

simply generated with pseudo-random generator or the 

selection process is just overlooked. The arbitrary 

selection of system parameters makes the cryptography 

system more vulnerable to malicious attack. In the 

scheme, we introduce clone selection optimization into 

the design and analyzing of cryptography schemes, and 

put forward improved cryptography schemes with 

artificial immune optimization. 

3.1 Parameter optimization algorithm 

An optimized random parameter is first generated with 

clone selection algorithm. 

(1) Encoding .The candidate parameters should first be 

encoded as a number string. In our example, we set the 

length of string as 4 bits. 

(2) Initial group generating. The initial group is 

selected with random. And the number of individuals in 

the group is set as 5 for the convenience of computing. In 

our example, they are: 

x1= (0, 0, 0, 1), x2= (0, 1, 1, 0), x3= (1, 1, 1, 0), 

 x4= (1, 0, 1, 0), x5= (1, 0, 0, 1). 

(3) Computing and evaluating of fitness. To evaluate 

the fitness of parameters, we use an objective function to 

decide the difference between selected strings. In our 

example, we use a linear function to compute the 

maximum function value as the standard of selection. 

The objective function is set as: 

 f(x) =-x2+2x+1.                               (1) 

Then we compute the function value of different 

strings. 

f(x1) = f(0001) =2, f(x2) = f(0110) =-23, f(x3) = f(1110) 

=-167, f(x4) = f(1010) =-79, f(x5) = f(1001) =-62. 

 (4) Reproduction of individuals. Mimicking clone 

selection of immune system, a certain number of 

individuals with high level of fitness should be selected 

for reproduction. In our example, two individuals with the 

highest level of fitness will be selected for reproduction, 

and the scale of reproduction is also directly proportional 

to its level of fitness. 

The function value of string x1, x2 is the highest, so the 

two strings should be selected for reproduction to 

increase their perception in the whole group. In 

proportion to the level of fitness, string x1will be 

reproduced twice, and string x2 once. 

Now, the temporary individuals in the group are: 

x1= (0, 0, 0, 1), x1= (0, 0, 0, 1), x1= (0, 0, 0, 1),  

x2= (0, 1, 1, 0), x2= (0, 1, 1, 0), 

x3= (1, 1, 1, 0), x4= (1, 0, 1, 0), x5= (1, 0, 0, 1). 

(5) Mutation. There are two mutation operations in the 

clone selection algorithm: crossover and self-mutation. In 

crossover mutation, two individuals are selected from the 

temporary group to develop into two new stings by 
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exchanging some value of the string. The probability of 

crossover is connected with the level of fitness in inverse 

proportion. In our example, string x3, x4and x5have the 

lowest level of fitness, sox3and x5 are selected to 

exchange the latter two bits. And two new strings are 

generated [12, 13, 14]. 

x6= (1, 1, 0, 1) , x7= (1, 0, 1, 0) = x4. 

In self-mutation operation, the algorithm will change 

some bits in some selected strings, that is 0 to 1 or 1 to 0. 

The probability of mutation is also connected with the 

level of fitness in inverse proportion. In the example, x4= 

(1, 0, 1, 0) has relatively lower level of fitness, and will 

be selected to change some bits of itself. And the new 

string is x8= (0, 0, 1, 0). 

(6) Repeating of algorithm. Then we should also 

compute the function value of the new strings, and make 

the decision of reproduction, mutation and discarding. 

f(x1) = f(0001) =2, f(x2) = f(0110) =-23, f(x3) = f(1110) 

=-167, f(x4) = f(1010) =-79, f(x5) = f(1001) =-62, 

 f(x6) = f(1101) =-142, f(x8) = f(0010) =1. 

Then the above operating algorithm will be repeated 

for certain times until the requirement is satisfied. In our 

example, the algorithm will be executed only once, and 

the final temporary strings in the group are: 

x1= (0, 0, 0, 1), x1= (0, 0, 0, 1), x1= (0, 0, 0, 1),  

x2= (0, 1, 1, 0), x2= (0, 1, 1, 0), 

x3= (1, 1, 1, 0), x4= (1, 0, 1, 0), x5= (1, 0, 0, 1),  

x6= (1, 1, 0, 1), x8= (0, 0, 1, 0). 

After comparing the function values of different 

strings, the strings with the lowest fitness level will be 

excluded from the group. In this example, five strings 

with the lowest level of fitness should be excluded from 

the group to keep the stability of group scale, they are  

x3= (1, 1, 1, 0), x6= (1, 1, 0, 1), x4= (1, 0, 1, 0),  

x5= (1, 0, 0, 1) , x2= (0, 1, 1, 0). 

And the final optimized strings of the group are: 

x1= (0, 0, 0, 1), x1= (0, 0, 0, 1), x1= (0, 0, 0, 1), 

 x2= (0, 1, 1, 0), x8= (0, 0, 1, 0). 

3.2  Immune optimized blind signcryption  

In our scheme, the random parameter is generated with 

the above optimizing algorithm in advance, and other 

secret parameters of the scheme can also be generated 

with clone selection algorithm in advance.  

Definition 3.2.1 (Elliptic Curve) an elliptic curve 

( )qE F  over finite field qF  is a sextuple: T  = 

( q , a , b , P , l , h ), where P =( Px , Py ) is the base 

point of ( )qE F , prime l is the order of P . As 

to
*

lt Z , Q and G ( )qE F , Q  tG  denotes multiple 

double additions on elliptic curve. O  is the point at 

infinity, satisfying lP = O and G  O = G for any 

point G ( )qE F [15,16,17]. 

Definition 3.2.2 (ECDLP, Elliptic Curve Discrete 

Logarithm Problem). ECDLP is the following 

computation  

x  ( , )ECDLP Q P ( P  is a base point 

and Q P , 
*

lx Z  , Q = xP ). 

In the scheme, user A entrusts signcryption generator B 

to generate a signcryption for message 
lm Z  without 

disclosing any information about it. 

 = ( GC ,GK , BSC ,USC ) 

Common parameters generation:  

GC (1 )k
=“On input (1 )k

: 

(T , H ,( E , D )) GC (1 )k
.” 

T = ( q , a , b , P , l , h )where P =(
Px ,

Py ) is the 

base point of ( )qE F , ( )ord P = l is a prime, O  is the 

point at infinity. H :
* *{0,1} lZ , ( E , D ) is secure 

symmetric encryption/decryption algorithm. 

Key pair generation: 

GK ( ,1kA ) =“On input ( ,1kA ): 

Ask $ *

lZ ,
APK = Ask P O , 

( Ask , APK ) .” 

GK ( ,1kB ) =“On input ( ,1kB ): 

Bsk
$ *

lZ ,
BPK = Bsk P O , 

( Bsk ,
BPK ) .” 

Signcryption generating: 

( , , )A BBSC sk PK m =“On input ( Bsk , APK , C ): 

r
R *

lZ , R = rP O , 

A
R Q . 

( u , v , w ) R *

lZ , BU uPK O  , 

k ( ) mod( ( ) )xU E  , 

c ( )kE m , h ( )QH m ID ‖ , 

F ( )h w R vP   , e = ( )modh w l , 

A
e Q .” 

t = ( )modAsk er l , i R *

lZ , I iP O  . 

A
t Q .” 

s =
1( )modu t v h l   , 

A
( , )c h Q . 

h ( ( ) )xH c I ‖ , s = ( )modAi sk h l , 

A
( , )h s 

 Q . 

As P h PK  iP I , h ? ( ( ) )xH c I ‖ , 

C =( c , h , h , s , s , F ).” 

Unsigncryption algorithm:  

USC  ( Bsk , APK , C )=“On input ( Bsk , APK , C ): 
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If 
Bsk  *

lZ or
APK P  return , 

Parse C into ( c , h , s , F , h , s ), 

If ,s s *

lZ or
Ec SP  or F P  return , else 

1 ( )B As sk PK F hP   =U , 

k ( ) mod( ( ) )xU E  , m ( )kD c , 

h ? ( )QH m ID ‖ , 

If the equation holds return m , else return .” 

4 Analysis of the optimization 

scheme 
Artificial immune optimization is the simulation of 

biological immune system and it is also an improved 

genetic algorithm with biological inheritance and natural 

selection mechanism. Clone selection algorithm in 

artificial immune system is an iteration algorithm. While 

searching for optimized group, clone selection generates 

a new improved individual from the original one; and 

from the improved one to another further improved one. 

Therefore, clone selection algorithm has much 

superiority in efficiency and stability compared with 

other optimization algorithm.  

In our scheme, the optimization of random parameters 

is executed only once, but the fitness level of the strings 

has been greatly improved. The comparison can be made 

in the following table.   

Initial 

group 

Fitness 

level 

Temporary 

group 

Fitness 

level 

Optimized 

group 

Fitness 

level 

x1= (0, 

0, 0, 1) 
2 

x1= (0, 0, 0, 1) 2 
x1= (0, 0, 

0, 1) 
2 

x1= (0, 0, 0, 1) 2 

x2= (0, 

1, 1, 0) 
-23 

x1= (0, 0, 0, 1) 2 
x1= (0, 0, 

0, 1) 
2 

x2= (0, 1, 1, 0) -23 

x3= (1, 
1, 1, 0) 

-167 

x2= (0, 1, 1, 0) -23 
x1= (0, 0, 

0, 1) 
2 

x3= (1, 1, 1, 0) -167 

x4= (1, 

0, 1, 0) 
-79 

x4= (1, 0, 1, 0) -79 
x2= (0, 1, 

1, 0) 
-23 

x5= (1, 0, 0, 1) -62 

x5= (1, 
0, 0, 1) 

-62 

x6= (1, 1, 0, 1) -142 
x8= (0, 0, 

1, 0) 
1 

x8= (0, 0, 1, 0) 1 

Sum of 
fitness 

-229 Sum of fitness -489 
Sum of 
fitness 

-16 

Average 

level 
-45.8 Average level -48.9 

Average 

level 
-3.2 

Table 1: Comparison of fitness level. 

Definition: Let  is the average fitness level of the 

initial group, and  is the average fitness level of the 

temporary group or the optimized group,     is 

the difference between   and  , then optimization 

coefficient(OC)  can be defined as the following 

formula. 

    
  


 


  .                       (2) 

According to the definition of optimization coefficient, 

the smaller the value of , the weaker the optimization 

effect of clone selection algorithm on initial group. The 

larger the value of , the stronger the optimization effect 

of clone selection algorithm on initial group. 

When 0  , the algorithm has positive optimization 

effect on the group, when 0  , the algorithm has 

negative optimization effect on the group, When 0  , 

the algorithm has no optimization effect on the average 

level of the group. 

In the above table, the average fitness level of the 

initial group is -45.8, after clone selection operation, the 

average fitness level of the optimized group is -3.2. The 

optimization coefficient between the initial group and 

the optimized group is 0.930131, the average fitness 

level of the initial group has been greatly improved 

by93.01%, and thus the optimization effect of clone 

selection algorithm proves to be remarkable. 

Different immune operations render different 

optimization effect on the group. In reproduction 

operation, individuals with higher level of fitness will be 

reproduced to obtain their majority in the group, and thus 

the scale of the whole group will be improved. The 

average level of fitness will also be improved with the 

increase of ideal individuals. In mutation operation, new 

individuals can not necessarily be those with relatively 

higher level of fitness, therefore, the average level of 

fitness can not necessarily be improved. On the contrary, 

the fitness level will most probably be reduced. Yet, 

mutation operation in the immune optimization algorithm 

maintains the diversity of the candidate group.   

The comparison of different clone operations can be 

made in the following table.  

 
Initial 

group 

Temporary 

group with 

reproduction 

Temporary 

group with 

mutation 

Optimized 

group 

Sum 

of 

fitness 

-229 -348 -489 -16 

Avera

ge 
level 

-45.8 -43.5 -48.9 -3.2 

OC 

   0.0502 -0.1241 0.9346 

Table 2: Comparison of different optimization effect. 

In the above table, the average fitness level of the 

initial group is -45.8, after reproduction operation, the 

fitness level is -43.5, and the optimization coefficient 

 is 0.0502, the fitness level is improved by 5.02％. Yet, 

after mutation operation, the average fitness level is -48.9, 

the optimization coefficient   is -0.1241, the average 

fitness level is reduced by 12.41％.With the discarding 

process, the scale of the group keeps stable, and the 
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fitness level is also improved with the discarding of 

improper individuals with low level of fitness. The 

average fitness level increases from -48.9 to -3.2 with a 

prominent optimization coefficient  0.9346, and the 

average fitness level is improved by 93.46％.  

5 Comparison with other typical 

schemes  
In this section, the proposed artificial immune based 

optimization algorithm and the optimized signcryption 

scheme will be compared with other typical schemes, 

including the famous blind signature put forward by 

D.Chaum and the ECDSA signature algorithm, which 

has been accepted as standard elliptic curve algorithm in 

many international standardization organizations, such as 

ISO14888-3, ANSI X9.62, IEEE1363-2000, etc. 

5.1 Comparison with blind signature of 

D.Chaum  

The signature algorithm for comparison in our scheme is 

based the original scheme put forward by D.Chaum and 

the security of the blind signature is based on elliptic 

curves cryptosystem.  

(1)System parameter 

qF  is a finite field ( q is a prime number of 

n bits, 190n ), an elliptic curve on this finite field is 

defined as the following. 

baxxyE  32: ( a , qFb , 

 0)(mod274 23  qba ).                 (3) 

)( qFEP  is a base point whose order is a large 

prime number l . )(# qFE denotes the order of the 

elliptic curve which has a factor of large prime number 

larger than 160 bits [18, 19, 20]. 

xP)( is a function which makes the conversion from a 

point ),( yxP  on elliptic curve to x . In the blind 

signature scheme, user A requires B to generate a blind 

signature of his message 
lm Z  for him. 

( A AK k P , Ak ), ( B BK k P , Bk ) are the 

public/private key pairs of A and B. In our scheme, the 

Hash function in signing algorithm is eliminated for 

simplicity, which can be easily added without loss of 

generality.  

(2)Message blinding 

Before generating signatures, the original user should 

blind the secret message with blinding parameters. 

Step1: As to message
lm Z  , User A randomly 

selects parameter v  lZ and computes 

                           (mod )m vm l                        (4) 

                                     
1V v P                             (5) 

Then he sends m and V to B. 

Step2: The blind signature generator B randomly 

selects r  lZ  and then computes 

                                   R 0rV                         (6) 

                                t ( ) (mod )xm R l                (7) 

s (mod )Br k t l                   (8) 

Then he sends ( t , s ) to user A. 

(3)Signature generating  

After getting the partial signature ( t , s ), user A 

computes the following to get the blind signature. 

                                  s  1 (mod )v s l                  (9) 

                                   t  1 (mod )v t l                 

(10) 

Then ( s  , t  ) is the blind signature for message 

lm Z  generated by entrusted signer B. 

(4)Blind signature verifying 

After getting blind signature ( s  , t  ), the signature 

verifier can testify the signature with the public key of 

the entrusted signer B. 

                 
BR s P t K                      (11) 

               ? ( ) (mod )xt m R l                 (12) 

If the formula holds, the verifier will accept ( s  , t  ) 

as a valid blind signature of message 
lm Z  [21, 22]. 

Remark 1. As a comparison, in the traditional schemes 

with random parameter selection, the parameters are 

selected without any optimization, such as in the step of 

message blind protocol (4) - (8). In these steps, 

parameters r  and v are generated randomly without any 

optimization or selection standards. Many insecure 

parameters or weak keys will be selected to insure the 

security of the scheme, which will make the 

cryptography system more vulnerable to malicious 

attack. While with the proposed signcryption optimized 

algorithm, many insecure parameters or weak keys will 

be discarded or undergo the mutation process because of 

their low level of fitness.  

5.2 Comparison with ECDSA signature  

ECDSA signature scheme is as the following: 

 (1)System parameter 

System parameters are the same as the above scheme, 
 lA Zk  is the private key, PkK AA  is the 

corresponding public key, H: * *{0,1} lZ is a secure 

one-way hash function.  

 (2) Signing algorithm 

As to message
lm Z  , the signer randomly selects 

parameter u  lZ and computes 

                                 U uP ≠0,                      (13) 

e = H ( m ),                      (14) 
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1( ( ) )(mod )xs u e k U l  .       (15) 

 = (U , s ) is the signature text. 

(3)Verifying algorithm 

After getting signature  = (U , s ), the verifier can 

testify the signature with the public key of the signer. 

 
1 sw ,                        (16) 

1 (mod )u ew l ,                 (17) 

2 ( ) (mod )xu U w l ,              (18) 

1 2( )xu P u K ?= xU )( .            (19) 

If the above formula is correct, the signature verifier 

will accept  = (U , s ) as a valid signature of message 

lm Z  [23, 24, 25]. 

Remark 2. Although ECDSA signature has been 

accepted as standard signature algorithm in elliptic 

curves, parameter u  lZ  in signature generating is still 

generated randomly without any optimization or 

selection to avoid weak keys and insecure parameters. 

Compared with the proposed scheme with immune 

optimization in the paper, ECDSA is more vulnerable to 

malicious attack, such as signature forgery and attack on 

the secret key for signing.  

5.3 Comparison of performance  

In this section, we will make a performance comparison 

between our immune optimized signcryption scheme and 

other traditional techniques, including the blind signature 

of D.Chaum and the ECDSA signature. To fulfil both the 

functions of encryption and signature as the proposed 

immune based blind signcryption, the above signature 

schemes must be improved with a secure symmetric 

encryption/decryption algorithm, for which the typical 

ElGamal encryption algorithm is selected with its 

simplicity and security. ElGamal public key encryption 

algorithm is as follows. 

(1)System parameter 

p  is a large prime with binary length no less than 

1024 such that p −1 has a large prime factor. pG Z  is 

a cyclic group under multiplication modulo p in which 

the discrete exponentiation function  is conjectured to be 

one-way (meaning the discrete logarithm function is 

computationally hard) . g is the generator of 

group G ,meaning 
0 1 1{ , , , }lG g g g  , where 

l G is the order (size) of G . 

Then, as to any x  lZ  , the computation of 

y  xg via x and g  is called discrete exponentiation 

function, which is computationally feasible; but the 

computation of x  via y and g  is called discrete 

logarithm problem (DLP), which is computationally 

infeasible. k pZ  is the private key, and 
kK g is the 

public key. 

(2)Encryption algorithm 

As to message m  pZ  , the sender randomly 

selects pr Z  , and computes  

1

rc g (mod )p ,                     (20) 

 
2

rc mK (mod )p .                 (21)  

Then (
1c ,

2c ) is the cipher text. 

(3)Decryption algorithm 

2c 1

1( )kc  1( )r rkmK g   

    
1( )rk rkmg g  (mod )m p .         (22) 

In these schemes, such computing as modular 

exponential, modular inverse and elliptic curve 

addition ,elliptic curve scalar multiplication should be 

taken into comparison for computing complexity, while 

computing cost of modular addition, modular 

multiplication, hash, symmetric encryption/decryption 

are negligible. To ensure the security of basic 

cryptographic primitives, the minimum security 

parameters recommended for current practice are as 

follows: for DLP, |p|=1024bits, |q|=160bits. For RSA, 

|N|=1024bits; for ECC, |q|=131bits (79, 109 may also be 

chosen), |l|=160bits. The block length of the block cipher 

is 64bits. The length of secure hash function is 128bits. 

Scheme 
GC+

GK 
Sign VF 

Sum 

cost 
IO 

Length 

of C 

Blind 

signature 
1kP 

2kP 

+3I 
2kP 

5kP 

+3I 
/ 2 |l| 

ECDSA 1kP 
1kP 

+1I 

2kP+

1I 
4kP+2I / |l|+ |q| 

 
GC+
GK 

EC DC    

Elgamal 

encryption 
1E 2E 

1E+1

I 
4E+1I / 2 |p| 

 
GC+

GK 

Sign 

and 

EC 

VF 

and 

DC 

   

Compound 
scheme 1 

1kP+
1E 

2kP 

+2E+
3I 

2kP+

1E+1
I 

5kP+4
E+4I 

/ 
2 |l|+ 2 

|p| 

Compound 

scheme 2 

1kP+

1E 

1kP 

+2E+ 

1I 

2kP+

1E+2

I 

4kP 

+4E+ 

3I 

/ 
|l|+ |q|+ 

2 |p| 

 
GC+

GK 
SC USC    

Immune 

based blind 
signcryption 

2kP 
4kP 
+1I 

1kP+
1 I 

7kP 
+2I 

N 

|E (·) 

|+2|h|+ 
2|l| 

Table 3: Comparison of computing and communication 

cost. 

Notes of notations: 1. GC+GK denotes the common 

parameters and key generation algorithms; Sign/VF 

denotes the signature/verification algorithms; IO denotes 

immune optimization algorithm; EC/DC denotes 

encryption/decryption algorithm; SC denotes the 

signcryption algorithm; USC denotes the unsigncryption 

algorithm; Length of C denotes the length of signcryption 

text /cipher-text/signature. Compound scheme 1 is the 

scheme of blind signature+ Elgamal encryption; 
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Compound scheme 2 is the scheme of ECDSA+ Elgamal 

encryption. 2. E denotes modular exponential; I denotes 

modular inverse; kP denotes scalar multiplication on 

elliptic curves. / denotes there is no relevant 

computation. 3. |E (·) |denotes the block length of block 

cipher. 4. N denotes negligible. 

In the above ECC and Elgamal based schemes, elliptic 

curve scalar multiplication kP and modular exponential 

modk p  are the most complex computations, so we 

will compare these two typical computations with the 

currently recommended security parameters: 

(1) Elliptic curve scalar multiplication kP, 

where
2

( )lP E F , E is a non-supersingular curve, 

l 160，k is a random160-bit integer. 

(2) Modular exponential modk p , where p is a 

1024-bit prime and k is a random160-bit integer. 

A field multiplication in 
qF   takes 

2l (q= 2l
) bit 

operations, then a modular multiplication in (2) takes 

(1024/160)2 41times longer than a field multiplication 

in (1). Computation of kP by repeated doubling and 

adding on the average requires 160 elliptic curve 

doublings and 80 elliptic curve additions. From the 

addition formula for non-supersingular elliptic curves, an 

elliptic curve addition or doubling requires 1 field 

inversion and 2 field multiplications. The time to perform 

a field inversion is equivalent to that of 3 field 

multiplications. Hence, computing kP requires the 

equivalent of 1200 field multiplications, or 1024/41  29 

1024-bit modular multiplications. On the other hand, 

computing modk p  by repeated squaring and 

multiplying requires an average of 240 1024-bit modular 

multiplications. Thus, the operation in (1) can be 

expected to be about 240/29  8 times faster than the 

operation in (2) [26].  

In the following table, the computation costs of the 

schemes are compared by the equivalence of 

kP, modk p and field inversion to field multiplication 

in 
qF ( q= 2l

,|q| 160bits). 

Scheme GC+GK Sign VF 
Sum 
cost 

IO 
Length 

of C 

Blind 

signature 
1200 2409 2400 6009 / 320bits 

ECDSA 1200 1203 2403 4806 / 291bits 

 GC+GK EC DC    

Elgamal 

encryption 
9840 19680 9881 39401 / 2048bits 

 GC+GK 

Sign 

and 

EC 

VF 

and 

DC 

   

Compound 
scheme 1 

11040 22089 12281 45410 / 2368bits 

Compound 

scheme 2 
11040 20883 12284 44207 / 2339bits 

 GC+GK SC USC    

Immune 

based blind 

signcryption 

2400 4803 2403 9606 N 640bits 

Table 4: Comparison of computing and communication 

data. 

Remark 1. (Comparison with compound scheme 1).  

Based on the result of Koblitz and Menezes [26], the 

computing cost in parameter and key generation in our 

scheme is 2400/11040  1/5of that in compound 

scheme1; signcryption operation in ours is about 

4803/22089 1/5 of that in scheme1, and unsigncryption 

is about 2403/12281 1/5 of that in scheme1. To sum up, 

our scheme reduces about 1-9606/45410  78.9% 

commutating cost compared with compound scheme1. 

Remark 2. (Comparison with compound scheme 2). As 

per the result of [26], the computing cost in parameter 

and key generation in our scheme is 2400/11040 1/5of 

that in compound scheme2; signcryption operation in 

ours is about 4803/20883 1/5 of that in scheme2, and 

unsigncryption is about 2403/12284  1/5 of that in 

scheme2. To sum up, our scheme reduces about 1-

9606/44207  78.3% commutating cost compared with 

compound scheme2. 

Remark 3. (Comparison of communication efficiency). 

The length of signcryption text in our scheme is 

640/2368  1/4of that in compound scheme1 and 

640/2339 1/4of that in compound scheme2; our scheme 

reduces about 1-640/2368  73% communication cost 

compared with compound scheme1and reduces about 1-

640/2339  72.6% communication cost compared with 

compound scheme2.  

Remark 4. Furthermore, the immune based optimization 

algorithm in our blind signcryption scheme is an 

algorithm of polynomial time complexity which can be 

neglected in the comparison of computation and 

communication efficiency. For specific application 

systems, the optimization algorithm can be executed in 

advance without any influence to the efficiency and 

designed as a separate computing unite which provide 

optimization service to other function units, such as 

encryption, signature, authentication, etc.  

Therefore, the proposed cryptography optimization 

algorithm and the blind signcryption scheme prove to be 

more efficient and applicable to many security schemes 

in resource-restricted environment. 

6 Conclusions  
This paper studies the unique properties of biological 

immune system and optimization application in 

cryptography system. In the scheme, we introduce clone 

selection optimization into the design and analyzing of 

cryptography schemes, and put forward an improved 

signcryption scheme with artificial immune optimization. 

In the scheme, parameters with high level of security and 

fitness are selected as candidate individuals, and those 

with security problem or low level of fitness are rejected. 

On this basis, the final selection of parameters can be 

made with random mode. Thus the scheme avoids the 

security problems of other cryptography scheme and 

reinforces its stability, adaptability and robustness.   
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