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Microarray data analysis has played a significant role in disease diagnosis and tumor type identification
over the last two decades. However, due to the curse of dimensionality issues, microarray data classifica-
tion remains a challenging task. This issue arises from a situation where the number of features is large,
but the number of samples is small. As a result, dimension reduction techniques, specifically feature selec-
tion methods, are critical for removing non-informative features and improving cancer classification. This
paper presents a Filter-embedded hybrid feature selection method to address the gene selection challenge
in microarray data analysis. First, it selects the features with the highest Fisher score to create a candi-
date subset for the next embedded stage. Second, the proposed method employs support vector machine-
recursive feature elimination (SVM-RFE) on the candidate subset to identify the optimal set of features to
enhance cancer classification. Extensive experiments were conducted with ten high-dimensional microar-
ray datasets to assess the efficacy of the proposed approach. The results show that the proposed method
improves classifier performance significantly regarding classification accuracy, number of selected fea-
tures, and computational efficiency.

Povzetek: Predstavljena je hibridna metoda izbire značilk z uporabo Fisherjeve ocene in SVM-RFE za
izboljšanje natančnosti klasifikacije raka z analizo mikromrežnih podatkov.

1 Introduction

Over the last two decades, advances in microarray technol-
ogy have enabled researchers to analyze thousands of genes
simultaneously, which has been used in various applica-
tions such as disease classification [3]. Microarray data
classification is an effective tool for early disease diagno-
sis and determining disease subtypes [9]. However, due to
the curse of dimensionality, where the number of features
is remarkably large (often thousands of features) while the
number of samples is limited (often tens of samples), this
task poses a significant challenge for machine learning al-
gorithms [5]. In addition, a significant proportion of genes
are irrelevant or redundant, affecting classifier performance
[4]. Thus, gene selection methods have emerged as effec-
tive approaches for reducing dimensionality in microarray
data. Gene selection methods seek to identify and elimi-
nate redundant and irrelevant features to obtain a subset of
the most informative features [32]. These methods have
improved classification accuracy while reducing computa-
tional costs associated with classifiers [34].
Gene selection methods are broadly classified as filter,

wrapper, and embedded methods. Filter methods select
features independently from the learning classifier, based

on statistical properties [3]. These methods are fast, but
they produce a low classification accuracy [15]. The wrap-
per methods use the learning algorithm to evaluate a subset
of selected features [3].Although they produce higher clas-
sification accuracy, they are computationally expensive.
Therefore, when dealing with high-dimensional data, these
methods are avoided [6]. Embedded methods select fea-
tures during the learning process [31]. They are appropri-
ate for analyzing microarray data due to their reduced com-
putational demands compared to wrapper methods and en-
hanced efficiency compared to filter methods. [5]. Hybrid
methods, which sequentially combine two or more feature
selection methods from the same or different conceptual
origins, have recently emerged [6] to leverage the strengths
of diverse methodologies.

Many feature selection (FS) surveys for microarray data
processing have been conducted. [2] compares feature se-
lection methods including information gain, twoing rule,
sum minority, max minority, Gini index, sum of variances,
t-statistics, and one-dimension support vector machines.
This study use two publicly available glioma gene expres-
sion datasets for evaluation. It was discovered that feature
selection is important in the classification of gene expres-
sion data. In [7], the authors examined the importance and
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challenges of feature selection methods when dealing with
high-dimensional data such as microarray and instruction
detection. The paper emphasized the importance of effi-
cient techniques for managing the computational complex-
ity of high-dimensional data. Furthermore, open issues in
feature selection are addressed, particularly in the context
of big data and high-dimensional datasets.
The authors of [8] compared five filter methods: the

F test, the T-test, the signal-to-noise ratio (S/R), ReliefF,
and the Pearson product-moment correlation coefficient
(CC). The study used five microarray datasets: leukemia,
lung cancer, lymphoma, central nervous system cancer, and
ovarian cancer. The results showed that combining the
signal-to-noise ratio (S/R) with KNN classifiers produced
the best classification accuracy. In [13], the researchers in-
vestigated the effect of popular filter methods (ReliefF,Mu-
tual information, Chi-square, F-score, Fisher score, Lapla-
cian, MRMR, and CMIM) on six well-known classifiers
(random forest, logistic regression, K-Nearest Neighbour,
decision tree, and Support Vector Machine). The experi-
ment was carried out on ten high-dimensional microarray
datasets, and the results revealed a distinct trend. Uni-
variate filter feature selection techniques such as Mutual
Information, F-score, and Fisher score outperformed mul-
tivariate techniques such as MRMR and CMIM. Only a
few studies on embedded methods have been conducted.
[12] assessed the efficacy of five embedded feature se-
lection techniques: decision trees, random forests, lassos,
ridges, and SVM-RFE. The experiment employed ten high-
dimensional microarray datasets. The results highlight the
SVM-RFE’s superior accuracy performance.
This paper combines the embedded method’s perfor-

mance with the filter method’s computational efficiency.
the proposed method is divided into two stages: The Fisher
score filter method is used in the first stage to select the
most relevant features due to its effective performance with
high-dimensional data [10]. Second, the selected subset
is input for the embedded Support Vector Machine Recur-
sive Feature Elimination SVM-RFE method. This com-
bination improves classification accuracy while signifi-
cantly reducing the number of selected features. Exper-
iments were conducted on ten high-dimensional microar-
ray datasets, including Colon, Central Nervous System
CNS, Leukemia, Breast cancer, Lung cancer, Leukemia3-
Classes, Leukemia4-Classes, Ovarian, Lymphoma, and
MLL. The experimental setup consists of three major com-
ponents:

– A comparative analysis of the proposed method with
other filter methods combined with the same embed-
ded method, SVM-RFE, specifically ReliefF_SVM-
RFE and Mutual Information (MI)_SVM-RFE. In ad-
dition, we present SVM-RFE results without using
a filter method. We avoid comparing the proposed
method to the Minimum-Redundancy Maximum-
Relevancy (MRMR) andChi-square filter methods be-
cause they have already been studied [19] and [4].

– Investigation the impact of employing six well-
established classifiers: Support Vector Machine
(SVM), Logistic Regression (LR), Decision Tree
(DT), Random Forest (RF), Naïve Bayes (NB), and
K-Nearest Neighbour (KNN) on the feature subset se-
lected by our proposed method.

– Finally, to highlight the effectiveness of the proposed
method, we compared it with filter-wrapper methods
([30], [34], [23], [21], [24]) and with filter-embedded
ones [19] and [4].

The paper is structured as follows: Section 2 examines re-
lated works on hybrid feature selection methods. Section 3
briefly describes the Fisher score algorithm and the SVM-
RFE algorithm. Section 4 describes the proposed method
in depth. Section 5 presents a comprehensive analysis of
the experimental findings. Finally, Section 6 provides the
conclusion and outlines potential future directions.

2 Related work
Numerous hybrid feature selection methods have been pro-
posed to address the dimensionality reduction challenge
and eliminate irrelevant and redundant features from mi-
croarray data. While most existing studies in the literature
combine filter methods and wrapper methods [1], only a
few works investigate the combination of embedded meth-
ods and filter methods. In this section, we will review some
recent hybrid feature selection methods that have been pub-
lished in the literature.

2.1 Hybrid wrapper-filter methods
Given their adaptability and efficiency in dealing with
large-scale issues, meta-heuristics methods have attracted
attention for solving gene selection problems [26]. How-
ever, these methods frequently necessitate a significant
amount of computational time. Therefore, meta-heuristics
have been combined with filter methods to narrow the
search space and speed up the feature selection process [21].
Naik et al. [20] proposed a hybrid feature selection method
combining the filter and wrapper methods. The Fisher
score filter method was used to select a subset of features.
The Binary Dragonfly Algorithm was used in the wrapper
method to search for an informative subset of features, and
the Radial Basis Function Neural Network was used as the
learning model that evaluates the selected subset. Shukla
[24] designed HMPAGA, a hybrid feature selection method
that used an ensemble gene selection method to filter out
noisy and redundant genes. It also used a multi-population
adaptive genetic algorithm to identify high-risk difference
genes. SVM and NB classifiers were used as objective
functions.
Shulka et al. [25] proposed a two-stage feature selec-

tion method for microarray data recognition. In the first
stage, noisy and redundant features were removed using a
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multi-layer approach and f-score filter methods. An adap-
tive genetic algorithm selected the most important fea-
tures in the second stage. Zhang et al. [30] proposed
IG-MBKH, a hybrid feature selection method that com-
bines Information Gain and Modified Binary Krill Herd.
The method was validated using nine high-dimensional mi-
croarray datasets, improving classification accuracy with
fewer features. Zheng et al. [34] presented the K Value
Maximum Reliability Minimum Redundancy Improved
Grey Wolf Optimizer (KMR2IGWO), a hybrid feature se-
lection method. MRMR was used in the filter stage to se-
lect K features, with K determined by the dataset’s message.
These features were then used as input for the IGHO algo-
rithm, with the SVM classifier used to assess classification
accuracy. KMR2IGWO’s performance was validated using
14 microarray datasets, highlighting its superiority.
MIMAGA, a combination of mutual information maxi-

mization and adaptive genetic algorithm (AGA), was intro-
duced by Lu et al. [17]. MIM was used to choose a subset
of 300 features. Then, AGA was applied with the accuracy
of ELM classifier serving as the fitness function. Sadeghian
et al. [23]introduced a three-stage hybrid feature selec-
tion method named Ensemble Information Theory-based
binary Butterfly Optimization Algorithm (EIT-bBOA). The
method employed Minimal Redundancy-Maximal New
Classification Information (MR-MNCI) in the initial phase
to eliminate 80% irrelevant features. Subsequently, the
Information Gain-binary butterfly optimization algorithm
(IG-bBOA) optimized the first phase. In the final phase,
an ensemble of ReliefF and the Fisher Score method was
applied to the final feature subset. The method was eval-
uated using six well-known datasets. Ouadfel et al. [21]
developed a two-stage feature selection method that used
the ReliefF filter method to estimate feature relevance in
the first stage. The top-ranked M features where then pre-
selected. The second stage combined the binary Equilib-
rium Optimizer with a local search strategy based on Pear-
son coefficient correlation. The proposed method was eval-
uated on 16 UCI datasets and ten high-dimensional biolog-
ical datasets.

2.2 Hybrid embedded-filter methods

In terms of computational time, embedded feature selection
methods outperform wrapper methods. Though only a few
embedded methods have been presented in the literature,
[12] conducted a comparative study of the most common
ones. SVM-RFE emerged as the most accurate method,
with comparable execution time and selected features,. Fur-
thermore, SVM-RFE has consistently demonstrated its ef-
ficacy [16]. Thus, many studies have proposed hybridiza-
tion between filter and embedded methods that concentrate
on combining SVM-RFE with filter methods. SVM-RFE
has been shown to be effective in identifying informative
genes in microarray data [33]. Mundra et al. [19] proposed
a hybrid feature selection method combining MRMR and
SVM-RFE. The approach’s performance was assessed on

four well-known microarray datasets. Almutiri and Saeed
[4] introduced the ChiSVMRFE feature selection method
based on the Chi Square Statistic and SVM-RFE. On ten
microarray datasets, the proposed method was evaluated.
Mishra et al. [18] combined SVM-RFE with the Bayesian
T-test for gene selection, which resulted in improved clas-
sification accuracy, fewer selected genes, and a lower clas-
sification error rate.
Huang et al. [14] enhanced the SVM-RFE’s perfor-

mance for gene selection by incorporating feature cluster-
ing, thereby reducing computational complexity and gene
redundancy. Li et al. [16] proposed VSSRFE, an improved
version of SVM-RFE that aimed to reduce time using a
more efficient SVM classifier implementation. The results
demonstrated the proposed method’s efficiency in terms of
time reduction. Combining wrapper or embedded meth-
ods with filter methods consistently improves classifier per-
formance in terms of classification accuracy and computa-
tional efficiency, according to the aforementioned works.
SVM-RFE, in particular, has demonstrated its ability to
improve classification accuracy while optimizing feature
dataset. This paper combines SVM-RFE, a leading embed-
ded method, with the best filter method to further improve
the results.

3 Background
This section describes the Fisher score and SVM-RFE
methods.

3.1 Fisher score
The Fisher score algorithm is a well-known filter feature
selection method that is applied to a subset of discrimi-
native features. In summary, the algorithm works as fol-
lows: It begins by calculating the average and variance
of each feature for each class. Then, it calculates scatter
matrices between and within classes to assess the effec-
tiveness of the features in differentiating various classes.
The Fisher Scores are then calculated using these matrices,
allowing for comparing different features. Features with
higher Fisher Scores are considered more important for dis-
tinguishing between classes. We can rank the features and
select the best based on their scores. The goal is tominimize
the distances between samples in the same class while in-
creasing the distances between samples in different classes
[29]. Fisher scores fi are calculated as follows:

SCF (fi) =

∑c
j=1 nj (µi,j − µi)

2∑c
j=1 njσ2

i,j

(1)

where, ui is the mean of fi feature, njis the number of sam-
ples in the class jth, uij is the mean of fi in the jth class,
and σij is the variance of fi in the jth class. Usually, a
higher Fisher score means the feature is vital for classifica-
tion.
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3.2 Support Vector Machine Recursive
Feature Elimination (SVM-RFE)

SVM-RFE is an embedded feature selection method intro-
duced by Guyon et al. [11]. This method employs a weight
vector as a criterion for splitting, calculated as follows:

W =

n∑
i=1

(yi, xi, αi) (2)

where, i represents the number of features ranging from 1
to n, yi is the labeled class of the sample xi. αi is the max-
imum class separation margin estimated from the training
set. SVM-RFE works in a recursive manner, similar to it-
erative refinement. The entire feature set is initially used
to train an SVM classifier. The algorithm then iteratively
eliminates features with the lowest discriminative power,
reducing the risk of the curse of dimensionality and over-
fitting. The features are then ranked according to their con-
tribution to the classification task. The ith ranking criterion
is calculated as follows:

R = W 2 (3)

The higher the value of the ranking criterion, the more im-
portant the feature. Algorithm 1 depicts the detailed SVM-
RFE algorithm.

Algorithm 1 Pseudocode of SVM-RFE
Input: F initial feature set
Output: R rank list

1: R = ∅
2: while F ̸= ∅ do
3: Train SVM with F
4: Compute the weight vector using Equation 2
5: Compute the ranking criterion using Equation 3
6: Find feature with the lowest ranking criterion
7: Update the Ranked list of features
8: R = R+ Fi
9: Update set of features
10: F = F− Fi
11: end while

4 Proposed method
Because of its low computational requirement, the Fisher
score is a simple and efficient feature selection method
that is particularly suitable for high-dimensional microarray
data classification [28]. However, the Fisher score does not
achieve satisfactory classification accuracy. SVM-RFE, on
the other hand, has been successfully applied to gene se-
lection problems. It has consistently outperformed sev-
eral other embedded methods regarding classification ac-
curacy while using a smaller feature set [12]. Nonetheless,
one major disadvantage of SVM-RFE is the lengthy fea-
ture selection process, especially when dealing with high-

dimensional data such as microarray [16]. This work pro-
poses a hybrid feature selection method that combines the
computational efficiency of the Fisher score filter method
and the high performance of the SVM-RFE embedded
method to capitalize on the strengths of both. Fig. 1 shows
the flowchart of the hybrid filter-embedded method.
The following are the specifics of the proposed method:

Figure 1: Flowchart of the proposed method.

1. Data pre-processing
This first step involves replacing missing values with
the mean value derived from all known gene values.

2. Filter stage

Calculate Fisher score
The Fisher score is used at this stage to eliminate re-
dundant and irrelevant features. Eq. (1) calculates the
Fisher score value for each feature, and the features
are then sorted based on these values. The higher the
Fisher score value, the more informative the feature is
for classification.

Select n top features
The top n features the Fisher score method indicates
are selected as candidate input for the embedded stage.

3. Embedded stage
SVM-RFE is applied to the previously selected candi-
date inputs. SVM-RFE uses all the selected features
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to train the SVM classifier. Each iteration removes
the features with the lowest ranking criterion from the
features set. This process is repeated until all features
have been removed. The features are sorted in reverse
order of removal, with the most recently removed fea-
tures considered the most important.

4. Select optimal subset
Finally, SVM-RFE selects a subset of m most impor-
tant features. The value of n and m is determined
through experimentation, with m always being less
than n (m<n). This selected subset constitutes the set
of informative genes for classification.

The proposed hybrid feature selection approach effec-
tively addresses the challenges of high-dimensional mi-
croarray data by combining the Fisher score and SVM-RFE
methods. The classification accuracy and interpretability
can be improved by selecting a small but informative sub-
set of genes. This has the potential to greatly aid in dis-
ease diagnosis and tumor classification. Furthermore, the
proposed method balances computational efficiency with
classification performance, thereby contributing to bioin-
formatics and microarray data analysis.

5 Experimental results
In this section, we describe the experimental setup em-
ployed to evaluate our hybrid method’efficacy for genes
selection from high-dimensional microarray datasets. The
goal is to evaluate the efficacy of SVM-RFE when com-
bined with MI, ReliefF, and Fisher scores to determine the
best filter method for amicroarray dataset using SVM-RFE.
Furthermore, the selected gene subset will be tested using
a variety of classifiers, including SVM, LR, DT, RF, NB,
and KNN. The proposed method is then compared to other
existing hybrid feature selection methods. We used a per-
sonal computer with an Intel Core i7 processor, 2.9 GHz,
and 8 GB of RAM to conduct the experiments. The results
presented in this paper are an average of five runs.

5.1 Datasets description

The proposed method is evaluated on ten high-dimensional
microarray datasets [35]. The datasets include 2-classes,
3-classes, 4-classes, 5-classes. The number of samples in
these datasets is ranged from 60 to 253, while the num-
ber of features in these datasets is ranged from 2,000 to
24,481. Table 1 presents detailed information about these
datasets. For the evaluation step, we employ 10-fold cross-
validation. In this procedure, the datasets are randomly di-
vided into training and testing data subsets, with an 80%
and 20% proportion, respectively. The final results are
obtained through averaging fold outcomes, a practice em-
ployed to address potential issues related to class imbal-
ance.

5.2 Performance measure
Cross-validation [27] is a well-knownmethod for determin-
ing the misclassification rate. The data is randomly divided
into k subsets of approximately equal size in k-fold cross-
validation. The classifier is trained on k-1 folds and then
tested on the last fold. This procedure is repeated until ev-
ery k-fold is used as the test sub-set. The average of the
recorded scores is used as the performance metric. In this
work, we use several performance metrics, including accu-
racy, recall, precision, and F-measure, in addition to ex-
ecution time, to assess the effectiveness of the proposed
method.
Accuracy: the ratio of samples that are correctly pre-

dicted:

Accuracy =
TP + TN

TP + FN + FP + TN
(4)

Recall: the ratio of the positive samples that are predicted
as positive:

Recall =
TP

TP + FN
(5)

Precision: the ratio of the positive prediction that is correct:

Precision =
TP

TP + FP
(6)

F-measure: is a harmonic mean of the precision and recall:

F-measure =
2 ∗ Precision ∗ Recall
Presision + Recall

(7)

The indicators for evaluation are:
Acc: Accuracy
Rec: Recall
Pre: Precision
Fmes: F-measure
Nb-FS: number of selected features

5.3 Combination of filter methods with
SVM-RFE

Table 2 displays the results of various feature selection
methods combined with SVM-RFE. Using the gene subsets
selected by these methods, we assess each classifier’s accu-
racy, recall, precision, F-measure, and execution time. Ac-
cording to Table 2, the classification accuracy of the SVM
classifier on the original dataset is not very interesting, es-
pecially for the breast and CNS datasets, where the clas-
sification accuracy did not reach 70%. However, feature
selection methods enhance classification performance re-
garding accuracy, recall, precision, and F-measure. The
proposed method consistently performs comparable or bet-
ter than other feature selection methods. Notably, the ex-
ecution time was reduced for all datasets after using fea-
ture selection methods. Moreover, the proposed method
demonstrates remarkable efficacy by achieving 100% ac-
curacy for nine out of ten datasets, using less than 1%
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of the original genes. This finding demonstrates our pro-
posed method’s ability to identify informative genes for mi-
croarray data analysis. In some cases, SVM-RFE outper-
forms other feature selection methods, implying that the fil-
ter methods have eliminated some important features. Fig.
3 presents the number of selected features. The proposed
method clearly achieves higher classification accuracy with
fewer than 20 features.

Figure 2: The number of selected features.

5.4 Evaluation of the application of
different classifiers on the subset
selected by the proposed method

Using the subset of features selected by our proposed
method, we compare six popular classifiers: SVM, LR, DT,
RF, NB, and KNN. The results in Table 3 indicate that:

– The six classifiers SVM, LR, DT, RF, NB, and KNN
achieve comparable classification performance when
using the subset of features selected by the proposed
method. Based on this result, various classifiers can
perform well when using the selected gene subset, in-
dicating that the subset contains relevant and discrim-
inative information.

– SVM consistently outperforms other classifiers re-
garding accuracy, recall, precision, and F-measure
across all datasets. Due to its ability to find optimal
hyperplanes for separating data points, SVM is effec-
tive for various datasets.

– DT has generally lower accuracy than other classifiers.
This may be because it tends to overfit training data,
especially when dealing with high-dimensional data
sets.

– The fastest classifier is KNN, while RF is the slowest.
However, RF still delivers competitive results despite
its longer execution time, indicating its ability to han-
dle high-dimensional data effectively.

– On the selected gene subset, the results obtained by the
proposed method match those of the SVM classifier.
Thus, the proposed method is valid and reliable due to
this consistency.

5.5 Comparison of the proposed method
with other hybrid methods

The performance of the proposed method was compared
with several hybrid feature selection methods available
in the literature, including filter-wrapper methods (IG-
MBKH [30], KMR2IGWO [34], EIT-bBOA [23], RBEO-
LS [21], and HMPAGA [24]). And filter-embedded meth-
ods (ChiSVM-RFE [4] and SVM-RFE with MRMR [19]).
The comparison is based on classification accuracy and the
number of selected features, as shown in Table 4. The sym-
bol “-” means that information is unavailable.
The results Table 4 indicate that the proposed method

achieves a comparable classification accuracy while select-
ing a reduced subset of features. It attains the highest clas-
sification accuracy for all datasets except the Colon dataset,
with a small number of genes. Moreover, though a di-
rect execution time comparison was not performed, embed-
ded methods consume less time than wrapper methods, as
demonstrated in [22]. This finding suggests that the pro-
posed method is more efficient considering the execution
time.

6 Conclusion and future work
Microarray data is well known for being high-dimensional
and highly redundant. Thus, feature selection methods
are critical in removing irrelevant and redundant features.
This paper proposes a hybrid feature selection method that
combines the Fisher score and SVM-RFE. The proposed
method is divided into two stages. The Fisher score fil-
ter method selects a candidate subset of features in the first
stage. The subset is then used as input for the SVM-RFE to
further reduce the number of features to less than 20. The
proposed method outperforms other methods such MI_-
SVM-RFE, ReliefF_SVM-RFE, and SVM-RFE in terms of
accuracy, recall, precision, F-measure, number of selected
features, and runtime in experimental evaluations on ten
high-dimensional datasets, some of which had over 20,000
features. In addition, we compared the proposed method
to several methods proposed in the literature. According
to the results, the proposed method consistently achieved
higher classification accuracy and selected a smaller num-
ber of features for most datasets. These findings demon-
strate the efficacy of the proposed method in addressing the
challenges of high-dimensional microarray data analysis.
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Table 1: Datasets description.

Datasets Number of instances Number of features Number of classes
Colon tumor 62 2000 2
CNS 60 7129 2
Leukemia 72 7129 2
Breast cancer 97 24481 2
Lung_cancer 203 12600 5
Ovarian cancer 253 15154 2
Leukemia 3 classes 72 7129 3
Leukemia 4 classes 72 7129 4
Lymphoma 62 4026 3
MLL 72 12582 3

Table 2: The experimental result of filter-embedded methods.

Dataset Methods Acc Rec Pre Fmes Time Nb-FS

Colon

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

79.16%
96.0%
95.5%
98.00%
98.00%

83.33%
96.66%
91.66%
96.66%
100.0%

77.66%
97.5%
100.0%
100.0%
97.5%

79.30%
96.57%
94.66%
98.00%
98.57%

0.0075
0.001
0.002
0.002
0.001

-
10
12
10
8

CNS

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

68.83%
98.00%
98.00%
98.00%
100.0%

60.0%
95.0%
95.0%
95.0%
100.0%

63.33%
100.0%
100.0%
100.0%
100.0%

56.66%
96.66%
96.66%
96.66%
100.0%

0.0322
0.001
0.003
0.003
0.003

-
15
9
15
11

Leukemia

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

96.33%
94.57%
100.0%
100.0%
100.0%

95.0%
86.66%
100.0%
100.0%
100.0%

96.66%
100.0%
100.0%
100.0%
100.0%

94.66%
91.33%
100.0%
100.0%
100.0%

0.061
0.001
0.001
0.002
0.001

-
8
6
6
6

Leukemia 3-C

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

94.57%
100.0%
100.0%
98.57%
100.0%

97.0%
98.0%
100.0%
99.0%
98.0%

94.0%
99.0%
100.0%
95.0%
99.0%

96.0%
99.0%
100.0%
97.0%
99.0%

0.056
0.001
0.004
0.005
0.0

-
10
7
7
7

Leukemia 4-C

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

91.29%
100.0%
98.57%
100.0%
100.0%

98.0%
99.0%
99.0%
99.0%
99.0%

96.0%
99.0%
99.0%
99.0%
99.0%

96.0%
99.0%
99.0%
99.0%
99.0%

0.0663
0.0009
0.001
0.0
0.0

-
8
8
7
7

Breast

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

65.47%
98.57%
94.64%
98.57%
100.0%

50.0%
100.0%
93.33%
96.66%
100.0%

57.49%
97.5%
95.0%
100.0%
100.0%

52.66%
98.57%
93.14%
98.0%
100.0%

0.5012
0.001
0.0
0.0
0.002

-
15
200
20¨
17

Lung cancer

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

93.90%
100.0%
98.75%
98.75%
100.0%

91.0%
99.0%
96.0%
98.0%
97.0%

96.0%
99.0%
97.0%
96.0%
97.0%

93.0%
99.0%
97.0%
97.0%
97.0%

0.2905
0.003
0.002
0.003
0.003

-
20
17
20
17

Ovarian

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

100.0%
100.0%
100.0%
100.0%
100.0%

100.0%
100.0%
100.0%
100.0%
100.0%

100.0%
100.0%
100.0%
100.0%
100.0%

100.0%
100.0%
100.0%
100.0%
100.0%

0.4832
0.0
0.0
0.0
0.001

-
3
3
5
5
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Lymphoma

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

100.0%
100.0%
100.0%
100.0%
100.0%

98.0%
100.0%
100.0%
100.0%
100.0%

90.0%
100.0%
100.0%
100.0%
100.0%

94.0%
100.0%
100.0%
100.0%
100.0%

0.0507
0.0005
0.0
0.0
0.001

-
2
2
2
2

MLL

No_FS
SVM-RFE
ReliefF_SVM-RFE
MI_SVM-RFE
Proposed

98.57%
100.0%
100.0%
100.0%
100.0%

100.0%
100.0%
98.0%
98.0%
100.0%

100.0%
100.0%
99.0%
98.0%
100.0%

100.0%
100.0%
98.0%
98.0%
100.0%

0.1222
0.0005
0.0
0.0
0.001

-
4
4
5
4

Table 3: The experimental results of applying different classifiers on the
selected subset.

SVM LR DT RF NB KNN

Colon

Acc
Rec
Pre
Fmes
Time

98.00%
100.0%
97.5%
98.5
0.001

96.0%
96.66%
97.5%
96.57
0.001

79.23%
80.66%
71.93%
76.21%
0.001

84.6%
86.99%
81.66%
81.76%
0.061

79.0%
73.33%
80.0%
75.14%
0.0006

85.33%
91.66%
85.83%
87.04%
0.0001

CNS

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.0016

96.33%
90.0%
100.0%
93.33%
0.001

77.83%
59.0%
96.66%
60.73%
0.001

86.33%
69.0%
79.0%
72.99%
0.0970

85.50%
85.0%
81.66%
81.33%
0.001

90.33%
85.0%
93.33%
86.0%
0.0

Leukemia

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.0019

96.33%
95.0%
96.66%
94.66%
0.0013

92.80%
87.32%
95.32%
90.37%
0.0016

98.29%
96.0%
100.0%
96.66%
0.1091

100.0%
100.0%
100.0%
100.0%
0.0006

100.0%
100.0%
100.0%
100.0%
0.0005

Leukemia3-C

Acc
Rec
Pre
Fmes
Time

100.0%
98.0%
99.0%
99.0%
0.0004

98.00%
98.0%
99.0%
99.0%
0.001

95.29%
94.4%
93.60%
93.40%
0.001

96.73%
93.20%
97.20
95.20
0.0660

96.33%
93.0%
97.0%
95.0%
0.0011

96.90%
86.0%
96.0%
90.0%
0.0004

Leukemia4-C

Acc
Rec
Pre
Fmes
Time

100.0%
99.0%
99.0%
99.0%
0.0013

97.14%
90.0%
98.0%
93.0%
0.0015

87.41%
83.2%
90.2%
85.8%
0.0009

89.68%
79.4%
90.0%
82.80%
0.085

88.35%
66.0%
64.0%
64.0%
0.0006

93.21%
87.0%
97.0%
91.0%
0.0005

Breast

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.002

95.0%
90.0%
97.5%
91.57%
0.001

72.61%
60.16%
53.76%
54.26
0.001

84.09%
71.15%
87.83%
72.98%
0.070

69.36%
35.0%
61.66%
43.33%
0.001

85.95%
75.83%
92.66%
80.40%
0.0002

Lung

Acc
Rec
Pre
Fmes
Time

100.0%
97.0%
97.0%
97.0%
0.0021

92.54%
80.0%
91.0%
84.0%
0.0063

90.98%
78.20%
80.8%
77.4%
0.0030

91.72%
89.6%
93.0%
91.0%
0.1100

92.12%
75.0%
69.0%
72.0%
0.0009

92.56%
87.0%
95.0%
90.0%
0.0007

Ovarian

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.0014

100.0%
100.0%
100.0%
100.0%
0.0029

98.10%
97.21%
98.43%
98.17%
0.0016

99.04%
99.25%
99.55%
98.92%
0.0640

100.0%
100.0%
100.0%
100.0%
0.0014

100.0%
100.0%
100.0%
100.0%
0.0019
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Lymphoma

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.0012

96.66%
87.0%
94.0%
88.0%
0.0010

96.33%
100.0%
100.0%
100.0%
0.0013

100.0%
98.8%
99.4%
99.6%
0.0873

98.33%
93.0%
99.0%
96.0%
0.0009

100.0%
100.0%
100.0%
100.0%
0.0008

MLL

Acc
Rec
Pre
Fmes
Time

100.0%
100.0%
100.0%
100.0%
0.0009

90.97%
87.0%
86.0%
87.0%
0.0008

93.95%
97.0%
97.0%
97.0%
0.0008

97.57%
97.2%
98.0%
97.8%
0.0730

96.90%
97.0%
96.0%
96.0%
0.0011

93.47%
91.0%
91.0%
91.0%
0.0001

Table 4: Comparison of the proposed method with other hybrid methods.

Colon CNS Leukemia Leukemia3-C Leukemia4-C
ACC NB_FS ACC NB_FS ACC NB_FS ACC NB_FS ACC NB_FS

[30] 96.47% 17.1 90.34% 14.7 100.0% 4.2 99.44 15.8 99.44 15.8
[34] 98.80% 8 - - - - - - - -
[23] 92.0% 30 84.0% 30 - - - - - -
[21] 100.% 6.13 - - 100.0% 7.7 - - - -
[24] 98.87% 16 - - 98.84% 12.9 - - - -
[4] 96.67% 10 - - - - - - - -
[19] 91.68% 78 - - 98.35% 37 - - - -

Proposed 98.00% 8 100.0% 11 100.0% 6 100.0% 7 100.0% 7
Breast Lung cance Ovarian Lymphoma MLL

ACC NB_FS ACC NB_FS ACC NB_FS ACC NB_FS ACC NB_FS
[30] - - 96.12% 23.8 100.0% 3.4 - - 99.72% 11.1
[34] - - 99.3% 12 - - 99.9% 10.6 / -
[23] - - - - - - 94.0% 30 - -
[21] - - 99.35% 9.1 - - - - - -
[24] 94.15% 16.8 99.52% 12.9 - - - - - -
[4] - - - - 100.0% 10 - - - -
[19] - - - - - - - - - -

Proposed 100.0% 17 100.0% 17 100.0% 5 100.0% 2 100.0% 4
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However, the number of selected features in the filter
stage is determined empirically. In the future, we aim to
create a mathematical function to determine the threshold
based on the input dataset. Another objective is to improve
the overall performance by incorporating more filter meth-
ods into the proposed method to eliminate irrelevant and
redundant features.
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