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In order to discover multi-dimensional spatiotemporal association patterns, and improve the efficiency
of traditional mining algorithms for spatiotemporal association patterns, this paper firstly constructs a
star association model based on event, which can show more spatiotemporal information on the basis of
the present star association model. Besides traditional attributes association with point, line and plane,
the model also can fully and flexibly express temporal association, orientation association, and topology
association, namely, it can quickly and smply form multi-dimensional spatiotemporal association
patterns. And then for the star association model based on event, an algorithm of discovering frequent
spatiotemporal association patterns based on granular computing is proposed, which is different from
traditional association patterns mining algorithms. One is that the algorithm breaks traditional thinking
of generating candidate frequent itemsets, namely, it generates candidate frequent itemsets by updating
the mixed radix numeral. The method is quick and simple to avoid redundant complicated calculations
for adopting complex FP-tree data structure or generating candidate by joining frequent itemsets. The
other is that the algorithm for discovering frequent spatiotemporal association patterns only needs to
read database once via granular computing, in other words, it discovers each frequent spatiotemporal
association pattern via constructing a spatiotemporal information granule, where the intension can be
mapped to the mixed radix numeral from the mixed radix notation system based on spatiotemporal
information system. Finally, this paper further discusses the characteristics and the optimal application
environments of the algorithm. Experimental results indicate that the algorithm is simpler and faster
than these traditional frequent patterns mining algorithms on the optimal application environments.

Povzetek: Opisana je nova metoda za rudarjenje prostorsko-¢asovnih vzorcev.

discover different types of spatial and spatioterapo

1 Introduction patterns in s_C|ent|f|§: data.sets, which can .be uwed

, ) ) . _capture a variety of interactions among objectsit@frest
Discovering spatial association patterns from spatiang the evolutionary behaviour of such interactions
database is one of important tasks for spatial 0tiNg  Based on the feature of geographic elements, teareh
and knowledge and d_|scovery. Spatial associatiQfork can be divided into the following two groups.
patterns have been applied to some valuable domains one group is discovering frequent region assogiatio
such as Urban Traffic [1], Bioscience [2], Sociak8rity  patterns for numeric geographic elements with pdime
[3], Climate forecasting [4], and Demographic SYrve gnq plane, i.e. firstly, these numeric attributes tarned
[5] In recent decade, there is some research M@k j,i5 Boolean attributes with geographic elementsi a
mining spatial association patterns. Referencéd@lses gpatial association patterns are discovered bgaiion
on this specificity of spatial data mining by shogithe  frequent patterns mining methods. The group isablet
_su_nabﬂny of join indices to this context. It dedoes the o, mining spatial association patterns based atiaip
join index structure and _Sh(_’WS how it could be uB&@ |ocation. Reference [7] uses association rulesigooster
tool for spatial data mining; Reference [7] dis@ssthe  gpatiotemporal relationships among a set of vag@tiat
multiple level association rules mining, and furthe characterize socioeconomic and land cover charimgs,
|nd|cates_ spaﬂotemporaj association rules m[n!nngkj it only refers to the region. Reference [9] promose
address issues of data integration, data classificahe opyst geospatial multivariate association rulesimg
representation and calculation of spatial relatps  framework, where the attributes for geographic elets
and strategies for finding ‘|_nterest|ng’ rules; Etm‘ncg with point, line and plane can be turned into tagion.
[8] has proposed a generalized framework to effeti Reference [10] proposes a novel framework to mine
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regional association rules based on a given clags Regated research work

structure. , _ ,
The other is discovering frequent spatial assamiati 25€d on the notions of granularity [17] and altiva

patterns for discrete geographic elements with iapat[18]; the ideas of granular computing have beereiyid
objects and layout relationships, i.e. firstly,saaliscrete Investigated in artificial intelligence [19]. Ini¢hpaper,
geographic elements are turned into the categaryasd W€ @dopt a partition model of granular computing to
transaction frequent patterns mining methods aed g5 CONStruct information granule [19], which depends o
extract spatial association patterns. Referenceafg] rough set theory [20] and quotient space theory.[21
[11] discuss star association patterns, sequenE@rev we introduce the following related definiton

association patterns and clique association patteased Definition 2.1 An information table is a quintuple
on spatial distance for these spatial objectsiceiships s=(u, A {Vv.|a0A, L {I_|a0dA) , where
’ 1 a ] a ’

and layout relationships. . . . .

. U , called universe of discourse, is a finite nongmpt
However, these research have the following some, objects:

shortcoming, firstly, these mining objectives araimby Co . .

from spatial database, where these algorithms do nfo ﬁzb"i”ef" attributes set, is also a finite nonerrgey

fully regard temporal relationship with spatial @siation or attributes; _ ) .

patterns: Secondly, their geographic elements atiaip V,, called domain set, is a finite set of values for

association patterns are most one-dimensional, lyamead A, whereV, is defined as a discrete category set;

the form of spatial association patterns is quitegls. L, called descriptive language, a language is define
Finally, for these traditional frequent patternsnimg by attributes imA ;

algorithms, such as Apriori, FP-growth, and their  For describing an object bf via the language, it can
improved algorithms have some disadvantages a8l o genoted ds={/|V, XV, x.xV,, a OA OA ;

One is the mining framework based on Apriori, i.e. a o &
these mining algorithms discover frequent patterias I, called information function, is a total function
the thinking of the algorithm Apriori, called thepAori  that maps an object &f to exactly one value i
Framework. The mining framework needs to repeatedh/amel U oV
read database for discovering frequent itemsets. o ¥ = Va-

The other is the mining framework based on FPpefinition 2.2 Information granule is a two-tuple
growth, i.e. these mining algorithms discover fremofu IG = (&, #(£)), where
patterns via data structure FP-tree, called theyierth

Framework. The mining framework uses complex data E called the intension of |.nformat|on gr-anule,
structure to save reading database, but it need®gb consists of all attributes that are valid for athse ObjeCtS

a !

much memory for discovering frequent patterns. to which information granule applies; in other warthe
These mining frameworks have some disadvantagb¥€ension is an abstract description of commonuliest

for more details seeing references [12-16]. or properties shared by elements in the extensibich
The main contributions in our research work can big expressed &&= (&, &, ..., §q ), Where

summarized as follows: qu Ov,,aOA& OAk=1,2,..|¢& £OL;
One is constructing a star association model based &

on event, which not only expresses traditionaitattes #($) , called the extension of information granule, is

association with point, line and plane; the modeb @an the set of objects which information granule apmplie
fully flexibly express multi-dimensional spatioteorpl  other words, the extension consists of concretenples
association patterns including the orientation eission, of information granule, which is expressed as fefio
the temporal association and the topology assoaoiati (&) ={xOU 1, =&, 1.0 =&, | g )=} 5

The other is proposing an algorithm of discovering
frequent spatiotemporal association patterns based Definition 2.3 Atomic information granule is a two-
granular computing. For discovering frequent spatiquple AIG = (&, ¢(£)), where

temporal association patterns, it only needs ta rba . : _ ,
database once; and then it generates candidateefreq ¢, called the intension oRIG =(c, 4(<)) , is

itemsets via updating the mixed radix numeral, wheeXpressed as=(<,) ({, 0V,,al0A, {OL);
granular computing is introduced to save reading th #(&), called the extension &IG = (¢, ¢(£)), is
spatiotemporal database. = -

The remainder parts are organized as follows: expressed af(c) ={xDU 1.9 =3 -

In Section 2, we introduce the related researctkworDefinition 2.4 Intersection operation of information
In Section 3, we construct a star association mbdséd granule is denoted ly, which is described as follows:
on event; In Section 4, we propose an algorithm of | et two information granules be, = (&,, #(&,))
discovering frequent spatiotemporal associatioepas ) , i :
based on granular computing; In Section 5, we osees 2Nd1G; = (&, #(8,)), respectively; {4, D¢, D¢, U
experiments to verify the algorithm, and then déscits V) I](D{/‘; D{E D{/J’g 0OV,) then g; :{/ig . and then the
the optimal application environments. In Sectiorwe,

. intersection operation can be expressed as follows:
summary research results and discuss future work.

1G=(¢, §())=1G, TG, = (5, Uy, #(Sa )N P(S4))-
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Definition 2.5 Star association model is expressed as P, . (e,e )={east(e), south(e ), southeast(e,),

M =<e,{e, e,.... &} <>, where west(e, ), southwest (€, ), northwest (g, ), northeast @, ),

e., called the core element of star association mOd%rth(ec)} , Wheres, is an orientation element;
is a sole core element;

e(i=1 2,..m;, called the non-core element of star
association model, at least there is a kind of cigon
between each non-core element and the core element; Overlap(e,, &)}, wheree, is a spatial entity objects;

<, called time series relationship of star assamiati For example, there are three spatiotemporal events
model, this model only has two types of time seriedrom a spatiotemporal database, and then we usstdhe
namely,{e <e Ue, <e,0..0e <e} or{e <e e, <  association model based on event to describe them a
follows:

(1)e: a taxi (No.t2) with passenger eastward fast left
Definition 2.6 Star association pattern is denoted byhe school (No.s1) along the riverside (No.r1) &\.
P={r, r,....1.} , where the association between the core €.:taxi(2), is a subject object in this event;

Pooiogy (€5 &) ={disioint(e, €,), coveredby(e,, €,),
cover(e,, e,),contain(e, , e, ),touch €, ,e, ),inside &, &, )

tr1s

e 0..0e,<e}.

elemeng, and the non-core elemamn(i O[1, 2,...,k ])can A:{load, ratg = true fag ;
be denoted by =R<e,g > (0[1, 2,...k ]), which E,: {school(1), river(1)};
consists of the temporal association, the oriemati time {at 5 PM} ;
association and the topology association. And tlséar, orientation: {eas} ;

association patterns mining is defined as discogeri
frequent star association patterns from spatioteaipo
database for the given minimal support. school} .

We can use traditional attributes and these preatica

3 A star association modé based on to describe the star association pattern for thengv
event which can be expressed as follows:

P(1) ={load =true rate= fast, before(night), equal

In this paper, on the basis of definition 2.5, wepgwse a ; i ;
star association model based on event. The model %fternoon),east(tam (2)), digjoint ¢ax (2),school (1))

applied to transform spatiotemporal events andogisc ~ touch(tax(2), river (1))};
frequent spatiotemporal association patterns ini@ed. (2)e: a taxi (No.t5) with passenger southward slow

Definition 3.1 Star association model based on event %:OVGd into the school (No.s2), and parked at dte gf

denoted aEM =<e¢, e, ,A,E, ,F ,P>, where © ba.nk (.No.b.3) at 11.AM' T )
: s i ) e.: taxi(5), is a subject object in this event;

e, called a spatiotemporal event, is from a spatio- A: {load, ratg ={ true siow :
temporal database, which consists of orientatiatofa : ' ’
time factor and topology factor, besides theseittcahl E,: {school(2), bank(3)} ;
attributes with point, line and plane; time {at 11AM} ;

e, called the core element of star association model
based on event, is a subject object in the event;

A, called attributes set of the core elem&nis also
a finite nonempty set for the attribute, which dam
traditional attribute with point, line and plane;

E,. called non-core elements set of star associati
model based on event, is a set of spatial entijgatd
denoted byE.={e, e,...,e,} . Here is only a kind of

spatial location association between the core ategpe
and each non-core elemente UE,) ;

topolog y: {a taxi touch the river, a taxi digoint the

orientation: {south} ;
topolog y: {a taxi is inside the school, a taxi touch

the bank} ;

Via traditional attributes and these predicateg th

ar association pattern for the event can be sgptkas

ollows:

P(2) ={load =true rate = slow, before(afternoon),
equal (morning), south(taxi (5)), touch ¢axi (5),bank ),
inside(taxi (5), school (1))} ;
. - 3)e: taxi (No.t6 ithout th t
F, called spatiotemporal factors set for descrlbmglov\f I()e;et thae bz(r:k((l\cl)o b)Af)W;\ncéudrgszzeig?: rthzci)tl:as\g ©s

this event, is expressed as follows: street (No.b3) at 8 night
F ={time orientation, topolog y} ; e.: taxi(6), is a subject object in this event;
P, called predicates set fér, is a finite set of
' ~ ' A: {load, ratg ={ false doy ;
values forf OF , denoted bY ={R, ., Pyicaion' Popology) - E - {business street(3), bank(4)}

In this paper,P, (f O F)is defined as follows:

Rire (€, &) = {before(e), after(g), equal (§)} , where
e is a temporal element;

time {at 8 night} ;
orientation: { southwest} ;
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topolog y: {a taxi is covered by the business street,
ataxi digoint the bank}.

Via traditional attributes and these predicateg th

star association pattern for the event can be egptkas
follows:

P(3) ={load =true rate = slow, after (afternoon),
equal (night), south(taxi (6)), touch taxi (6),bank (4)).
inside(taxi(6), business street )} ;
Definition 3.2 Spatiotemporal

mining is defined as discovering frequent spatiqteral
association patterns from spatiotemporal databased

on event, namely, frequent star association pattern

whose support is the same as traditional assoniaties.
In the course of mining spatiotemporal associatio
patterns, there are two key problems as follows:

One is turning an event into a spatiotemporal

association patterns, namely, star associatiorenpatt
We have solved the problem via definition 3.1;

The other is discovering frequent spatiotempor
association patterns. We use the algorithm as ithestcr
in Section 4.2 to solve the problem.

4 Frequent spatiotemporal
association patternsmining

In this section, firstly, we introduce granular qmuiing
based on the star association model, and then pecgo
algorithm of discovering frequent spatiotempora
association patterns based on granular computimajjyf,
we compare the algorithm with these traditional imgn
algorithms, particularly, the Apriori Framework atite
FP-growth Framework

4.1 Granular computing based on the star
association model

Definition 4.1 A spatiotemporal information system
based on the star association model is a six-Bipe =
(U,F, A {V,|alAL L, {I,|adA) , where

U , called universe of discourse, is a finite nongmpt
set of events, where each event has a sole coreele

F , called spatiotemporal factor set for describin
the eveneinU , is expressed as follows:

F ={time orientation, topolog V} ;

A, called joined attributes set of an event, is dedo
by A= A UE, U{orientatior} UE,,

Where

A, called traditional attributes with point, linedan
plane;

E, . is a given group of time division; suchBBs=
{morning, afternoon, night} or E, ={Monday, Tuesday,
Wensday, Thursday, Friday, Saturday ,Sunday };

E,, called non-core generalization set Ubr, is a

finite nonempty set of non-core element categoryttie
star association model based on event;

association patterns

G. Fang et al.

For example, there are three spatiotemporal ewents
Section 3; and we can get these spatial entitieshfEm
as follows:

{'school(1), river(1), schoal (2), bank (3),business
street(3), bank (4)};

And then, we have the followirtg, :

E, ={school, river, bank, street} ;

There are more details abouin table 1.

V_, called domain set, is a nonempty finite set of

a’?

values for attributa (a A), which can be expressed as
follows:
V*_, alA
P..(e,a), all
n V,= i (8- 2) E‘. ., where
P, ienation (€., @), @ = orientation
Ptopology(ec' a)' aD Es
V* | called domain of traditional attribute with

oint, line and plane, is defined as a discretegmaty set;
e others are the predicate sets as describegfimtabn
3.1.

L, called a kind of logical descriptive language, is
defined to describe a spatiotemporal event thrahgke
traditional attributes and predicatdsran be expressed
asL ={/|V, xV, x.xV ,, a OK OA;

I, called information function, is a total function
}hat maps an event &f to exactly one value X, ,
namelyl,: U - V,.

Based on definitions 3.1 and 4.1, for the three
spatiotemporal events in Section 3, and we letnze ti
division beE, ={morning, afternoon, night} , then we
can construct a spatiotemporal information systeset
on the star association model as follows:

STIS=(U,F,A{V,|alA, L {I,|adA) , where

A ={load, ratg¢ , is an attribute set of the taxi
(called a point entity);

E, ={school, river, bank, street} ;

So we can create the following mining database as
described in table 1.

A _ID | Taxi(2) | Taxi(5)| Taxi(6)
Load True True False
Rate Fast Slow Slow
Morning -- Equal --
Afternoon Equal Before| After
Night Before -- Equal
Orientation East South Southwest
School Disjoint | Inside | --
River Touch -- --
Bank -- Touch | Touch
Street -- -- Inside

Table 1: Mining database.

Definition 4.2 Spatiotemporal information granule is a

two-tupleSTIG = (¢, ¢ ({)), where
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¢, called the intension of spatiotemporal informa- |U |, is the number of spatiotemporal events in the

tion granule, is an abstract description of commalues spatiotemporal database, which is mapped to théospa
of joined attributes shared by events in the extens temporal information syste®T1S;

which is expressed &s=({,, {5, {;) € OV, ,a [ M |, is a combinatorial number for attribute values

AOAKk=1,2..|| ¢OL; in the spatiotemporal database, which is mappethe¢o

W({) , called the extension of spatiotemporc';lﬁp"motemporal information systeilS .

information granule, is a set of events which gpati

temporal information granule applies, which is egsed 4.2 Discovering frequent spatiotemporal

as follows: association patterns
Y()={uluU1,(W =4, | ,(U) =5, |y )= In this section, we propose an algorithm of discimge
frequent spatiotemporal association patterns based
St - granular computing, which is denoted by DFSTAP, and

— - . - . then we use the following pseudo code to desctiige t
Definition 4.3 Atomic spatiotemporal information algorithm DFSTAP.

granule is a two—tupl.e\SI'IGT =€y ! where_ STD, is a spatiotemporal database based on event;
¢, called the intension of atomic spatiotemporal g g the given minimal support;

information granule, is denoted Ky=({,) ({,OV,, F : saving these maximal frequent spatiotemporal

alA ¢OL); association patterns;

W({), called the extension of atomic spatiotemporal N.F - saving these non frequent  spatiotemporal
association patterns;

information granule, is denoted by the following: Input: STD ands;
w()={ubu [l (v =47} . Output:F ;

(LF =&,

(2)NF =

(3) ReadsTD ; //reading once database

Definition 4.4 Intersection operation of spatio- tempora
information granule is denoted 1 . Suppose two

spatiotemporal information granules ar8TIG, =
(. 0(Z.)) andSTIG, = (¢.. w((.)) . respectively: if (4) Create STIS,, =.(U, F.A {V,|adA}, L {I,|a0l
ar wali B\E B _ A}) ; /ldef. 4.1, creating &TIS by theSTD
(0420, 04, OV) OO 04,0 0V) thendl = 5y compute eachSTIG = (¢, /(7)) : /] def. 4.3
¢, and so the intersection operat®can be expressed (6) CreateVl ={STIS m <W, W,,...,w, >}; // def. 4.5
asSTIG = (¢, ¢/({)) = STIG,OSTIG, (7) Fori O[1, |M |]do {
=({, 045wl )nw,). 8) M()=(w,w,,.-), ; /la decimal integef is

Definition 4.5 A mixed radix notation system based on éurned into a mixed radix numexah, @, , ...c4),,
spatiotemporal information system is a trigie= (9 {ui =¢n 0004511, is a set of items,
{STIS m <w, W,,...,w,, >}, where each?, is mapped to they,
_ STIS, called a spatiotemporal information system¢10) If(DwONF, @ O ¢)then {
ST (U FA M a0 A, L (1, Ja0g) (L) COnSIUESTI= Gy, 4G )i det. 44

m, called the number of bit for the mixed radix(lz) Iﬂg[/(ZM(i))lzsthen{
notation system, is denoted imy=| A ; (13) Deletec (o UF, 0 0{,,) ; //deleting all

<wW, W,,...,w,, >, called the weight set of bit for the subsets of(,;, in F
mixed radix notation system, each elemenis defined (14) Write], ¢, to F ;} //saving frequent itemset

asw 9V, [+1(=1,2,.m, and V; - k (k=1,2,.. (15) Else
IV, 1), and M |= M w -1, (16) Writef, ;, to NF ; //saving non frequent itemset

17
For example, for the spatiotemporal informatior{ng i++:)
system of table 1, we can get the following mixadix (19) OutpljF .
notation system based on a spatiotemporal infoonati '

systemM ={STIS 10,<3, 3, 4,4, 4,9, 8, 8, 8, 8. The interval[l, | M |]in the algorithm is the search

range of candidate frequent patterns. In other wtre
Definition 4.6 Combinatorial number ratio based on algorithm updates the mixed radix numeral to geeera
spatiotemporal information system is defined @s candidate frequent itemsets.
The algorithm discovers frequent spatiotemporal
association patterns through constructing spatipteai
information granule.

=log,"' >0, where
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4.3 Performance comparison In conclusion, this algorithm is better than tremtial

Based on the introduction in Section 4.2, we knbw t mining algorithm in theory.

algorithm DFSTAP is different from traditional fregnt
patterns mining algorithms, particularly, the Apiio 5 Experimental result
Framework and the FP-growth Framework.

For discovering frequent association patterns, t

o . . . . Tollows:
Apriori Framework is a representative algorithm hwit One is evaluating the performances of the pronosed
candidate, and the FP-growth Framework is a typical. 9 P prop

algorithm without candidate, and then we compaee g ning a]gonthmfor dlscqverlng frequent spatioforal
. . L association patterns on different datasets.
algorithm DFSTAP with the Apriori Framework and the S . o .
The other is discussing the application environment

FP-growth Framework. The comparative results can tfgr the proposed mining algorithm

expressed as the following table 2. : . .
Based on the comparison as described in table 2, we Tfhe f;:St data setis 1|‘r0m_ the_(;PS da_ta of taxain

can draw the following conclusions: City, for the GPS |nt.erva. point with a taxi, aneew is

The Apriori Framework needs to read the databamade of spee_d, loading, time, and space IayquineTm
repeatedly, and it joins two frequent itemsetsdoayate 3080 spatiotemporal events aft_er data flIt_erlﬁgs :
dataset can be mapped to a spatiotemporal infasmati

candidate; and so there are lots of calculated atrfoun STl d th ived radi
discovering frequent patterns. However, the albarit systemSTIS , and then we can create a mixed radix

DFSTAP updates the mixed radix numeral to generafiotation system based on the spatiotemporal infooma
candidates; the speed of which for the latter $¢efathan SystenSTIS, which can be expressed as follows:

the former; additionally, the DFSTAP only needsead M, ={STIS, m <w, W,,...,w, >}, where

the database once. Hence, the computational coityplex
of the algorithm DFSTAP is lower than the Apriori )
Framework. In other words, the algorithm avoidssthe the taxi;

In this section, we design two types of experimeags

STIS,, is mapped to the spatiotemporal database for

disadvantages of the Apriori Framework. m=7, there are seven attributes in the database;
In addition, the algorithm DFSTAP uses simple data  <W, W,, W,, W, ,W; W W,>=< 4, 4,4, 4,3,53>%.
structure as array to express single format of iciabel, And we havep = 10g, " =100,,,0:2**° = 0.824.

and traverses an interval to discover frequentcason

patterns; so it uses less memory: and it is eapydgram The second data set is from the GPS data of bas in

and maintain the algorithm. Namely, the DFSTAP ha%ity’ for the GPS. interval point With a bus, an elves
these advantages of the Apriori Framework. made of sp_eed, time, grade of service, and quomtla
However, for mining frequent association patternsWe deal with the dataset to form 40600 spatioteipor

the FP-growth Framework only needs to read databaSLeMts; the dataset can be mapped to a spatiotampor

twice, its advantage is saving reading database, ilpformation systen$TIS,, and then we also can create a
DFSTAP also has the advantage. But the FP-growthixed radix notation system based on $fS,, which
Framework needs to traverse a complex FP-treetsso ¢an be expressed as follows:

computational complexity is higher than the DFSTAP, ={STIS, M <W, W,,...,w, >}, where

meanwhile, it also needs to cost more memory, &isl i 2 vz
no picnic to program and maintain it. Obviouslyg th STIS, , is mapped to the spatiotemporal database for
algorithm DFSTAP avoids these disadvantages of tige bus;

FP-growth Framework. m =6, there are six attributes in the database;

<W, W, Wy, W, W, W, W,>=< 3,5,4,6,7,3.

Comparative Apriori FP-growth
items DFSTAP | £ amework| Framework And we also have =log,, "' =10g,464, " = 0.934.
Reading Once Many Twice Experimental environment is Microsoft Window XP
Database times Professional with Intel (R) Core (TM)2 Duo CPU
Data structure Simple Simple Complex (T6570 @) 2.10 GHz 1.19GHz) and 1.99 GB memory.
Programming Simple Simple Complex The software development environment is based on C#
Computational . . with Microsoft Visual Studio 2008.
. Low High High
complexity
Memory usage,  Less Less More| 5.1 Theexperimentsof performance
Generating Yes Yes No comparison
candidate . . . -y
Here, for discovering frequent spatiotemporal aission
Format of - _
candidate Digit ltemset -- patterns on the two qlat_asets, we compare the digori
Speed of DFSTAP with the Apriori Framework and the FP-growth
peed o Framework. Based on the performance comparison in
t Fast S| D P

gens_rda Itng as ow - Section 4.3, we respectively design three groups of
candidate experiments on the two datasets.

Table 2: Performance comparison.
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1. Testing on thefirst dataset
For the first dataset, we compare the performasche
number of frequent association pattern increasesttze
test results are expressed as figure 1; as thenmhxi
length of frequent association pattern increased, the
test results are expressed as figure 2; as themaini
support of frequent association pattern increaamed,the
test results are expressed as figure 3.
5000
4000
3000
2000
1000
0w
1

—+— Apriori Framework
—=— FP-growth Framework
—&— DFSTAP

Runtime(Second;

7 11 33 17% 274

The number of patterns

Figure 1: Performance comparison as the number of
frequent association pattern increases.
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o
1

—e— Aprion Framework

—8— FP-growth Framework
—&—DESTAP

2

Runtime(3econd)

3 4 5 6 7

Mazmal length

Figure 2: Performance comparison as the maximgtten
of frequent association pattern increases.
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—e— Aprion Framework
—8—FP-growth Frameworlk
—&—DFSTAP

6000

4000

2000
0 o
05

Runtime(Second;

2 10 30 50
Minimal support(%a)

Figure 3: Performance comparison as the minimal
support of frequent association pattern increases.

2. Testing on the second dataset

For the second dataset, we compare the performar

from three aspects also; in other words, with thmiper
of frequent association pattern, the maximal lepgtid
the minimal support; and their experimental resaits
expressed as figures 4, 5, and 6, respectively.

250
200
150
100
50
[

1

—4+— A prort Framework

—a— FP-growth Framework
—a— DFSTAP

4

Runtime(Second)

5 12 26 33 39

The number of pattems

Figure 4: Performance comparison as the number of
frequent association pattern increases.
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Figure 5: Performance comparison as the maximgtten
of frequent association pattern increases.
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250
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100

50

—+— Aprion Framework
—=— FP-growth Framework
—a— DFSTAP

Runtime(Second;

08 2 10 30 50 T0

IMinimal supp ert(¥a)
Figure 6: Performance comparison as the minimal
support of frequent association pattern increases.

Based on these comparison results from figure@l, to
we can draw two conclusions as follows:

One is that the algorithm DFSTAP is better than the
Apriori Framework and the FP-growth Framework o th
type of mining datasép <1).

The other is that the performance of the algorithm
DFSTAP does not depend on the number of frequent
association pattern, the maximal length, and thamal
support parameter.

5.2 Theexperimentsof discussingthe
optimal application environments

In this part, we mainly discuss the relationshipsaeen
the performance and the following parameters:

|U |, is the number of spatiotemporal events;

M|, is the combinatorial number for attribute
values;

£, is the combinatorial number ratio.

1. Testing on thefirst dataset
For the first dataset, we change database events or
database structure to create eight new dataséiblas3.

Name Weight set P
Data_T 1| <4,4,4,5,9> 109,65850 - = 0.617
Rata_T 2| <4,4459> 10G3p5060 " = 0.628
Data_T 3| <4,4,4,4,3,5,9> 109,65850 > = 0.810
The first
dataset | <4%44.3,59> | 100y, = 0.824
Data_T 4| <4,4,4,4,3,5,9,3> | 10g,5550">""° = 0.895
Data_T 5| <4,4,4,4,3,5,9,3> | 10053050 "°"°=0.910
Data_T 6| <4,4,4,5,9> 109,45 = 0.986
Data_T 7| <4,4,4,4,3,5,9> 10g,,5.*° =1.293
Data_T 8| <4,4,4,4,3,5,9,3> 100,42 =1.429
Table 3: Changing description of the first dataset.

As we all know, the performance of the FP-growth
Framework is better than the Apriori Framework,vem
do not directly compare them in these experiments.
Here, if the minimal support is less than 1%, then
regard it as the lower support; if the minimal sopps
greater than 30%, then we regard it as the highygct.
(1) The relationship between the performance and
P (the combinatorial number ratio)

As the minimal support increases, we compare the
algorithm DFSTAP with the Apriori Framework and the
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FP-growth Framework on the eight datasets. Thsilte

are respectively expressed as figures 7-14.

1200
1000 —8— FP-growth Framework

200 —&— DFST AT
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430
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0

0.5 1 2 10 30 50 0

Runtime(Second)

Minimal support(¥a)

Figure 7: Performance comparison on Data_T 1
(p=0.617)
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Figure 8: Performance comparison on Data_T 2
(p=0.628)
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Minmmal support(%4)

Figure 9: Performance comparison on Data_T 3
(p=0.810)
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Figure 10: Performance comparison on Data_T 4
(p=0.895)
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Figure 11: Performance comparison on Data_T 5
(p=0.910)
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Figure 12: Performance comparison on Data_T 6
(0 =0.986)
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Based on figures 7-12, whern< 1, we can know that

the performance of the algorithm DFSTAP is betitemt
the Apriori Framework and the FP-growth Framework.
Based on figures 13 and 14, wher-1, we can

know that the performance of the algorithm DFSTAP i
better than the Apriori Framework and the FP-growth
Framework for the lower support; but for the higher
support, it is not better than them.

50

—&— DESTAP

—+— Apriori Framework
—=— FP-growth Framework

—4— DFSTAP

Runtime(Second)
Runtime(Second)

10 30 50 70

Lower suppost(%) Higher support(®%)

Figure 13: Performance comparison on Data_T 7
(p=1.293)
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—+—DFSTAP
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Runtime(Second)
Runtime(Second)

05 1 2 0

10 30 30 70

Lower support(%6) Higher suppost(%)

Figure 14: Performance comparison on Data_T 8
(p=1.429

(2) The relationship between the performance and
| M | (the combinatorial number for attribute values)

Here, we discuss the variation trend of runtiméhas
combinatorial numbgM |increases when the number of
eventgU |is invariant. These experimental results can be
expressed as figure 15.

40

g —— |M|=2070 —m— |M|=24550 —k— |M|=103679
2 30 4
5 L e
E + ¢ - —e
ERRU)
=

o

0s 1 2 10 30 50 70

|UF403850, Minimal support()

e |M|=2070 —m |M|=34550 —k— |M|=105670

RuntimeSecond)

05 1 2 10 20 50 70
|T7E323080. Minimal support(%)

—— |M|=2079 —m— |M|=34559 —a— |M|=103670

——u

Runtime(Second)

05 1 2 10 30 50 70
|T7E3231 Minimal support(%6)

Figure 15: Performance comparison With| varying

Based on these results from figure 15, we can know
that the runtime of the algorithm DFSTAP is ascagdi
as| M |increases whet |is invariant.

(3) The relationship between the performance and
|U | (the number of events)
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When| M | is invariant, we discuss the variation trend

of runtime agU |increases. These experimental results
are expressed as figure 16.

a0
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40
20

—m— FP-growth Framework
—a— DFSTAP

Funtime(Second)

20 —— |U|=403350 —=m— |U|=323080 —&— |U|=3231
15 ]
1

04 0.8 2 10 30 50 0
Minimal support(%)

5

Euntime(Second)

o w

Figure 18: Performance comparison on Data_B 2
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|M=2579. Minimal support(¥)
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Figure 19: Performance comparison on Data_B 3
(p=0.846)

Based on figures 17-19, wh@x1, we can know
0.5 1 2 10 30 50 70

BI103575. Miniznal supp o) the performance of the algorithm DFSTAP is betitemt
Figure 16: Performance comparison With varying the Apriori Framework and the FP-growth Framework.
Based on figures 20-24, whar>1, we can know
Based on these results from figure 16, whérjis the performance of the algorithm DFSTAP is bettemt
invariant, we can know that the runtime of the aithon  the Apriori Framework and the FP-growth Framework
DFSTAP is ascending 4& |increases. for the lower support; but for the higher suppiiris not

better than them.
2. Testing on the second dataset

2000 —8— FP-growth Framework
For the second dataset, we also use the same mithod : ., Nl @22 oot Fomerotc
create eight new datasets as table 4, and compare t % £ wo Semmmar
performance on these datasets. FEL E
Name Weight set 14 "ud o 2 10 " » » 7
Lower support(%h) Higher support®)
Data_ B1 | <3,56,7,8> 10G, 1500 = 0.728
Data_ B2 | <356,78> 0G50 = 0.803 I(:igurf ggsz)Performance comparison on Data_B 4
Data B3 | <354,6,7,8> 10051502 = 0.846 P
The second 20159 _ o A LIAE e 5 —a— Aprin Framesror
dataset | <3/5.4.6,7,8> 10,0600 =0.934 25 i e S o
Data_ B4 | <3,5,4,6,7,8,3,6> 100,005 =1.093 i i
Data_B5 | <35,6,7,8> 10005°° =1.119 A0
362879 04 08 2 10 10 30 50 70
Data_ B6 | <3,54,6,7,8,3,6> 1090600 =1.206 Lower suppori(%) Higher support(’%)
20159 _
Data_B7 | <35,4,6,7,8> 100,00~ =1.301 | Figure 21: Performance comparison on Data_B 5
Data_B8 | <3,54,6,7,8,3,6> 100,,,.7%°=1954 | (p=1.119)

Table 4: Changing description of the second dataset

500 —= FP-growth Framework

— o300 —e— Aprion Framework
. . B —&— DFSTAP H
(1) The relationship between the performance and § ™ £l g Ranewok
. . . \L.-:* 400 g —&—DESTAP
p© (the combinatorial number ratio) . & 10 '\\
We use the same method to test on the eight dataset * . Ay %
Their results are respectively expressed as figlirez4. o bs : 0 1 % * "
Lower support(¥a) Higher support(%)

200
150
100 Figure 22: Performance comparison on Data_B 6
53 ‘ . X (0 =1.206)

04 0.8 2 10 30 50 70

—8—FP-growth Framewotlk
—&— DFSTAP

Runtime(Second)

Mmimal supp ort{¥)

Figure 17: Performance comparison on Data_ B 1
(p=0.728)
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557 o 15T g e |U|=121800 —m— |U]=40000 —a— |T|=20320

g 4 lﬁ:“i s —e— Apriori Framework :f:) 4

O o 4 o

@3 g wor —&—DFSTAP £ 5
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Figure 23: Performance comparison on Data_B 7
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g g DETAD g« e |U|=220800 —m— |L=40600 —a— |U|=2030
gn s S .
B0 N S -
& = s 0¥V —_—————— 4
0 =
“oo
04 0.8 2 10 10 30 50 70
04 0.8 2 10 20 50 70

Lower support(¥ Higher support(%
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I(:Ilglirf 9254;‘)Performance comparison on Data_B 8 Figure 26: Performance comparison With varying

According to all these experimental results, we can
w the following conclusions:

(1) When the number of evefts|is invariant, the
runtime of the algorithm DFSTAP is ascending as the
trend of runtime a$M |increases. These experimentakombinatorial number for attribute valupldl | increases.

(2) The relationship between the performance anéi
) ; : ra
| M | (the combinatorial number for attribute values)

Here, whefU |is invariant, we discuss the variation

results are expressed as figure 25. Namely, the performance is inversely proportiomathe
En e M|=5030 —m— |M|=20150 —k— |M|=362879 combinatorial number for attribute valyés | .
a2t . * (2) When the combinatorial number for attribute
g . . . . .
ER s 3 : — valued M |is invariant, the runtime of the DFSTAP is
o

04 08 2 10 30 30 o ascending as the number of evébts$increases. Namely,
|UE121200 Minimal support(¥h) . . .

_ the performance is inversely proportional to thenher
E €0 - —e— |M|=5030 —=— |M|=20150 —a— |M|=362870
|y S R, of events$U |.
HE (3) For mining frequent spatiotemporal association
g0 * * * * * * patterns, the performance of the DFSTAP is bettant

04 08 2 10 30 50 70
|7 [=40600. Minimal support(¥a)

the Apriori Framework and the FP-growth Framewank o
the type of datasefp <1).

—— |M|=5039 —m— |M]=201590 —k— |M|=362879

% k. . T —" On the type of datasets>1, the algorithm DFSTAP
% b . = . - . is suitable for mining frequent spatiotemporal agstion
il . — patterns with the lower support; but it is unsuiafor
04 08 2 10 30 50 70 mining frequent spatiotemporal association pattevitis
|E7E=2030. Minimal support(¥6) the hlgher Support.

(4) Since the computing environments generally has
the performance bottleneck, whHévi |> zand p<1(u

Based on figure 25, we can know that the runtime @ a parameter with the computing environmentsg, th
the algorithm DFSTAP is ascending |&8 | increases performance of the DFSTAP also become much worse
whenU |is invariant, than the other. For our computing environmentshis t

. . . .
(3) The relationship between the performance arfgfPer it |>,u-2. , the interval[1| M []is too large,
|U| (the number of events) the performance will become much worse.

Hence, the optimal application environments for the

When| M | is invariant, we discuss the variation trendalgorithm DFSTAP ig M |< i1, p<1( 4 is a parameter
of runtime agU | increases. These experimental resultS;i, the computing environments).

are expressed as figure 26.
Based on figure 26, we can know that the runtime :
algorithm DFSTAP is ascending Hd |increases when (é Conclusion

| M |is invariant.

Figure 25: Performance comparison With| varying

In order to simply fast discovering multi-dimensabn
frequent spatiotemporal association patterns,igghper,
firstly, we construct a star association model Hase
event, the method of forming association patteondHe
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model is very flexible, which can show more spatio-
temporal information; and then propose an algorithfm
discovering frequent spatiotemporal associatiotepas [8]
based on granular computing, which has two advastag
one is updating the mixed radix numeral to generate
candidate; the method improves the speed of gengrat
candidate. The other is adopting granular computing
discover frequent spatiotemporal association patéo [9]
avoid repeatedly reading database. These expedment

results indicate that the two key technologies maprthe
efficiency of algorithm. WhegM [< ¢ ( i is a parameter

with the computing environments), the algorithm is
suitable for mining frequent patterns on the tyge o
datasefp <1), and mining frequent association pattern&lo]

with the lower support on the type of datgget 1), but
it is unsuitable for mining frequent associatiorttg@ans
with the higher support on the type of datdgetl).

Hence, we need to study the disadvantage in toeefut ~ [11]
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