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Data visualization is an important tool for discovering patterns in the data. Finding interesting visualiza-
tions can be however a difficult task if there are many possible ways to visualize the data. In this paper we
present the VizRank method that can estimate visualization interestingness. The method can be applied
on a number of visualization techniques and can automatically identify the most interesting data visualiza-
tions.

Povzetek: Predstavljena metoda VizRank omogoča avtomatsko ocenjevanje zanimivosti različnih vizual-
izacij podatkov in posledično identifikacijo najzanimivejših prikazov. Metodo je mogoče uporabiti na
poljubni metodi s točkovnim prikazom podatkov, na metodi paralelnih koordinat ter na mozaičnih dia-
gramih.

1 Introduction

Data visualization has a great potential for extracting
knowledge from data. Visualizing the right set of features
can clearly identify interesting patterns. However, not all
data projections are equally interesting and the task of the
data analyst is to find the most insightful ones. In case
of supervised learning, we are looking for those visualiza-
tions that show clear class separation. Finding such visual-
izations (if they exist), can be very challenging especially
when there are many possible ways to visualize the data.

In order to make the task easier we developed a method
called VizRank that can be used to automatically identify
the most interesting visualizations of a dataset. The method
was developed to be used on all point-based visualization
methods such as scatterplot, radviz, polyviz and linear pro-
jections. We later extended it also for use on parallel coor-
dinates and mosaic plots.

In the paper we will mention two less commonly
known visualization methods - radviz[1] and parallel
coordinates[2]. In radviz the visualized features are rep-
resented as dots distributed along the circle. For each data
example, each dot (feature) is attracting the example with a
force corresponding to the value of that feature - the greater
the value, the greater the attraction. The example is dis-
played where the sum of forces equals 0. In parallel coor-
dinates, the axes for the visualized features are displayed
parallel to each other. Each example is shown as a series of
lines that intersect each axis at the point that corresponds
to the value of the feature.

2 VizRank

VizRank[4] identifies the most interesting visualizations by
repeating the following steps. First, a method for generat-
ing different feature subsets is used to select a set of fea-
tures to be visualized and evaluated. Given the features,
the positions of data points in the projection are then deter-
mined based on the chosen visualization method. A new
dataset is then constructed consisting of only the x and y
data point positions and their labels. A machine learning
algorithm is then used on this dataset to evaluate the qual-
ity of class separation. The computed accuracy of the al-
gorithm is used as the score of the interestingness of the
projection.

Method for generating different feature subsets. The
space of possible visualizations is commonly too large to
evaluate all possible visualizations. To identify interesting
projections fast and by checking only a small subset of pos-
sible projections we developed different heuristic methods.
The one that performs best starts by ranking individual fea-
tures using a feature selection method such as ReliefF[3].
From the ranked list of features we then choose the desired
number of features using the gamma probability distribu-
tion. With this sampling method, the higher ranked features
are selected more often. The intuition for this approach
is that the features that are better at class separation will
more likely generate interesting visualizations and should
be tested more often than features that are worse.

Learning algorithm. Humans are able to detect arbitrar-
ily shaped class boundaries in the visualizations. In order to
best mimic humans we decided to use k-NN as the learning
method. We experimented with different scoring functions
such as classification accuracy and Brier score. At the end
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Figure 1: Two visualizations identified by VizRank - radviz
visualization of leukemia dataset (top) and parallel coordi-
nates plot of yeast dataset (bottom).

used the average probability assigned to the correct class
which is defined as

1
N

∑N
i=1 P (yi|xi)

We chose this method since our experiments indicated
that it produces very refined and human-like ranking of pro-
jections.

Some uses of best ranked projections. VizRank produces
as a result a ranked list of projections. One possible use of
this list is to perform feature scoring. In this case, the fea-
tures are scored based on how often they appear in the top
ranked projections. Instead of myopic measures that score
each feature independently of the others, this measure can
also identify features that are important when combined
with other features. The list of projections can also be used
for outlier detection. Frequently in top ranked projections
some points lie outside of their main cluster of points. To
understand if the example is really an outlier we can visu-
alize the class prediction of the point in several top ranked
projections.

Agreement with human ranking. Our base assumption

in VizRank is that projections with high prediction accu-
racy are most insteresting for the data analysts. To eval-
uate how well does ranking obtained using VizRank actu-
ally correspond to ranking done by humans we performed
an experiment in which 30 people ranked 20 pairs of pro-
jections. The obtained correlation between VizRank and
human ranking was 0.78. To test the influence of the learn-
ing algorithm we also ranked projections using SVM and
decision trees instead of k-NN. Using SVM the correlation
fell to 0.58, while using decision trees it dropped to only
0.28. Results confirm that k-NN is the most appropriate of
the tested methods and that ranking results highly correlate
with human ranking.

Use on other visualization methods. The method, as
presented, can be applied on any point based visualization
method. We extended VizRank also to parallel coordinates
and mosaic plots by identifying the desired properties that
interesting visualizations have. In case of parallel coor-
dinates, for example, examples from each class should be
drawn under similar angle. This reduces clutter caused by
intersecting lines and allows the detection of a regular pat-
tern. By defining a corresponding optimization function
we were then able to identify visualizations as the one in
Figure 1.

3 Conclusion
We developed and presented the VizRank method that can
automatically evaluate interestingness of different visual-
izations of labeled data. It is most valuable when the anal-
ysed data contains hundreds or thousands of features which
makes manual search for interesting visualizations imprac-
tical. Empirical results confirm that k-NN is the most ap-
propriate of the learning algorithms and that ranking of
projections obtained with VizRank highly correlates with
human ranking. The method can be applied on any point-
based method as well as on parallel coordinates and mosaic
plots.
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