
https://doi.org/10.31449/inf.v47i1.4297                                                                                           Informatica 47 (2023) 97–108   97 

A Prediction Model for Student Academic Performance Using 

Machine Learning  

Harjinder Kaur1,Tarandeep Kaur1, Rachit Garg2 

1Scool of Computer Applications, Lovely Professional University, Phagwara, 144401, India 
2COS, School of Computer Science and Engineering, Lovely Professional University, Phagwara, 144401, India. 

E-mail: Harjinder.12962@lpu.co.in, Tarandeep.24836@lpu.co.in, rachit.garg@lpu.co.in 

Keywords: academic performance, decision tree education data mining, ensemble model, naïve bayes, performance 

prediction 

Received: July 15, 2022 

Abstract: Academic data mining impacts a large number of educational institutions, significantly, playing 

a prime role in accumulating, studying, and analyzing the academic data. The accumulated academic 

data can be processed and analyzed for various purposes. It can be used for predicting the student 

academic performance and thereby broadening the retention rate of academic institutions. The prediction 

of students’ academic performance at the initial stage helps the students to identify their lacking subjects 

such that they can focus more on their deficient subjects and improvise their academic performance. 

Currently, numerous machine learning techniques are being used by the academic institutions to extract, 

analyze and predict the students’ academic performance and identify the fast and slow learners. This 

paper proposes an ensemble model, using the voting method for preclusive prediction of the student 

academic performance. The predicted results are being further utilized by the poor performers to 

concentrate more on their deficit courses. Accordingly, the instructors can focus on creating and 

implementing novel strategies or amending the existing pedagogical tools and approaches to aid the slow 

learners in improvising their performance. The proposed model has been tested on the academic data of 

an educational institution using the RapidMiner tool. The results depicts that how the number of E grades 

proportionally affects the performance of the students in academics. The proposed ensemble model 

generates the predicted results with an accuracy of 90.83%.   

Povzetek: Predstavljena je metoda strojnega učenja za napovedovanje učnega uspeha.

 

1   Introduction 
Academic Data Mining (ADM) has obtained astounding 

inquisitiveness in the recent years. The need for the 

analysis and assessment of the factors impacting the 

academic performance of students has embellished the 

demand for Academic Data Mining (ADM) or 

Educational Data Mining (EDM) [1]. Significantly, such 

factors can include student academic performance 

measured in terms of final grades obtained, course 

attendance, mid-assessment marks, etc. [2]. ADM plays 

a pivotal role in analyzing student performance based on 

the above-said factors and thereby classifying them into 

fast and slow learners. Additionally, ADM can also aid 

in providing subtle suggestions and recommendations 

for both the instructors as well as the students in 

improvising their performance. This can involve 

processes such as academic performance prediction and 

academic performance recommendations. Both the 

processes are essential for every educational institution 

as their reputation is centered upon the academic 

accomplishments of students [3]. The primary goal of 

academic performance prediction of learners is the 

identification of students at risk in their initial stage of 

career. This identification helps the instructor to analyze 

the factors affecting the performance such that corrective 

actions can be taken for the students at risk of lower 

achievement levels. Moreover, the timely analysis of 

weak performers benefits the academic institutions in 

increasing their retention rate [4].   

The academic performance of students is predicted 

using different supervised learning techniques such as 

classification and prediction. Learning Analytics (LA) 

plays a very significant in the field of education. The 

motivation for using LA by academic institutions is to 

analyze the patterns obtained from the educational data 

after prediction. So, after the academic performance 

prediction, LA in association with ADM is used to 

generate effective results that leads to the categorization 

of different types of students [5]. 

This research proposes a model that serves as an 

alarming structure for educational organizations. The 

proposed model can be used by the students to discover 

and concentrate on their disconcerting subjects while the 

faculties can focus on improving their learning strategies 

towards such students. Currently, many machine 

learning algorithms are available for envisaging student 

educational performance and ADM [6, 7]. The proposed 

model is also an ensemble machine learning-based 

model that predicts the student’s academic performance 

using an ensemble of machine learning algorithms, 
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Decision Tree, Naïve Bayes, and K-Nearest Neighbor. 

For performance prediction, the records are collected 

from the academic institution which is then pre-

processed to eliminate anomalies so that only the data 

which is helpful for the analysis purpose is anomalies 

free. The cleaned data is then applied to the model and 

thereafter produced the predicted results. 

 

1.1   Motivation for the work 

Currently, the majority of the academic institutions 

face challenges related to the decreasing student 

academic performance and thereby rising student 

dropout ratio. This poses an alarming and stake-

compromising situation for the academic institutions. 

They consistently struggle to maintain the retention rate 

of the students. Similarly, the decline in the student 

academic performance impacts a student 

physiologically, economically and socially. Some 

students get demotivated and resultantly think of 

discontinuing their degree. This leads to the increase in 

the dropout rate for the academic institution. Such 

circumstances are challenging for the teaching fraternity 

as well since the failure or decrease in the student 

academic performance puts a question mark on overall 

conduct of the teacher. It raises concerns on the teaching 

capabilities and pedagogical approach followed by 

him/her.  

The proposed ensemble prediction model has been 

developed considering such circumstances. It helps in 

the reduction of drop-out rates and results in improving 

the retention rate of students. It provides the solution for 

the increase drop out issue faced by institutions by 

predicting the academic performance of the students 

precisely and proficiently. The proposed model has been 

trained using the historic data of students and then tested 

using the testing dataset. The predicted results classify 

the students into slow learners and fast learners. The 

proposed model serves as an alarming system for slow 

learners, the students who are at academic risk at the 

early stage of their carrier along with the courses 

affecting their performance. The early identification of 

students at academic risk helps the instructors to create 

new pedagogies, strategies and special academic 

counselling sessions for the weak students. Additionally, 

such initiatives helps the slow learners to concentrate 

more on their weak areas so that they can perform well 

in their academics and thereby improvising their 

performance. The improvement in the academic 

performance at early stage helps the slow learners to 

complete their degree on time that further improves the 

retention rate which further improves the repute of 

academic institutions. 

Overall, the proposed model is useful for academic 

stakeholders including learners, instructors/ teachers and 

educational institutions. It benefits the learners in their 

self-assessment on academic background by providing 

the reasons which are responsible for their academic 

downfall. The model assist the instructors to keep track 

of the academic growth of the students and helps them to 

provide special attention towards the slow learners. The 

predicted results of the proposed model helps the 

educational institutions to devise new strategies and 

steps for promoting and educating slow learners for their 

performance improvement thereby increasing the 

retention rate of the institutions.  

The rest of the paper has been divided into 5 

sections. Section 2 lists a tabular representation of the 

existing techniques used for predicting students’ 

academic performance. The proposed model has been 

elaborately discussed along with its structure and 

working in Section 3. Section 4 covers the empirical 

analysis of the proposed model on the collected data. The 

last fragment in the paper concludes with a brief 

description of why the ensemble approach has been 

preferred for predicting students’ academic performance. 

It also concludes with an insight into the futuristic 

extensions that can be made in the proposed model.  

2    Literature review 
The existing educational research shows that the 

intersection of academic data and machine learning 

techniques is advantageous for carrying out 

interdisciplinary work [8]. Research on educational data 

helps in the identification and selection of various factors 

revealing argumentative and empirical academic results. 

The implementation of various machine learning 

techniques on collected academic records can help in 

developing dynamic alarming systems. Such systems 

will be beneficial for both instructor/tutor as well as 

learners to work in their lacking areas [9, 10].  

Subsequently, the learners can improvise their 

academic performance based on the feedback of 

predicted results of alarming systems such that they can 

complete their respective degrees on time and with 

minimum dropouts or backlogs. Table. 1 illustrates the 

review of literature along with the techniques used and 

objectives of each model, and Figure. 1 shows the 

categorization of different prediction models based on 

machine learning.  
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Table 1: Existing academic performance prediction models. 

Prediction 

Models 

Machine Learning Technique(s) Used Core Objective 

 

[1] 

Decision Trees, Support Vector Machines, 

Naive Bayes, Bagged Trees, and Boosted 

Trees 

The early segmentation of students based upon their performance 

in the first year which helps in achievements of better results 

during the course completion. 

[3] Decision Trees To categorize the students based upon their performance. 

[4] Logistic Regression, Neural Networks, 

Random Forests. 

To identify the various challenges faced by the student in their 

first educational year based upon student registration data. 

[5] Decision Trees, Rule and Fuzzy Rule 

Induction Methods, and Neural Networks. 

To predict the marks of university students in their final exams. 

[11] Logistic/Linear Regression, Matrix 

Factorization 

To use educational data for an intelligent tutoring system. 

[12] Linear Regression, Neural Networks, 

Support Vector Machines 

To predict the student score based upon their mid-term marks. 

[13]  Neural Networks, Random Forests, and 

Decision Tree 

To predict the student academic performance of first-year  

students 

 

[14] Linear regression, neural networks, 

support vector machines, decision trees, 

naive Bayes, k-nearest neighbor 

To provide various courses based upon the existing data which 

help in improving the academic performance of a student. 

[15] Decision tree, Gradient boost algorithm, 

and Naïve Bayes 

To identify the weak students and provide special counselling for 

their betterment. 

[16] SVM and Naïve Bayes 

To predict the student’s academic performance using Naïve 

Bayes and compare the predicted results with the results 

generated by SVM. 

[17] 
K-Nearest Neighbor, Naïve Bayes, 

Decision Tree, and Logistic Regression 

The main objective of the study is to predict the student’s 

academic performance along with the factors affecting their 

performance. 

[18,19] Decision Tree 

To assess the student’s academic performance using the decision 

tree. The predicted results were used to provide a 

recommendation to weak students so that they can improve their 

performance which lowers the failure rate. 

[20] 
Naïve Bayes, Neural Network, and 

Decision Tree 

The main objective is this research is the usage of various data 

mining techniques to predict and analyse the academic 

performance of students founded from the academic data 

available by a participated forum. 

[21,22] Random Forest, Neural Networks, SVMs, 

and Regression Techniques 

EDM was used to identify the weak students, based upon their 

performance. It also helps in the identification of various factors 

responsible for affecting and deteriorating the academic 

performance of the students. 
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Figure 1: Categorization of existing prediction models based on the machine learning techniques used. 

 

3   Proposed ensemble model 
The primary goal of creating an ensemble model 

helps in the production of more accurate results as 

compared to the accuracy of results produced by 

individual classifier. The proposed model uses the 

ensemble of heterogeneous classifiers. The ensemble 

model proposed here accepts the output from multiple  

 

classifiers such as decision tree, Naïve Bayes, and K-NN. 

The proposed ensemble combines the output of 

heterogeneous classifies using voting approach which 

resultantly produces the final prediction results. The idea 

of ensemble approach works if and only if all the selected 

classifiers producing different class labels rather than 

agreeing on the same decision. Figure 2 depicts the flow 

of ensemble method. 

 

Figure 2: Basic ensemble approach for prediction. 

 

The proposed ensemble model performs 

classification of the students based on their academic 

performance considering their marks in the courses 

inclusive of their attendance in each course. The data for 

classification has been collected from   sources such as 

using Google form and a designed interface. Certain 

attributes generate irrelevant values such as incomplete 

data, duplicate data, naming identification problems and 

hence have no participation in the classification process. 

Thus, such irrelevant attributes were stricken out of the 

classification process else the use of these attributes 

could have increased the classification errors and  

 

complexity of the selected algorithm. Conclusively, this 

helped in making the predictions more accurate.  

The proposed ensemble model has been designed 

to predict student academic performance using an 

ensemble of machine learning algorithms. The primary 

objective of designing an ensemble model is that every 

selected classifier must be complementary to each other 

in the context of a judgment so that further accuracy can 

be achieved [23]. The model intends to compute the 

student academic performance (in terms of Cumulative 

Grade Points) and achieve an early separation of learners 

Techniques Used

Decision 
Tree

[1],[9],[13][
14],[15],[1
6],[18],[19]
,[20],[26]

Support 
Vector 

Machines

[1],[12],[14
],[17],[21]

Naive 
Bayes

[1],[14][15]
,[17][18],[2

0]

Neural 
Networks

[9],[12],[13
],[14],[22],[

27]

Random 
Forest

[13],[22],[2
7]

Bagged 
Trees and 
Boosted 

Trees

[1],[15]

Linear 
Regression

[11],[12],[14]
,[22]

K-Nearest 
Neighbour

[14],[18]

Logistic 
Regression

[18],[28],[27]
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segregating them into slow and fast learners based upon 

their educational performance. 

3.1 Working of the proposed ensemble 

model 

When it comes to predicting student academic 

performance, a single classification model might not 

produce the appropriate outcome. Moreover, the single 

classification models suffer from high variance [24, 

25].In the proposed ensemble approach, the output of 

multiple models has been combined which further 

enhances the overall accuracy of prediction results. 

There are some ensemble approaches like bagging, 

boosting, stacking, and voting with each having its pros 

and cons.  

In the proposed model, voting technique has been 

used because the prediction results have been produced 

by combining the output of multiple classifiers. The 

results generated by the voting approach are better in 

comparison with a single classifier because in voting the 

decision depends upon the majority vote [26]. The choice 

of voting approach has been made because it produces 

predicted results with low variance in comparison to the 

variance produced by single classification model [27, 

28]. 

The students are the key component of the proposed 

ensemble model as they provide their academic details 

as input. The academic details comprise their courses, 

marks/grade in each course, and attendance in individual 

courses as these academic parameters are considered as 

the crucial factors for measuring the academic 

performance of students. An interface has been designed 

to get the academic details of the students that are used 

for the model testing. The interface supports 

heterogeneous devices where the learners can provide 

their academic inputs by using either their smartphones, 

laptops, or even their desktops too. 

The students input their educational details through 

the designed student interface. Such student academic 

data is stored in an academic database and is the core 

substantial asset for the prediction process. The stored 

data formulates different student records and is pre-

processed, and then it is used to train the proposed model. 

During the pre-processing stage, the academic records 

have been integrated followed by checks to look for any 

inconsistencies, such as duplicates, missing values, etc. 

Consequently, the pre-processing stage generates the 

refined data which is further used to train the proposed 

ensemble model.  

In the proposed ensemble model, the training 

dataset is used for the generation of rules which are being 

used for the prediction as shown in Figure 3. The testing 

dataset is being applied to constructed ensemble model 

to get the predicted academic performance based upon 

the rules generated using the training dataset.  

 
Figure 3: Proposed ensemble model. 
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The predicted results of the model are beneficial for 

both the instructor as well as the learner. It enables the 

instructor in scrutinizing the student's academic results 

and derive their performance from them which can be 

further used to take certain novel strategic actions for 

improvising the performance of slow learners. 

Concomitantly, this helps the recognizing the students at 

academic risk at the stage of academics which helps in 

augmenting the student retention rate and completion of 

degree on time. Also, the predicted academic 

performance is used as feedback by the students. 

3.2 Mathematical formulation and proposed 

algorithm 

Analytically, the proposed algorithm helps to 

categorize the different types of learners into strong and 

weak learners. The differentiation identifies the weak 

learners and also the courses in which they have 

underperformed. Subsequently, this helps the weak 

learners to concentrate more on such subjects they were 

lagging and resultantly improvise their performance. 

Identification of weak performers at early stage guides 

them to perform well in their end term exams. 

Mathematically, in order to categorize the students, their 

𝐶𝐺𝑃𝐴 has been calculated by considering their grade 

points and credit for each course. For calculating 

the 𝐶𝐺𝑃𝐴, the student’s grade points have been initially 

computed from the marks obtained in each course as 

shown in Table. 2. 

The proposed model has based on certain 

assumptions which are as follows: 

• The 𝐶𝐺𝑃𝐴 of students has been calculated by 

considering the grade points of each course. In the 

proposed model for 𝐶𝐺𝑃𝐴 calculation, the grade 

point consideration is at a 10 scale. 

• The results of the proposed ensemble model used 

by 2nd-semester students further recommend the 

courses because in majority of the universities the 

selection option has been started from the second 

year onwards. 

• The number of subjects considered for the 

calculation of 𝐶𝐺𝑃𝐴 was 8.  

• The total marks of various courses inclusive of 

attendance marks. 

• For predicting the student academic performance 

the grade consideration is from A-E. 

The following table shows the description of grade 

points and grades based upon the marks: 

 

Table 2: Grade as per marks range. 

Range 

of 

Marks 

Grade 

Point 
Grade 

90 - 100 9.0 - 10.0 A+ 

80 - 89 8.0 - 8.9 A 

70 - 79 7.0 - 7.9 B+ 

60 - 69 6.0 - 6.9 B 

50 - 59 5.0 - 5.9 C 

40 - 49 4.0 - 4.9 D 

< 40 0.0-3.9 E 

 

Objective Function: Map (𝑆𝑡𝑢𝑖 , 𝐶𝑜𝑢𝑗, 𝑀𝐶𝑖𝑗
𝑦𝑖𝑒𝑙𝑑𝑠
→    𝑐𝑔𝑝𝑎)   (1) 

Where: 

𝑆𝑡𝑢: Students 

𝐶𝑜𝑢: Courses 

𝑀𝐶𝑖𝑗: Marks obtained by 𝑖𝑡ℎ student in 𝑗𝑡ℎ course. 

𝐶𝐺𝑃𝐴: Commulative Grade Point Assessment. 

𝑖: Index of Students𝑖 ∈ 𝑆 𝑤ℎ𝑒𝑟𝑒 𝑆 = {1 ≤ 𝑖 ≤ 𝑛} 

𝑆 =  𝑆𝑒𝑡 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 𝑎𝑛𝑑 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑢𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡𝑠 

𝑗: Index of Course and  𝑗 ∈ 𝑅 𝑤ℎ𝑒𝑟𝑒 𝑅 = {1 ≤ 𝑗 ≤ 𝑚} 

𝑅 =  𝑆𝑒𝑡 𝑜𝑓 𝐶𝑜𝑢𝑟𝑠𝑒𝑠 𝑎𝑛𝑑 𝑚 𝑖𝑠 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑢𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑢𝑟𝑠𝑒𝑠 

𝑀𝐶𝑖, 𝑗: Marks in each course such that𝑖 ∈ 𝑆 𝑎𝑛𝑑 𝑗 ∈ 𝑅 

𝑤ℎ𝑒𝑟𝑒 𝑆 = {1 ≤ 𝑖 ≤ 𝑛} 𝑎𝑛𝑑 𝑅 = {1 ≤ 𝑗 ≤ 𝑚} 

 

For accomplishing the objective function, a map 

function has been devised. The mapping function 

predicts the performance of the students by calculating 

their CGPA based upon the academic details given by 

students. Here, the map is the function that maps the𝑖𝑡ℎ 

students in to their corresponding CGPA by considering 
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their course and marks in each course. The general 

formula for the calculation of 𝐶𝐺𝑃𝐴 is depicted in Eq. 

(2). 

CGPA =
∑(G∗CR)

∑CR
   (2)                       

 

Where: 

𝐶𝐺𝑃𝐴 −Cumulative Grade point Average 

𝐶𝑅 −Represents the credit score of a course 

𝐺 −Represents Grade points obtained by the student 

in a course. 

The proposed model is composed of a set 𝑆𝑡 =
{𝑠𝑡𝑢1, 𝑠𝑡𝑢2, 𝑠𝑡𝑢3, …… . . 𝑠𝑡𝑢𝑛} of n students such that 

𝑆𝑡𝑢 = {𝑠𝑡𝑢𝑖|1 ≤ 𝑖 ≤ 𝑛} specifies the number of 

students; a set 𝐶𝑜𝑢 = {𝑐𝑜𝑢1, 𝑐𝑜𝑢2, 𝑐𝑜𝑢3, …… . . 𝑐𝑜𝑢𝑚} 
represents the 𝑚 different subjects such that 𝐶𝑜𝑢 =
{𝑐𝑜𝑢𝑗|1 ≤ 𝑗 ≤ 𝑚}. 

Let 𝑔𝑖𝑗denotes the grade points obtained by the 

𝑖𝑡ℎstudent in𝑗𝑡ℎcourse. If 𝑐𝑔𝑝𝑎𝑖 is the CGPA of 𝑖𝑡ℎ 

student, then it can be obtained by matrix algorithm 

specified in Eq. (3): 

 

𝐶𝑔𝑝𝑎𝑖  =[

𝑐𝑔𝑝𝑎1
𝑐𝑔𝑝𝑎2
⋮

𝑐𝑔𝑝𝑎𝑛

]=
1

∑ 𝑐𝑟𝑗
𝑚
𝑗=1

[

𝑔11 𝑔12
𝑔21 𝑔22

⋯ 𝑔1𝑚
⋯ 𝑔2𝑚

⋮ ⋮
𝑔𝑛1 𝑔𝑛2

⋮
⋯ 𝑔𝑛𝑚

] [

𝑐𝑟1
𝑐𝑟2
⋮
𝑐𝑟𝑚

]    (3) 

 

Where 𝑐𝑟𝑗 denotes the credits corresponding to 𝑗𝑡ℎcourse∀ 1 ≤ 𝑗 ≤ 𝑚, and the proposed algorithm is shown as follows: 

Objective Function: Mapping of student with their CGPA by considering their program courses and marks in individual 

course which affect student’s academic performance consists of {Students, Courses, Marks in each course} 

Input: Student academic details  

Output: Student categorization into weak and strong learners; Special inputs to weak students for improving their 

performance.  

1. Perform preprocessing of collected data. 

2. Use the pre-processed data as a training dataset. 

3. Training dataset is used to train the model for the generation of rules. 

4. Testing data is used for the prediction of performance using trained model; 

 {𝑠𝑡𝑢𝑖 , 𝑐𝑜𝑢𝑗, 𝑀𝐶𝑖𝑗} has been applied to map to get 𝑐𝑔𝑝𝑎𝑖, using Eq. (1). 

5. (a) Eq. (2) specifies the general formula for the calculation of 𝐶𝐺𝑃𝐴. 

(b) 𝑐𝑔𝑝𝑎𝑖 is computed using Eq. (3) where 𝑐𝑔𝑝𝑎𝑖is the 𝐶𝐺𝑃𝐴 of individual student. 

6. The calculated𝐶𝐺𝑃𝐴 helps in the identification of weak and strong learners. 

7. The predicted results are being used by the: 

Learners (to improve their performance). 

Instructors (to provide suggestive measures to poor performers) 

 

4   Results 
The experimental results have been obtained using 

the data from the department of computer science of an 

academic institution. The dataset contains 400 records of 

current students belonging to different sections of the 

computer science department. The dataset has been  

 

 

 

divided using the split operator, where 70% of the entire 

data is being used for training the model and the rest 30% 

is used for the testing of an ensemble model. Major 

attributes considered for analyzing the performance are 

the attendance in each course, the grade obtained in each 

course, the overall CGPA of the student, number of 

pending E grades. Figure 4 shows the results generated 

by the proposed ensemble model. 
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Figure 4: Results generated by ensemble method. 

 

Performance vector shown in Tab. 3 proves the 

accuracy of the ensemble method using a vote operator 

that uses the majority vote from the base learners for 

predicting the results. The ensemble method has shown 

an accuracy of 90.83%. In the confusion matrix, 0 

represents good performers and 1 denotes bad 

performers. For fast learners, 82 instances are correctly 

identified whereas 10 are incorrectly identified. 

Similarly, for bad performers, 27 instances are correctly 

identified whereas 1 is incorrectly identified.  

 

 

Table 3: Performance vector (ensemble method). 

 
true 0 true 1 

class 

precision 

pred. 0 82 10 89.13% 

pred. 1 1 27 96.43% 

class recall 98.80% 72.97%  

 

 

 

Figure 5: Relationship between actual and predicted performance. 

 

 

 

82

1

10

27

P R E D .  0

P R E D .  1

pred. 0 pred. 1

true 1 10 27

true 0 82 1

P RE D I CTE D  P E RF O RMAN CE  BY  P RO P O S E D  
E N S E MBLE  MO D E L

true 1 true 0
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The scattered 3D plot view of the relationship between 

actual and predicted results generated by the proposed 

ensemble model is illustrated in Figure 5 where x axis 

represents the RegdNo and the value column signifies 

performance in terms of slow (1) and fast learners (0).  

 

 

 

 

Figure. 6: Actual and predicted results based on E grades. 

 

 

 

 
Figure 7: Predicted performance based upon pending E grades. 

 

 

The actual and predicted results based on E-grades has 

been depicted in Figure 6 and 7. Figure 8 illustrates the 

registration-wise predicted performance of students after 

the re-appear exam has been given. The blue colour 

circle indicates good performance that is signified by 0 

whereas the green colour represents the poor 

performance of the student which is denoted using 1. The 

results show that the more the number of re-appears a 

student is having considered under the category of a poor 

performer. Therefore, corrective actions for such 

students are required to be taken on time by the student 

as well as from the instructor. 



106   Informatica 47 (2023) 97–108                                                                                                                H. Kaur et al. 

 
Figure 8: Predicted results considering reappear exam given. 

 

5    Conclusion and future directions 
Presently, the academic educational institutions are 

facing difficulty in sustaining the low retention rate of 

students. The task of maintain the retention rate can only 

be achieved by reducing the drop-out ratio of students. 

The high student retention rate depends significantly on 

the student academic performance. It becomes highly 

important for the academic institutions to predict the 

student performance for subsequent sessions such that 

retention rate can be maintained as well student 

performance can be improved. Also, the prediction of 

student academic performance at an early phase of their 

degree helps to do self-assessment for their downfall so 

that the student can do the corrective actions to improvise 

his/her on time. The model is helpful for the instructors 

as well who can verify and revise their pedagogical 

approaches if required. 

A lot of research is being carried out to develop models 

for predicting the student academic performance using 

academic data mining strategies. Various machine 

learning techniques have been used to develop such 

predication models that act as an aid for the academic 

institutions. The paper proposes an ensemble model 

based on machine learning techniques, Decision Tree, 

Naïve Bayes, and K-NN classification algorithms 

catering to such problems. It helps in identifying the 

weak learners by predicting their performance based 

upon the historical academic data. The model has been 

implemented on a gathered dataset and achieves an 

accuracy 90.83%.   

The research work presented in this paper can be 

further extended to develop a recommender system that 

will use the performance prediction results and 

subsequently recommend course-specific elective 

courses to the students. Such recommendations tend to 

augment student skills depending on their performance. 

Additionally, a recommender system can be developed 

that offers students interest-oriented or choice-driven  

 

suggestions regarding course selection considering and 

mapping the student’s previous performance along with 

the student choice. The major research for the academic 

performance prediction of the students considers the 

direct factors (such as courses, marks in each course, 

attendance and grades etc.). The incorporation of the in-

direct factors (such as physiological, behavioral, 

economic and social etc.) that affect the student 

academic performance can be carried out further.  

Recently, several edtech companies have emerged 

during COVID 2019 era. Such companies are engaged in 

the practice of incorporating Information Technology 

(IT) and digital tools for the student learning and 

engagement. The edtech companies are now using 

predictive analytics for mining student academic 

records, enrollment, attendance, class engagement, etc. 

The edtech companies can use the prediction as well as 

recommendation models to help the students by 

suggesting the appropriate course based upon their 

predicted performance.  
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