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Sentiment analysis (SA) is a useful NLP task.  There are hundreds of Arabic sentiments analysis systems. 

However, because of the morphological nature of the Arabic languages, there are still many challenges 

that need more work. In this paper, two classifiers have been used: Naive Bayes and CNN-LSTM models. 

The experiments are conducted on Arabic tweets dataset that consists of 58k tweets written in several 

dialects, the same preprocessing steps have been done before fitting the models. The experimental results 

show that the deep Learning CNN-LSTM classifier fits better for this task which achieved an accuracy of 

98% while Naive Bayes achieved 87.6%. 

Povzetek: Dva klasifikatorja: Naivni Bayes in globoke nevronske mreže sta bila uporabljena za analizo 

mnenj nad arabskimi besedili. 

 

1 Introduction 
Sentiment analysis (SA); also called opinion mining; is a 

core research subject in artificial intelligence (AI). It 

involves applying computational approaches for building 

a system to examine and classify opinions about products, 

comments, reviews, and tweets. Sentiment analysis is a 

type of natural language processing (NLP) that studies the 

subjective attitude of a natural texts [1-3]. 

The importance of sentiment analysis covers many 

domains, where education is one of the fields in which SA 

can be utilized. By understanding and finding out what 

students prefer most about a course, instructor, or teaching 

methodology, this can be considered by the respective 

institutions [4]. SA is also useful in some of business fields 

such as the analysis of a product that can be done quickly. 

It can be considered as a tool that analyzes the customer’s 

responses to the new products so that it can help in making 

decisions in the next stages. SA can also be used in a 

variety of other possible domains such as health services, 

financial services, social and political events in elections 

[5].  

Work on SA started in early 2000s, it started with the 

sentiment of movies’ reviews. SA gained high attention 

from researchers who developed it to span many topics on 

social media [6]. Arabic NLP still at the beginning phases 

[7], in SA most of works focused on English while Arabic 

did not receive the required attention, due to many 

challenges. One of the challenges is that Arabic has a 

vague semantics, which makes the meaning very difficult 

to be grasped and analyzed. Furthermore, formal Arabic 

can be categorized as Classical Arabic (CA) and Modern 

Standard Arabic (MSA) However, Arabic speakers use 

informal Arabic language dialects, which defers from 
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MSA and varies from one dialect to another in terms of 

vocabulary, by country. 

One of the popular social platforms in the Arab world 

is Twitter. In March 2014, statistical reports by the Dubai 

school of government showed that there were more than 

5.7 million Arab users on Twitter. Saudi Arabians post 

40% of all Arab user's tweets, Egyptians post 17% and 

Kuwaitis post 10% [8]. Twitter is an attractive network 

source for SA, it allows people to share real-time tweets to 

discuss their opinions in many important fields. Therefore, 

we relied on the data extracted from Twitter, as it is rich 

of opinions in various fields and dialects. 

In this paper, an approach that utilizes Deep Learning 

and Arabic Natural Language Processing (NLP) to 

classify Arabic tweets into positive and negative opinions 

automatically is proposed. We stand on two approaches; 

the first one is the Naïve Bayes classifier while the other 

is the combination between Recurrent Neural Network 

(RNN) and Convolutional Neural Network (CNN) 

models. 

The rest of this paper is organized as follows. The 

related work of Arabic sentiment analysis (ASA) is 

covered in section 2, followed by section 3 that describes 

the dataset that is used in experiments. Section 4 

investigates the proposed methodology. The experimental 

results are discussed in section 5. Finally, section 6 and 

section 7 discuss the conclusion and the future orientation 

respectively. 

2 Related work 
Arabic language has gained fewer efforts compared to 

other languages. However, hundreds of studies have been 

worked for ASA in several approaches using a lexicon-

based method, machine learning classification and deep 
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learning [7] Arabic sentiment analysis (ASA) used many 

types of data extracted from social media networks and 

reviews on specific products, events and services. 

In many systems, SA was modeled as a classification 

problem using machine learning such as [9], which used 

Support Vector Machine (SVM) classifier on MSA and 

Egyptian Dialectal Arabic tweets and indicated high 

performance level with accuracies over 95%. Another 

model [10] used four machine learning classifications. 

The results showed that SVM model achieved the highest 

accuracy of 96.06%. Al-Horaibi et al. [8] used semantic 

approach that classified the data into 3 classes which are: 

positive, negative and neutral. They translated Arabic 

tweets into English using Google Translate with accuracy 

of 60.25%. Also, [11] combined a corpus-based and 

lexicon-based on Arabic MSA and Saudi dialects tweets 

They used three hybrid classifiers where the highest 

accuracy was 69.9%. SentiArabic [12] is a Sentiment 

Analyzer for MSA, the authors developed a corpus from 

standard Arabic that contains 4000 sentences from news 

websites. It  has been built using lexicon-based which 

achieved F-score of 76.5 and accuracy of 76.7%. 

Throughout the literature, it was shown that deep learning 

provided good results in Arabic NLP [12-16] and 

specifically in SA [18]. Alayba et al.  [18] combined 

Convolutional Neural Network (CNN) and long short-

term memory (LSTM). Authors used 4 datasets where the 

highest accuracy was achieved by using the dataset 

collected from twitter which was based on Ch5gram-level 

of 95.68%. Majazak [6] is an online Arabic sentiment 

analysis that used three datasets where the highest 

accuracy of 92% was achieved using deep learning over 

ArSAS dataset. Ombabi et al. [19] used CNN and LSTM 

then passed the output to SVM classifier which was used 

to make the final classification. The outstanding 

performance of the model with an accuracy of 90.75% was 

achieved. hULMonA proposed by [20] using 

Transformers Learning BERT. They used Hotel Arabic 

reviews dataset which consists of 93700 reviews and 

achieved an accuracy of 95.7%. Abu Kwaik et al. [21] 

presented SA corpus that was collected from twitter which 

contains 36000 tweets. They used two polarities which 

are: positive and negative. They used distant supervision 

approaches and achieved an accuracy of 86%. Various 

Arabic sentiment analysis classifiers were summarized in 

Table 1. 

3 Dataset 
Unfortunately, there is a lacking of Arabic sentiment 

analysis datasets compared to English. Since there is no 

standard Arabic corpus, we used the latest available 

dataset that was collected in April 2019. The dataset has 

been collected to provide an Arabic corpus for SA 

research community. It contains 58K Arabic tweets (47K 

training, 11K test) in multiple Arabic dialects classified 

into positive and negative labels It has been collected 

using Emojis lexicon. The reason of using tweets dataset 

is that it includes subjective data rather than descriptive 

ones [24]. 

4 Methodology 
In this section, we present the used methodology which 

consists of two main phases (preprocessing and the model 

training), we utilized two classifiers for sentiments 

analysis: the first one is the naïve Bayes classifier while 

the second one is the combination between CNN and 

LSTM.  

4.1 Data preprocessing  

Preprocessing is an essential and critical task in NLP and 

text mining. It is a set of activities that process texts to 

make them usable for NLP and other tasks. Figure 1 shows 

the preprocessing for text mining. Because the collected 

texts may have special characters and numerical data that 

make noise, preprocessing data is important to reduce the 

size of data and to improve the efficiency of the system that 

will be used in. Several preprocessing steps have been used 

including: stop words and links removing, stemming and 

tokenization [25]. 

 

Figure 1: Preprocessing for text mining [26] 

4.1.1 Data cleaning and removing 

In this step we removed useless data in the tweets: 

- Stop words: Stop words are the words that are 

frequently used and sometimes their use is meaningless 

in data analysis and data mining. Stop words are very 

common and highly used in Arabic like ( ،إلى  .(في، من، 

Python NLTK library includes a set of commands that 

can be used to recognize and remove Arabic stop 

words. 

- Links (URLs): URLs, as they are not natural language, 

they must be removed to reduce size of data and to 

reduce the noise. 

- Hashtags: Because twitter is a framework that highly 

use hashtags by adding ‘#’ to link tweets to each other, 

it is already useful for predicting thus we only remove 

the hash ‘#’ sign from the tweet. 
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- Diacritics: We removed diacritics because the tweets 

are written in dialects and MSA which rarely include 

diacritics. 

4.1.2 Tokenization  

This is the process of breaking a sequence of text into 

single words, phrases, symbols, which called tokens [25]. 

Figure 2 shows the sentence ”الفكر وعاء   after being ”اللغة 

tokenized. We used TweetTokenizer from NLTK python 

library. 

Table 1: Recently proposed sentiment analysis approaches. 

Ref Year Model Dataset Polarity Results/Evaluation 

[9] 2015 SVM MIKA Positive, negative or neutral Accuracy=95% 

[10] 2016 SVM 

NN 

Naïve Bayes 

Decision Tree 

Collected from Arabic 

reviews and comments from 

Facebook, Twitter, and 

YouTube. 

Positive, negative or neutral Accuracy=96.06% 

[8] 2016 SentiWordNet 

facility 

Arabic tweets Positive,  negative or neutral Accuracy= 60.25% 

[11] 2017 SVM Tweets written in MSA and 

the Saudi Dialect 

1) positive and negative 

positive, negative or neutral 

positive, negative, neutral or 

mixed 

Accuracy=69.9% 

[12] 2018 SentiArabic 

 

SentiTrain 

SentiTest(testing) 

PATB(testing) 

Positive or Negative F-score = 76.5 

Accuracy = 76.7% 

[18] 2018 CNN+LSTM Main-AHS, 

Sub-AHS, 

Ar-Twitter, 

ASTD 

Positive or Negative Accuracy = 95.68% 

[6] 2019 “Mazajak” 

based on deep 

learning 

SemEval, 

ASTD, 

ArSAS 

1) (SemEval) positive, 

negative or neutral 

2) (ASTD) positive, 

negative or neutral 

3) (ArSAS) positive, 

negative, neutral or mixed 

Accuracy = 92% 

[19] 2020 CNN+LSTM 

+SVM 

Multi-domain sentiment 

corpus 

Positive or Negative Accuracy = 90.75% 

[20] 2019 Transformers 

Learning BERT 

HARD, 

ASTD, 

ArSenTD-Lev 

(HARD) positive or 

negative  

2) (ASTD) positive, 

negative or neutral 

Accuracy = 95.7% 

[21] 2020 Distant 

supervision 

approaches 

ATSAD, LABR, ASTD, 

Shami-Senti 

Positive or Negative Accuracy = 86%.  

 

[22] 2021 Arabic BERT 

tokenizer 

ASTD, HARD, LABR, 

AJGT, ArSenTD-Lev 

1) (ASTD) positive, 

negative or neutral  

2) (HARD) positive or 

negative  

3) (AJGT) positive or 

negative  

Accuracy = 96,11%  

[23] 2022 deep LSTM, 

GRU, and CNN 

Merges thirteen sets from 

free accessible sentiment 

analysis corpora 

Positive, Negative or 

neutral 

Accuracy = 95.08% 

 

 

Figure 2:  Tokenizer output 
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4.1.3 Stemming  

Stemming is a conflating of the variant forms of the same 

word into one common representation, called the stem 

[25]. In Arabic natural language, the stem refers to the root 

of words so that the word   دراسة /derasa/ which translated 

to (studying) and the word مدرسة /madrasa/ which is 

translated to (school) and the word يدرس / yadros/ which is 

translated to (studying) - all have the same root درس 

/darasa/ (study). Arabic stemming is a process that finds 

the lexical root of the words, by eliminating characters 

stuck to its root [27]. 

Information Science Research Institute’s (ISRI) 

Arabic stemmer is built without using a root dictionary, 

ISRI stemmer provides better results than other stemmers 

on shorter queries [28]. In this research, we used ISRI 

stemmer in tweet cleaning.  IRSI stemmer removes 

diacritics representing vowels, length three and length two 

prefixes, connector  "و" (and ). 

4.2 Training  

In this section, we describe the two classifiers that we used 

for sentiment analysis:  

4.2.1 Naïve Bayes  

Naïve Bayes (NB) is a probabilistic algorithm in machine 

learning that is based on Bayes Theorem, used in 

classification tasks. Bayes theorem in mathematics is used 

for calculating the conditional probabilities. It assumes 

that the features are independent of each other 

conditionally and all the features have the same 

importance. NB is an algorithm that takes short time and 

short prediction time. 

After cleaning the dataset, we train the model by 

finding the frequency of each word of tweets in each class 

(positive or negative), so that this helps us to compute the 

conditional probability according to the count of the words 

in each condition (class) which is represented as:  

P(X|Y) =
𝑃(𝑌|𝑋)×𝑃(𝑋)

𝑃(𝑌)
                               (1)  

Where P(X|Y) is the probability of X (which 

represents the word) conditioned by Y (which represents 

the negative or positive class), and P(Y|X) is the 

probability of Y conditioned by X, P(X) is the probability 

of X which is the number of positive or negative examples 

in our work, and P(Y) is the probability of Y which refers 

to the number of all documents.  

The result of equation (1) is used to find lambda (λ) in 

equation (2):  

      𝜆 = log
𝑃(𝑝𝑜𝑠)

𝑃(𝑛𝑒𝑔)
+ ∑ log

𝑃(𝑤|𝑝𝑜𝑠)

𝑃(𝑤|𝑛𝑒𝑔)
         (2) 

The first component in equation (2) is called the log 

prior, that is that is the probability of the feature in the 

absence of any data, and the second component is the log 

likelihood, for a given word it registers how ‘likely’ is the 

data is. The final value of lambda is used to classify the 

class of the tweet if it is positive or negative. 

4.2.2 Convolutional Neural Network & Long-

Short Term Memory (CNN-LSTM) 

Figure 3 shows the overall CNN-LSTM model. The 

proposed model consists of five layers. The first layer is 

the embedding layer which is used to represent the data 

using vectors.  The output of the embedding layer is 

entered to the second layer which is the CNN layer. CNN 

layer is used to extract the useful features of the input data. 

These features are sequentially passed from convolutional 

neural network layer to the max pooling layer. After that, 

the results are passed to the ReLU. At this stage, LSTM 

layers take the output of the ReLU and passed it to the 

sigmoid function in order to build the text vector that is 

used in the prediction phase. More details about the model 

layers are explained in the following subsections: 

a. Embedding Layer 

Word embedding is the representation of words using 

vectors. This is one of the main steps that must be 

performed when using neural networks in natural 

language processing. The reason for this is the fact that the 

inputs for neural networks are numbers instead of text. In 

this research, we used Keras Embedding which is a 

supervised method that finds customized embeddings 

during model training. 

Keras Embedding layer is being parameterized by 

specific weights. The weights are being updated during 

training the model based on the back-propagation 

 
Figure 3: Overall CNN-LSTM model. 
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algorithm. Therefore, the resultant embeddings of the 

words are conducted by the used loss function. 

b. Convolutional Neural Network (CNN) 

Word embedding are stacked into convolutional to extract 

the useful features in each region.  The outputs of the CNN 

layer   are the features that will be fed into max-pooling 

layer. The features at the CNN layer are generated using 

the following equation: 

𝑦 = 𝑓(𝑤 ° 𝑥𝑛:𝑛+𝜔−1 + b)                   (3) 

Where f is ReLU function,  is the convolutional 

operator, w is the weight matrix, b is the bias vector and ω 

is the number of filters. 

c. Max-Pooling Layer 

The max-pooling layer is used to extract the most 

important features from the features that are generated 

using CNN layer. These most important features are fed 

into the LSTM layer. In max-pooling layer the max 

function is applied on the output of each filter from the 

CNN layer. The main reason for using CNN layer is to 

reduce the computations by eliminating the non-maximal 

values and to extract local dependency in each region of 

the filters.  

d. Long-Short Term Memory (LSTM) 

To capture long-term dependency in regions, we use the 

sequential layer which combines each region vector to text 

vector. After the LSTM memory cell sequentially 

traverses through all regions. this layer is followed by 

ReLU activation function and dropout Dense layers that 

takes the features that is bigger than the threshold to be 

passed to a Flatten Layer to be shaped and then passed to 

the final Activation Linear function. 

e. Linear Decoder 

The last layer is the output layer where the features are 

classified using sigmoid function which also called 

logistic function. Sigmoid function is used to predict the 

probability as an output, using the following formula:  

𝜑(𝑧) =  
1

1+𝑒−𝑧              (4) 

the output of this function will be transformed between 0 

and 1, the reason behind using sigmoid function is that we 

have two classes. In our model, we consider the values of 

sigmoid function that is less than 0.5 as a negative class. 

Otherwise, the value of sigmoid function will be used to 

represent the positive one.  

f. Hyper-Parameters Tuning  

Hyper-parameters are chosen depending on Trial and 

Error, many parameters have been set to minimize the 

Overfitting, the final chosen parameters are shown in 

Table 2. 

The selection of parameters was based on many trails, 

some of which affected Overfitting of the model like the 

number of LSTM layers, and some of them affected the 

accuracy and results, these trails are shown in Table 4. 

5 Experimental results 
In this section we evaluate the Arabic Tweets using two 

approaches: Naïve Bayes against CNN-LSTM. Both 

classifiers have been evaluated using the most common 

measures, accuracy, recall (R) and precision (P), these 

measures are based on confusion matrix (CM), which is a 

matrix that used to describe a classification model on the 

test dataset. The elements of the matrix are named as 

follows:  "True Positive" (TP) that is the number of true 

predictions in the positive class, "False Negative" (FN) 

which is the number of false predictions in the negative 

class, "False Positive" (FP) that is the number of false 

predictions of the positive class, and "True Negative" 

(TN) that refers to the number of true predictions in the 

negative class, this matrix can be written as 

                             CM = [
𝑇𝑃    𝐹𝑁
𝐹𝑃    𝑇𝑁

]         (5)        

Classification accuracy measure is the number of 

correct predictions over the total number of predictions, as 

shown in equation (6).   

𝐴𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑡𝑜𝑡𝑎𝑙
          (6) 

Classification recall measure (R) measures the 

positive class out of all positive predictions in the model, 

as shown in equation (7). 

𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
             (7) 

Classification precision measure (P) quantifies the 

number of positive predictions that belong to the positive 

class. 

𝑃 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
             (8) 

We used the three measures to evaluate the 

effectiveness of our models, the results are as follows:  

5.1  Naïve Bayes results  

NB model achieved an accuracy of 87.6%, recall of 87.6% 

and precision of 87.9%, as shown in Table 3: 

 

 

Table 2: CNN-LSTM model hyper-parameters 

Parameter  Value  

#LSTM cells 50 

Recurrent dropout  0.2 

Output dropout  0.4 

#Filters in CNN 200 

Filter size  3 

Pooling size 2 

Optimizer  Adam 

Learning rate  0.0001 

Activity regularizer 0.01 
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Table 3: NB performance 

 

 
 

 
 
 

 

The accuracy value of 87.6% is not considered 

satisfying in sentiment analysis, thus we used CNN-

LSTM approach that is more efficient in SA. 

5.2 CNN-LSTM results  

CNN-LSTM model achieved an accuracy of 98%, 

precision of 93.6% ,and recall of 94.6% on Arabic Tweets 

testing data that contains 11k Tweets. 

The accuracy and loss evaluation are shown in figures 

4 and 5 respectively. The figures indicate that a small 

value of overfitting can be ignored. 

This model gives better accuracy compared to the first 

one, as shown in Table 4. Sentiment analysis and most of 

NLP tasks fit better on algorithms that use the long 

dependencies and deep hidden layers. 

Table 4: NB vs CNN-LSTM results 

 Naïve Bayes CNN-LSTM 

Accuracy 87.6% 98.0% 

Precision 87.9% 93.6% 

Recall 87.6% 94.6% 

All in all, we noticed that the accuracy of the proposed 

model (CNN-LSTM) outperformed those models 

presented in literature shown in Table 1.  Actually, the case 

is expectedly repeated for the other 2 measures: the 

precision, and the recall. None of the measure used 

(accuracy, precision, and recall) reached 88% for the NB, 

while none of these same measures went below 93.6% for 

CNN-LSTM; and this a clear evidence that the CNN-

LSTM performed very well. 

6 Conclusion 
In this paper, we proposed two main approaches for 

classifying Arabic sentiments of Twitter Arabic corpus. 

The corpus contains many Arabic dialects and Modern 

Standard Arabic tweets. The first approach was naïve 

Bayes classifier which achieved an accuracy of 87.6%. On 

the other hand, the second approach was a combination of 

CNN and LSTM models that achieved an accuracy of  98%. 

Several preprocessing steps had been conducted on 

the dataset such as stemming and tokenization of Arabic 

tweets after cleaning them by removing useless data. The 

experimental results showed that CNN-LSTM classifier is 

better than Naïve Bayes classifier in term of accuracy. 

7 Future work 
The future orientation is to extend our work by collecting 

more data and use transformers for analyzing and 

predicting sentiments. We aim to increase the number of 

classes to analyze the emotions and opinions more 

specifically which a field called emotional intelligence 

(EI). We hope to provide  more works and put all of our 

energy for improve Arabic NLP. 

Criteria Value  

Accuracy 0.876 

Recall 0.876 

Precision  0.879 

Table 4: Hyper-parameters selection. 

# of layers in 

CNN 

# of layers 

in LSTM 

Dropout Regularizer Learning 

rate 

Accuracy Precision Recall Overfitting? 

100 

100 

100 

100 

300 

200 

200 

100 

50 

50 

50 

50 

50 

50 

100 

100 

0.4 

0.4 

0.4 

0.5 

0.4 

0.4 

0.4 

0.4 

0.010 

0.001 

0.010 

0.010 

0.010 

0.010 

0.010 

0.010 

0.0010 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

97.8 

97.7 

98.1 

97.9 

98.0 

98.0 

98.1 

98.0 

92.5 

92.6 

93.9 

94.0 

94.6 

93.6 

92.5 

93.1 

96.0 

94.6 

94.1 

94.1 

93.1 

94.6 

95.7 

95.0 

No 

Yes 

No 

No 

Yes 

No 

Yes 

Yes 

 

 

Figure 4: Train and validation loss. 

 

Figure 5: Train vs validation accuracy. 
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