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Deep learning approaches can be applied to a large amount of data for the purpose of simplifying and 

improving the engineering practice of automated decision-making activities rather than relying on human 

encoded heuristics. This gave rise to many artificial intelligences motivated approaches such as 

convolutional neural networks (CNNs), recurrent neural networks (RNNs), fuzzy analytics, etc. There are 

several applications of deep learning algorithms including weather forecasting, object recognition, stock 

market performance forecasts, medical diagnosis, and emergency warning systems. This paper 

investigates the performance of the deep learning approach on the basis of processing components, data 

representation, and data types. To achieve this, a deep learning algorithm based on a long short-term 

memory-recurrent neural network (LSTM-RNN) was utilized to learn hidden patterns and features in the 

textual and image datasets respectively. The outcomes reveal that the performance of the image-based 

deep learning model was better in terms of speed due to well-defined patterns of data representation 

against the data with sentiments-based deep learning by 3.49 mins. to 18.25 mins. While the LSTM-RNN 

with images offered better classification accuracy by 96.50% to 85.69% due to complex network 

architecture, processing elements, and features of the underlying datasets. 

Povzetek: V prispevku je opisana nova metoda na osnovi LSTM-RNN za učenje v besednih in slikovnih 

bazah.. 

 

1 Introduction 
The concept of transfer learning or knowledge transfer is 

a machine technique that allows the reuse of a pre-trained 

model in the source domain as a point of reference in a 

dissimilar but associated target domain. Machine learning 

makes use of an algorithm to perform specific functions or 

tasks but, this can be extended to fresh tasks by means of 

transfer learning. Deep learning and machine learning are 

data-driven models which can be trained on an end-to-end 

basis for the purpose of accomplishing tasks such as 

feature extraction, feature selection, malignancy forecasts 

and optimization tasks [1]. 

CNNs is a feature depiction model that makes use of 

a collection of convolutional kernels in its convolution 

layer to extract features in high-dimensional structural 

data especially multi-channel inputs such as colour 

images. Many variants of CNNs structure have evolved 

over the years including: ResNet, VGG, GoogleNet, 

AlexNet and DenseNet for computer vision and image 

processing tasks [2]. CNN models perform computations 

by utilizing numerous processing layers to generate 

features inside raw data at multilevel depiction and 

hierarchical abstraction [1]. The effectiveness of CNN 

depends on the exploitation of domain knowledge 

concerning features invariances inside its structure which 

has been deployed on diverse recognition tasks such as 

image processing. This puts CNN over the standard fully 

connected deep neural networks (DNNs) [3].   

Content-based learning methods have been applied to 

textual information for purpose of revealing hidden 

structures and meanings represented in linguistic/writing 

styles. Natural language processing enables crossed 

multiple levels of language represented in different hand-

crafted features to be extracted before classification 

operations on their sentences, phrases and other syntactic 

features. Machine learning and deep learning techniques 

have been utilized to extracting features [4] within news 

content in order to classify fake news and rhetoric in case 

of political bias. SVM, random forest, vector space model, 

and bag-of-words features. CNNs, RNNs have recently 

been adopted for extracting the explicit and latent multi-

modal features with news contents [5]. The concept of 

fake news gave rise to machine learning based on 

enormous annotated data for the English language and few 

others. The deep learning models effectiveness in two 

cases of data representation, that is, images and textual 

with LSTM-RNNs classifications are investigated in this 

article.  
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2 Literature review 

2.1 Overview of Convolutional Neural 

Network 

The CNN has its origin in the biological science domain 

for purpose classification tasks [6]. It is considered to be a 

special neural network because of its kind of arrangement 

in terms of full weight sharing. In this CNN arrangement, 

the foremost layer comprises of various feature maps 

(convolution layer) [3,7]. The convolution layer consists 

of neurons for accepting input emanating from a local 

receptive field matching features of a limited frequency 

range. The sets of neurons belonging to the similar feature 

map share the same weights known as kernels (or filters), 

which accept distinct frequency-shifted inputs. 

Consequently, the convolution layer performs convolution 

of the kernels using lower layer activations. 

The pooling layer is located on top of the 

convolutional layer for the purpose of computing a lower 

resolution depiction of the convolution layer activations 

by means of sub-sampling. The pooling function generates 

certain statistics of the activation which is applied to the 

neurons using a frequency band window realized from the 

same feature map in the convolutional layer. Also, the max 

pooling function is used to compute the feature with 

maximum value on the matching frequency bands. In 

particular, max-pooling and weight sharing are significant 

for attaining invariance to the small frequency shifts, and 

reduction of over-fitting caused by reduced amounts of 

trainable parameters. 

The higher level of features can be realized by 

combining or stacking pairs of convolution-pooling. Then, 

standard fully connected layers are introduced to 

aggregate the diverse bands of features.  

In image processing, CNN is considered to be potent 

because its weight sharing approach enables similar image 

patterns can be depicted at any point in the image. This 

makes the limited weight sharing approach most 

appropriate in that different (or unshared) kernel is applied 

at the different frequency window inside the convolution 

layer. It processes only a limited range of input bands and 

produces an output band in the pooling layer. The basic 

architecture of CNN is depicted in Figure 1 [8,9]. 

CNNs are categorized to match the number of layers 

in their architectures including: shallow layer CNN, deep 

layer CNN, extract features from pre-trained CNN, Fine-

tune pre-trained CNN which are implemented for many 

image classifications tasks [9].  

2.2 Model of CNNs 

The CNN model is similar to the structure of artificial 

neural network (ANN) in that they are consist of neurons 

that improve the results through learning. In ANN and 

CNN, the neuron will receive the input to perform an 

operation to rectify the weights assigned to each 

connection between neurons. The loss functions that 

associated with the last layer in the ANN are the same in 

CNN. CNN is often used in the pattern recognition field 

in images. The features of image are encoded into network 

architecture to make the focus more accurate and to reduce 

the parameters required for the model set up step [10].  

The basic structure of neuron model that consists the 

ANN and CNN model can be [11]: 

a. Single input neuron 

In this model as shown in Figure 2, the scalar input p and 

the scalar weight w are multiplied to produce the wp, 

where this result is sent to the summation function. The 

Figure 1 is the other input and the bias b are multiplied and 

passed to the summation function. The transfer function 

receives the output of summation function n to produce 

the scalar output of neuron. 

b. Multiple input neuron 

The neuron in this model has more than one input as 

shown in Figure 2. A weight element is assign to each 

individual input in the network. The weighted matrix is 

start with w1,1, w1,2, ….w1,R . The bias within neuron is 

summed with the value of the weighted inputs to produce 

the net input as in equation (1): 

𝑛 = 𝑤1,1𝑃1 + 𝑤1,2𝑃2 + ⋯ + 𝑤1,𝑅𝑃3𝑅 + 𝑏       (1) 

The output is calculated as calculated in equation (2): 

𝑎 = 𝑓(𝑊𝑝 + 𝑏)                       (2) 

Recurrent Neural Network (RNN) is a class of 

powerful deep neural network using its internal memory 

with loops to deal with sequence data. The architecture of 

RNNs, which also is the basic structure of LSTMs [12]. 

For a hidden layer in RNN, it receives an input vector, and 

generates the output vector. RNNs exhibit the superior 

capability of adapting themselves to predict nonlinear time 

series problems. Though, certain RNNs are bound to reach 

the vanishing with the Backpropagation coefficient 

learning, thereby making them unsuitable for long period 

lags learning nor accounting for long-term dependencies. 

These short-lived the widespread usage of RNNs, which 

gave rise to more improved approaches including the 

Long short-term memory (LSTM) and Gated Recurrent 

Unit (GRU) architectures. In recent applications, the 

LSTMs have shown promise on sequence-based 

computations with long-term dependencies. Though, 

 

Figure 1: The basic structure of CNN. 

 

Figure 2: Single input neuron. 
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GRU is an abridged LSTM architecture, which is a relative 

innovation in machine translation tasks such as 

SemSeq4FD [13]. 

2.3 The Real-valued CNNs 

In computer vision, CNNs are considered to be the most 

effective models in performing tasks. After the huge 

success of LeNet in the domain of digit recognition, 

AlexNet was developed as the foremost deep CNN. It 

highly outperforms previous image classification 

modeling tasks [14]. Thereafter, several models having 

complicated and deep structures were developed including 

VGG [15] and ResNet [16], which have performed 

incredibly well in ILSVRC. Though, the CNN models 

have been extended to low-level vision tasks as in the case 

of SRCNN for image super-resolution. Aside from this, 

CNNs have been applied for denoising and in painting 

with encouraging outcomes. Recently, there are a number 

of efforts in extending real-valued neural networks to 

several number-related fields [1]. In the main time, 

complex-valued neural networks have been developed and 

proved to take advantage of generalization capability [17] 

not without the ease of optimization. In particular, audio 

signals have complex number representations which make 

complex CNNs idea for these tasks rather than real-valued 

CNNs. Nevertheless, there evidence that deep complex 

networks offer improved outcomes when compared with 

real-valued models in terms of audio-based tasks [18]. 

Another deep quaternion network is put forward by [19] 

in which its quaternion convolution basically substitutes 

the real multiplications, and its quaternion kernel is not 

parameterized further. 

2.4 Deep Sentiment with CNNs 

The concept of sentiment analysis became an interesting 

area of research after the breakout applications of social 

networks and e-commerce websites. The foremost 

meaning of sentiment is to understand the public views 

and opinions concerning a particular topic, trends or 

product by means of tweets or reviews. Later, it was 

extended to the political and social trends extraction 

through annotation of opinions. Recently, machine 

learning algorithms were deployed to automatically 

generate annotations from diverse points of views to form 

a real-world knowledge base to map various scenarios to 

associated emotions for the purpose of extracting an 

overall sentiment in a statement. The advent of computer 

vision and natural language processing offered the 

opportunity to combine enormous labeled datasets which 

make deep learning models suitable. There is a shift from 

the traditional approach of extracting hand-crafted 

features from images and texts and supplying them to the 

classification model. At present, it is possible to conduct 

end-to-end models in order to simultaneously lean the 

feature depiction and classify accordingly. Deep learning 

inspired models are capable of undertaking many tasks 

including machine translation, object detection, word 

embedding, sentiment analysis, name entity in NLP, 

question answering, image classification, image 

generation, and computer vision’s unsupervised feature 

learning. The process of conducting sentiment analysis 

involves progressive training on certain labeled data 

known as transfer learning such as CNNs, and LSTM [20]. 

3 Related works 

3.1 Image classification  

A hybrid transfer learning approach based on CNNs’ 

AlexNet and VGG-16 net were developed for the purpose 

of detecting cervical cancer. The technique is based on the 

reduction of filters needed for undertaking the tasks 

especially the feature selection process by means of 

convolutional layers of pre-trained networks considered 

[9]. A fresh image dataset together with expert annotated 

diagnosis for performing image-based cervical disease 

classification tasks was proposed by [21]. A fine-tuned 

CNN model for extracting the several features in the 

images before classifying with classifiers such as 

ensemble-tree models, and multi-layer perceptron models. 

The effectiveness of randomized and optimized weights of 

CNN model was investigated by [22]. These models were 

applied to linear and non-linear data types with more 

desirable outcomes for CNN with optimized weights. In a 

separate work, the effectiveness of CNN was tested in 

classifying habitus images for the purpose of recognizing 

insects, which is at 74.9% according to [4]. To ascertain 

optimal deep learning schemes for point-of-care 

ultrasound (POCUS) cardiac image classification tasks in 

[23]. Six pretrained CNNs including AlexNet, Inception-

v4, VGG-16, VGG-19, ResNet50, and DenseNet201 were 

trained with five samples of POCUS images which 

generated accuracy between 96%-85.6%. VGG-16 was 

the best while was the least performing classifier. Multi-

Object-based CNN (OCNN) was proposed DenseNet201 

by [24] to improve the performance of large-area 

classification across diverse landscapes, which is 

composed of image segmentation, skeleton-driven 

algorithm object analysis, CNN final classification. The 

overall results showed 87.2% for sensed images.  

The peculiarity of Hyperspectral image (HSI) makes 

it challenging for classification tasks due to enormous 

bands with close correlation in spatial and spectral 

domains. The problem of smaller training samples is even 

more difficult which led to use of deep CNN for extracting 

spatial features in HSI. In addition, AdaMAx, RMSprop, 

SGD, Adadelta, and Adagrad classifiers were used to 

optimize the deep CNN model. The outcomes relieved that 

deep CNN with Adam classifier produced the best 

performance at 98.97 ± 0.81% according to [25]. Another 

similar work on HSI classification utilized CNN with 

Markov Random Field (MRF) in order to enhance 

effectiveness  [26]. Again, In [27], the authors investigated 

a combination of CNNs for learning joint spatial-spectral 

features effectively across multiple scale in HSI which 

produced 66.73% accuracy. The adoption of machine 

learning technique for detecting early stages and severity 

of Diabetic Retinopathy based on colour fundus image. 

Hyperparameter tuning Inception-v4 (HPTT-v4) model 

was utilized by [28] for detection and classification tasks 

with 99.49% performance accuracy. In [29], the authors 
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proposed enhanced feature selection-based model for 

medical image classification. Opposition-based Crow 

Search algorithm was used to optimize the DL model with 

95.22% accuracy. 

3.2 Textual classification 

The ensemble model founded on CNN and LSTM for 

extracting temporal information and local structure of 

textual datasets was developed by [20]. The performance 

of the proposed model outperforms the individual model 

and previous studies. Fake news classification model 

based on reinforcement learning of textual content was 

proposed by [30]. It is made up of an annotator, reinforced 

selector and fake news detector for automatically 

generating labels of unlabeled news items, selecting high-

quality samples for training, and detection of fake or 

genuine news items. A fusion method of multi-modal 

features extraction with CNN, Inception, Multilingual-

BERT, XLNet, XLM-Roberta and VGG16 models for the 

image and textual dataset was used to investigate social 

media memes by [31]. Sentiment analysis of textual items 

based on lexicon integrated two-channel CNN-LSTM 

family models was proposed by [32]. It is a deep learning 

approach that combined CNN and LSTM/BiLSTM 

channels in a concurrent manner whose results are 

encouraging for different datasets considered. Another 

study on a multimodal fusion of linguistic and speech in 

the detection of depression using Gated CNN, LSTM, and 

CNN was experimented by  [33]. The hybrid model of 

audio features extraction of the GCNN-LSTM model and 

text features acquired from the CNN-LSTM architecture 

was better in both CCC and RMSE parameters for the 

development and the test datasets. An automatic approach 

for labeling on-topic social media posts composed of 

visual-textual features was experimented by  [7]. The 

extractions of textual and visual features were achieved by 

word embedded CNN and Inception-V3 CNN. The 

classification process utilized concatenated features for 

effective and timely disaster reporting and mitigation. A 

model based on deep CNN and LSTM was developed to 

enhance the accuracy of image capturing [34]. The model 

based on gated CNN and BERT-CNN multimodal 

approach was used to determine depression detection in 

the work by [33]. 

A texture recognition task based on optimized CNN 

was developed by [6]. It optimized filter values, and 

weights, and biased values in the convolution layer and 

fully-connected layer by means of a whale optimization 

algorithm. The speech modality features were extracted 

from the trained VGG-16 network then Gated CNN and 

LSTM layer. The textual features embedding, BERT 

features from textual were extracted, then CNN and 

LSTM layer. These provided Patient Health Questionnaire 

score estimates. Hierarchical Graph Attention Network 

(HGAT) makes use of hierarchical attention architecture 

that is schema-level and node-level attention to recognize 

fake news of online news articles. According to [35], this 

is effective for heterogeneous networks and no previous 

knowledge is required. A deep CNN known as FNDNet 

was developed to identify fake news across online social 

media by automatically learning the discriminatory 

features. This model extracts diverse features of news 

articles at each layer with superior outcomes over 

available models according to [36]. 

4 Research methodology 
This section presents the conceptual models for image and 

textual data feature extractions and classification. The 

effectiveness of the models is validated accordingly. 

4.1 Description of the proposed model 

The complete structure of the proposed model is 

composed of the input, process and output components 

respectively as shown in Figure 3. 

The classification model utilizes image and a textual 

dataset which are received at the input component of the 

model. The distinct datasets are preprocessed through the 

removal of noise and redundancy for the purpose of 

obtaining enhanced input. In case of the image dataset, the 

preprocessing and augmentation involve whitening of 

image samples, after their up sampling, its 32 by 32 crop 

size was selected [37]. While, the textual dataset during 

preprocessing were grouped into similar clusters [38], and 

conversion textual information into vectors or numeric 

values, and removal of infrequent classes using semantic 

and syntactic association of words by mean of natural 

language processing (NLP) [39]. The process component 

undertakes feature extraction, feature selection and 

classification after training procedures. These are 

achieved with deep learning algorithms of LSTM-RNN 

situated within the process component of the model. The 

output component provides the results of the evaluation 

carried out by the distinct deep classification models of 

LSTM-RNN using a test dataset, that is, a portion of the 

input dataset. The results are expressed in error rates and 

percentage of accuracy. 

4.2 Simulation settings 

The minimum specifications for the experimenting 

concept of textual and image-based classifications of 

LSTM-RNN model are presented in Table 1. 

Hyperparameters training for the RNN-LSTM for 

textual: The procedure of choosing hyperparameters is the 

major aspect of the most of deep learning approaches, 

which can be achieved in a manual or automatic way. The 

goal is to minimize the cost and memory of execution. The 

learning algorithm makes use of the hyperparameter 

 

Figure 3: Conceptual structure of proposed deep learning 

models. 

Input 

component

Process 

component

Output 

component

Image dataset

Textual dataset



Comparative Analysis of Performance of Deep Learning ... Informatica 46 (2022) 21–28 25 

 

settings for purpose of training datasets the context-

specific dataset on the model as provided in Table 2. 

Hyperparameters training for LSTM-RNN for 

images: The complete values of the hyperparameters for 

the deep learning approach which are manually carried out 

in order to reduce memory and cost of execution. The 

learning algorithm make use of the hyperparameter 

settings for purpose of training datasets the context-

specific dataset on the classifier is given in Table 3. 

The steps for proof-of-concept in both RNNs-based 

classification cases are presented as follows: 

i. The data input is collected from the standard textual 

and image repository (TensorFlow). 

ii. The text and image datasets are preprocessed by 

removing noise and irrelevant items. 

iii. The minimal experimental parameters are used to 

construct the two RNN models. 

iv. The textual and image features are extracted using the 

deep neural networks built in the previous step (iii) to 

generate the training sets. 

v. The textual and visual features are used to train the 

RNN classifiers in both cases. 

vi. The outcomes of classification are generated and 

analyzed. 

4.3 Dataset Description 

The image dataset is a large set of Fashion MNIST images 

comprising of 221.83 MiB size, 70000 items with nine 

labels namely: T-shirt/top, Trouser, Pullover, Dress, Coat, 

Sandal, Shirt, Sneaker, Bag, and Ankle boot were 

downloaded from TensorFlow image catalogue. Similar 

dataset was utilized in the work by [40]. 

Again, the textual dataset is a large IMDB movie 

reviews collected from TensorFlow composed of 

customers’ reviews of positive and negative sentiments, 

which is 32.06 MiB size. It is made up of 10000 buffer 

size and 64 batch size categorized as texts and labels. 

Again, the training and testing components were 70% to 

30% for training and testing respectively. Similar textual 

dataset was used to measure the performance of models in 

previous studies [20,36]. 

In both cases, the datasets were split into 70% and 

30% for training and testing of classification models 

respectively. 

Evaluation parameters: The performances of the two 

classification approaches are computed using accuracy 

metric as represented in Equations 3 and 4 [29]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑁 + 𝑇𝑃

𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁 + 𝑇𝑃
        (3)      

𝐸𝑙𝑎𝑠𝑝𝑠𝑒𝑑 𝑇𝑖𝑚𝑒 = 𝐸𝑇 − 𝑆𝑇                    (4) 

Where, TP, FP, TN, FN, ET and ST depict the 

following: 

True Positive (TP), False Positive (FP), True Negative 

(TN), False Negative (FN), Execution end time, and ST is 

execution start time. 

System Requirement Property 

Hardware  

Hard Disk Drive 68.35 GB 

RAM 12.69 GB 

  

Software  

Operating system Python 3 Google 

Compute Engine backend 

(GPU) 

Simulator Google Collaboratory 

(Colab) 

Classification 

algorithm 

LSTM-RNN 

Input types Text, Image 

Browser type Google Chrome Version 

91.0.4472.124 (Official 

Build) (64-bit) 

Table 1: Simulation settings. 

Hyperparameter Value 

Network model Keras-LSTM 

Number of layers 32 

Embedding dimension 64 

Number of dense layer(s) 1 

Max number of Epochs 10 

Gradient Threshold 1 

Dropout 0.5 

Activation relu 

Optimizers Adam 

Metrics Accuracy  

Loss function BinaryCrossentropy 

Input type Textual  

Table 2: Minimal parameters for LSTM-RNN model for 

text. 

Hyperparameter Value 

Number of inputs 28 

Number of steps 28 

Classifier RNN-LSTM 

Activation function Relu 

Loss function CrossEntropyLoss 

Number of neurons 150 

Number of Epochs 10 

Number of outputs 10 

Optimizer  adam 

Learning rate 0.001 

Metrics Accuracy 

Input  Grayscale images 

Table 3: Minimal parameters for LSTM-RNN for 

images. 
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4.4 Results and Discussion 

The progress of training and validation accuracy for the 

long short-term memory (LSTM) network structure of 

RNN are shown in Figure 4. 

In Figure 4, there are strong correlations in the 

accuracy and validation accuracy during the training 

process of the dataset especially at epoch 1 to 10. 

Similarly, the loss distributions over the textual data deep 

learning are relatively diminished for loss and validation 

loss from epoch 1 to 10 respectively. The summary of 

LSTM-RNN deep leaning outcomes after training and 

validation of textual data are presented in Table 4. 

From Table 2, the LSTM classified 1000 words into 5 

classes after training and identifying the hidden structures 

with considerable effectiveness at 85.69% accuracy. 

However, the time for training and validation of the deep 

learning model provided by RNN is relatively ineffective 

at 18.25 mins. 

Similarly, the LSTM-RNN deep learning structure of 

the CNN model is used for training the image features 

selected are contained in Table 5. 

From Table 3, the process of classifying 60000 image 

features with 9 classes provided 88.46% accuracy over the 

period of 3.49 mins. This model performs a complete 

training and validation procedure in relatively faster 

elapsed time due to improved feature selection and well-

defined hidden data patterns in the images. The 

comparison with existing deep learning models for textual 

and image classifications is presented in Table 6 

From Table 6, the dataset nature and network 

architecture strongly impact on the deep learning 

classification accuracy and speed. Therefore, deep 

learning offered by LSTM-RNN for images is better for 

speed and accuracy of classification outcomes against 

textual due to the complicated structure of network and 

data formation in spectral and spatial domains. When 

compared to existing approaches using the same datasets, 

majorly text has higher accuracy than image classified due 

to domain of application, complexity of hidden patterns in 

media, and preprocessing performed prior to classification 

tasks. 

5 Conclusions and future works 
This paper demonstrated the effectiveness of deep 

learning approach of LSTM-RNN, which is a derivative 

of convolutional neural networks for image and textual 

datasets classification tasks. In both cases, LSTM-RNN 

was used to extract information concerning the local 

structure of the data by means of the application of 

multiple filters with distinct dimensions in the images and 

textual before classifying. Though, the process of 

appropriately extracting the temporal correlation of data 

and dependencies in the text snippet through the word 

encoding approach is different from the images. The 

performance of image classification tasks outperformed 

textual classification in terms of accuracy due to quicker 

way of learning the patterns, knowledge, and information 

contained in the dataset by 96.50% to 85.69%. More so, 

LSTM-RNN for images performed better in terms of 

speed of classification by 3.49 mins to 18.25 mins. In 

future work, there is a need to utilize more classification 

models to demonstrate the concept understudied in this 

article. Also, there is need to effectively classify various 

data representations in textual and other media at higher 

levels of accuracy and speed. This work can be extended 

to other high-performance deep learning algorithms, and 

datasets (such as video, audio and non-English textual). 
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